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ABSTRACT

This work presents a methoddogy for 3D modeling
of lip motion in speety production and its
application to lip traking and \isuad speed
animation. Firstly, a geometric modeling all ows to
creae a3D lip model from 30 control points for any
lip shape. Seaondy, a statisticd anaysis, performed
on a set of 10 key shapes, generates a lip gesture
coding with three articulatory-oriented parameters,
spedfic to ore speker. The coice of the key
shapes is based on gneral phoretic observations.
Findly, the gplicaion for lip traking d the 3D
modd controlled by the three parameters is
presented and evaluated.

1. INTRODUCTION

Many studies have documented the large
contribution d the lips to the intelli gibility of visua
speed between humans [8, 11, 10]. In the fidd of
man and madcine communication, the visua signa
of speeking lips can be hepful both as inpu and
output modalities. Reseaches in audio-visua
speed recogntion (AVSR) offer an interesting
approach to enhance the noise robustness of
traditiond ASR. Furthermore, works on wsud
speed synthesis showed that animation d 3D
taking faces (including cetailed lip models) has
good intelligibility results [6, 10].

In bah cases, a reliable measurement of lip motion
is required to provide ather visua parameters for
recognition or control parameters for animation.

1.1. Lip motion analysis

The methods for lip motion analysis have foll owed
two main arientations : the texture-based approaches
and the model -based approaches. The texture-based
approacdhes operate asegmentation d the image to
separate the lip area from the rest of the face
Neverthdess under normal condtions (i.e. no prior
make-up, nor speda lighting), the automatic
separation d color bemes a difficult task and
could generate some disrupted results as «in, lip

and tongle wlor could be dosed. The model -based
approaches bring a priori  knowledge @ou lip
shape to regularize this problem.

The mode-based approaches adjust the ntrol
parameters of a geometric modd of the lipsto fit the
inner and ouer contours on the lip image [7, 12].
The tradeoff of these techniques consistsin alowing
enoughfreedom to the model to follow lip motions
and constraining the model deformations in arder to
be robuwst to ndse. Most of these techniques focus
on facefront view and make use of 2D lip models
only. As a @nsequence, they impose only small
variation on fead oientation. Furthermore, only
inner and ouer contours are usudly tradked. This
ladk of modding penalizes the robustness as it
usualy requires moderate velocity of contours. In
[1Q], a large overview of al these gproaces is
available.

1.2. Analysis-synthesis appr oaches

The synthesis of taking faces requires more redistic
3D lip models. Some physiologicd-oriented models
have been proposed to describe muscle and tisaue
structures of the lip. Being in 3D, these models can
be used for head aientation free lip tradking.
Neverthdess the high complexity of these models
make this task generally difficult.

In [3], Basu proposed a 3D lip mode both
applicable to analysis and synthesis of lip motions.
This model is based ona 3D pdygoral surface The
motion d some points is datisticdly leaned from
video, while the whoe surface stiffness is
reguarized by a finite dement method The 3D
modd position is evaluated so that its 2D projedion
fits the area of the lip estimated by color analysis.

We present here a similar approach with a 3D
poynomia surface mode controlled by three
articulatory-oriented parameters leaned on the
speer. The ICP has drealy developed a paygord
3D lip modd for visual speed synthesis, controlled
by 5 parameters [6]. This model is based onad hac
statisticd study and equations to fit one spedker's
lips, assuming the speker is representative of the
French community. Thoughthe intelli gibility of this



modd has been proved, it is bounded to a particular
morphdogy and we have aread in [9] on its
imposshility of using it as an analysis mode for
other speekers. We propose here anew 3D mode
approach which can be alapted to any spedker.
Firstly, a geometric 3D modding d any lip shapeis
described. The modd is defined as a 3D polynomia
surface ontrolled by 30 interpolation pants. As
eahh pdnt has 3 degrees of freedom (XYZ
coardinates), it allows 90 degress of freedom to the
whole model. These 90 parameters are reduced to 3
articulator-oriented parameters into a statisticd 3D
modd, leaned for one spesker on a @rpus of 10
key shapes. These shapes are seleded acording to
phoretic observations for French language. A video
tradking method performs the atomatic analysis of
the lip motions as an inversion d the statistic 3D lip
modd controlled by the 3 articulatory-oriented
parameters. Findly, an evaluation d the results will
be presented and discussed.

2. GEOMETRIC 3D LIP MODELING

Computer graphic techniques make awide use of
3D cubic surfaces for the modding d organic
tisales. The smoathness of these surfaces gives an
accetable rendering o the skin stiffness Thougha
lot of standard todls duch as splines or Bezer
surfaces are availlable, we used here a structure
based oncubic interpaation curves dedicaed to lips
shape.

2.1. Control points

The whale surfaceis described by the drculation o
a 3D curve (cdled contour curve), from the outer
contour to the inner contour, going through a
predefined median contour. Each contour curve is
defined as an exad interpdation o 10 pants.
Therefore, 3 basic groups (inner, median, outer)
comprising 10 pénts form a required set of 30
control points to define the whole surface.
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Each pdnt is related to a geometric locaion, that
can be found onany lip shape (Figure 1). These
geometric locations are :

1. the orners paints (top left and top
right points of the contour curve),

2. the bottom and the 3 top pants
(intersedion pants between the arve
and the midsagital plan and the top left
and top right points of theupidon arc),

3. four intermediate points between the
bottom, corners ancupidon arc points.

2.2. Representation of thelipsasa 3D
polynomial surface

A first paynomial interpdation generates 10 pants
from the 30 control points for ead geometric
locaion d a new contour curve. A paint is
interpolated between the 3 control poaints
correspondng to the same locaion in the outer,
median and inner contour curves.

Seondy, a new contour curve is generated from
every set of 10 pants as continuows polynomia
interpoations. In addtion, some tangentia
constraints have been impoggdgure 2).

Culv)

Figure 2. The 3D polynomial surface.

2.3. Control points editing

A graphicd user interface has been developed to
edit manualy the 3D coordinates of the 30 control
points. To edit a lip shape, this oftware requires
two dfferent views of the lips to appea in ore
single image. These two views must be cdi brated to
provide reliable 3D data. As the user is sleding
and moving the @ntrol points, the model projedion
is updated onthe two views and dsplayed as a wire
frame structure on the image (Figure 3).

We use the face ad pofile views. No make-up is

Figure 1. The 30 control points and the 3 basic contour curvedPplied orto the lips to mark the ontrol points.

Instead of asimple point setting technique, we used
a more robust curve fitting approach controlled by



the setting d the points. This approach is
paticularly helpful for the profile view where the
locaion d the points is metimes ambiguows or
even hidden. The airve fitting approach is also
useful for the inner contour curve & this curve is
not anatomicdly defined and as auch, canna be
marked with flesh paints (on a front view, the inner
contour isthe line where the lip surfaceis tangentia
with the angle of view).

Figure 3. Example of control poits editing for lip shape

modeling. In this example, on the outer contour, the control

point of the left of theeupidon arc has voluntary been set
outside its real location on the lips.

The couner part of this approac is that different
point locaions may give the same result for the
fitting o the arve. In the perspedive of applying
statisticd analysis onto pdnts locaion, this
approach leads to an uracceptable instability. To
solve this problem, some geometricd constraints on
points have been imposed to avoid ambiguities in
the setting of the points.

3. ARTICULATORY-ORIENTED LIP
GESTURE CODING

To avoid an exhaustive statisticd approach which
requires numerous observations, we have seached
for a spedfic corpus, representative of the phoretic
spaceof French.

3.1. Degrees of freedom of thelips

The mmplexity of the entire muscular structure of
the lips makes difficult any attempt to get a
complete physiologicd modding d their behavior.
Neverthdess some statisticd works on geometric
lip parameters howed that a limited number of
degrees of freedom (compared to the number of
parameters measured) seems enough to represent
most of the variability of lip motions during speet
prodwction [1, 2, 5]. It suggests that a statisticd
study besed on a limited number of seeded
observations is enough to be representative.

Working onan audiovisua corpus, Benait identified
23 lip shapes 4gatisticdly representative of the
whoe wrpus [4]. These 23 key shapes, cdled
visemes, were extraded from fador anaysis and
data dustering, on 11 gometric lip parameters. The
lips of the spesker were made up in bue to

acarately measure lip parameters. The @rpus
consisted in 786 sentences «C'est pas
VCVCVz?» The lip parameters were measured
during the pronurciation d the word VCVCVz. The
first four eigenvedors of a PCA processed onthe 11
parameters of the 23 visemes acourt for 95% of the
total variance This dows that some redundancy
even remains within the corpus of @8emes.

3.2. Phonetically driven statistics

We use here the 90 XY Z coordinates of the 30
control paintsto form the observation vedor for any
lip shape. The subjed is a native French spedker.
The measurements on ead lip shape ae made by
hand with ou control points editing software (82.3)
and aligned to areference system related to the head
paosition. The two cameras (face ad profile views)
are cdibrated in order to get exad measurements of
the lips in millimeters.

We based ou choice of key shapes on phormtic
observations for the production d French. In [1],
Abry e d. propocsed a dasdficaion d lip
articulations for French into six groups of vowels
and consonants acording to their articulatory
realizations

1. rounded vowels [y, o, ...],
non-rounded vowels [&,...],
bilabial plosives [p, b, m],
labio-dental fricatives [f, v],

o~ 0D

post-alveolar fricaives with labia

protrusion [, 3],
6. alveolar fricatives [s, z ].

Except for the labio-denta fricatives, ead classhas
been represented in the sdleded corpus. We used a
corpus of 10 key shapes made of three rounded
vowels [y, o, od, threenonrounded vowels [a, i, &,
two hilabia plosives in dfferent vocdic contexts
[yBy, aBa], one post-alveolar fricative [aza] and ore
aveolar fricaive [iZi]. Consonants have been
extracted using the same war@vVCVvz.
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Figure 4. Projection of the 10 key shapes onto the three
components of a PCA applied on the 90 XYZ coordinates.




From the PCA applied onthese 10 key shapes, the
first 3 comporents acount for 94% of the tota
variance These three omporents can be related to
articulatory interpretation

1. first comporent (75%) is mainly
interpretable & a roundng gesture,
carrying protrusion;

2. semnd comporent (12%) caries the
motion of the lower lip

3. third comporent (7%) caries the
motion of the upper lip.

Finaly, we use these three omporents diredly as
the @ntrol parameters of the modd, representing
the spe&er's lip motion in speed. Any linea
combination d the three first eigenvedors of the
PCA gives a new synthesized pcsition o the 30
control points. Afterwards, the 3D interpdation
surface gives the rrespondng full 3D lip
model(82).

On figure 5, the etreme variations of ead
parameter have been synthesized and dsplayed in
the same heal aligned reference system. The motion
generated by the variation o ead parameter
represents the variation coded by the crrespondng
eigenvector.
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Figure 5. The three control parameters of the model.

4. LIP TRACKING BY MODEL
INVERSION

This ®dion pesents the lip traking agorithm
based ona analysis-synthesis g/stem. The gproach
can be @nsidered as an articulatory regularizaion
of a naisy lip color estimation. This regularizaion
comes from the information krough by the model
motion, leaned onthe spe&er and controlled by the
threearticulatory parameters identified above.

4.1. Processing of thelip color

Using the face projedion d the mode for the 10
key shapes of the wrpus, the upper and lower lips
pixels are etraded to define a statisticd color
modd. In oder to deaease the dependency to
lighting condition, RGB data are normalized :
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From the wlledion d lips pixels, a gausdan cluster
defined by its mean p and its covariance matrix =
has been cdculated. The likelihood d any color
pixel with lip color is meaured with the
Mahanalobis distance of the cluster.

d(x) = (x4 Z* (x-)

Lip color a
Estimation &

™ e

Figure 6. Lip area estimation.

On figure 6 it can be observed that lip and tongle
color estimation are dosed. It shows that a wlor
segmentation would fail to acarately evaluate a
parameter as inner aperture. Typicdly, this kind o
problem is lved with the lip model used as an
analysis model.

4.2. Lip model inversion from image signal

The goal of an andysis-synthesis approad is to
seach for the optimal tuning d the model control
parametersto best fit the signal, whichisin ou case
the lip color estimation of an image.

The measurement of the fitting d the projedion o
the 3D lip modd onto a 2D view with the lip
estimated area is peformed by summing the
Mahalanohis distances of every pixel of the
projedion. Theoreticdly, as the lip mode isin 3D,
any angle of view is posdble (as long as the hea
position is known with regards to the camera
orientation). We use here afront faceview and an
orthographic camera model for the 2D projection.
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Figure 7. Model inversion process.

In arder to stabili ze the @nwvergence process an
optimizaion o the locaion d the skin surroundng
the lips has been added. All around the outer
contour, anarrow skin strip is generated tangentially
to the 3D lip model. The same procedure used to
lean lip color is applied to lean the skin color and
crede askin color cluster. The estimation d the
likelihoodis smply added to the lips' estimationin
the optimization process.

Thoughthe tracking is processd from a 2D view
only, the three ontrol parameters of the mode
being in 3D, this gstem dlows to gve a
estimation d the profile view from a front view
tracking.

As the three parameters describe the lip motion for
speed prodiction orly, changes in head orientation
are processd separatdy. We just follow here XY Z
translations of a wlor marker on the nose. More
elaborated techniques exist for head tracking and
could be incorporated later.

5. EVALUATION OF THE LIP
TRACKING

5.1. Evaluation procedure

We have evaluated the lip traking system by the
guality of the extradion o four geometric feaures :
the inner contour height and width and the outer
contour height and width. The reference
measurement was a hand made labeling o these
parameters on a sentence uttered by the analyzed
speaker.

Thetest sentence cane from a phoreticadly balanced
corpus : « Il se garantira du froid avec cebon
cgouchon » The spedker was recorded at 30 images

5.2. Resaults

The movies provided in the CD-ROM present the
overall quality of the tracking. Figure 8 displays the
comparison between the parameters automaticdly
extracted and those extracted by hand.

[ Outer height
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Figure 8. Results for the geometric features extraction.
Reference measurements are plotted with crosses, tracking
results are plotting with circle markers.

For eath parameter, the table 1 presents the mean
and the standard deviation in millimeters of the
error with the reference value acoss the sequence
From the camera cdibration pocedure, the pixe
size for that sequence is 0.25x0.25 mm’. We give
here results with a 0.5 mm precision.

M easur ement Inner Inner Outer Outer
width | height | width | height |
mean error 3.5 1.0 2.0 15
standard deviatiop 4.5 1.0 15 1.0
correlation | 0.90 0.96 0.74 0.94

Table 1: Results for the sequence The rrelation fador is
processed bytaking bdh reference and tradkingtime seriesas a
vector.

To evaluate the impada of the erors, they have been
compared to the variability of the geometric feaures

in the corpus of the 10 key shag@&able?2).
M easur ement Inner Inner Outer Outer
width height width | height |
mean error 3.5 1.0 2.0 15
in the sequence
standard deviation 18.5 5.0 5.0 4.5
in the corpus

he variability of the parameters in the learning corpus.

: Table 2: C ison bet th th d
per second. 90 frames have been used for this test, © < SOMPaTISon JEween e meen error an te sequence a



5.3. Discussion

The inner width measurement showed some latency,
epedaly a the end o the sentence when
ocdusions occaur. Nevertheless compared to the
high variability of this parameter (Table 2.), the
eror is not criticd. The measurement of this
parameter could take benefit from a more detailed
modeling of the lips contact.

The acaragy of the inner height prediction is
higher. This parameter is interesting as it deteds the
lips closure. Here, the detedion d the dosure is
delayed by one image in the worst cases.

The distance between the lip corners defines the
outer width. These points are usualy hidden in a
strong shadow, making their color estimation very
noisy. A speda procesdng for lip corners would
certainly contribute to better results.

6. CONCLUSION

We have described a geometric modeling to
represent any lip shape & a 3D paynomid surface
We have dso presented the results of aphoreticdly-
based statisticd anaysis which managed to define
the ontrol of the 3D lip mode with three
articulatory-oriented parameters. 10 key shapes were
enough to identify these parameters.

The description d the lip motion by only three
control parameters contributes to a high robustness
for tradking when the 3D lip mode is used for
analysis. The ouner part is alak of freedom for
fine tuning d the wntrol points. Nevertheless our
approach aims at illustrating that, in spite of the
high complexity of the lips musculature, the lip
motion in speed production could be dficiently
described by a small number of degrees of freedom.
Our modeling methoddogy will have to be gplied
on other speakers to confirm the results.

The requirement for acaragy in lip shape anaysis
highly depends on the target applicaion. In future
works, we wish to evaluate our anaysis-synthesis
system in bah audiovisua speet recogntion and
talking faces animation.
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