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Abstract

We present a new method for video-based coding of facial
motions inherent with speaking. We propose a set of four
Facial Speech Parameters (FSP): jaw opening, lip round-
ing, lip closure, and lip raising, to represent the primary vi-
sual gestures in speech articulation. To generate a paramet-
ric model of facial actions, first a statistical model is devel-
oped by analyzing accurate 3D data of a reference human
subject. The FSP are then associated to the linear modes
of this statistical model resulting in a 3D parametric facial
mesh that is linearly deformed using FSP. For tracking of
talking facial motions, the parametric model is adapted and
aligned to a subject’s face. Then the face motion is tracked
by optimally aligning the incoming video frames with the
face model, textured with the first image, and deformed by
varying the FSP, head rotations, and translations. Finer de-
tails of lip and skin deformation are modeled using a blend
of textures into an appearance model. We show results of
the tracking for different subjects using our method. Fi-
nally, we demonstrate the facial activity encoding into the
four FSP values to represent speaker-independent phonetic
information and to generate different styles of animation.

1. Introduction and Motivation
In the context of face-to-face communication, speech is
more than the transmission of an acoustical signal. The
production of speech sounds is related to very specific and
stable geometrical configurations of the lips and the jaw.
Human beings are constantly exposed to both the acoustical
stimuli and their visual correlates on the face. We perceive,
and are very sensitive to, the spatio-temporal coherence be-
tween the sounds of speech and the facial gestures that are
served to partially “shape” those sounds [6, 30]. Even ani-
mations of talking faces are subjected to this ontologic fact
in order to convey a believable perception [20]. In this pa-
per, we present a method to extract and encode the facial de-
formation associated with speech by spatio-temporal analy-
sis of the video stream.

The complexity of the non-rigid deformation of facial

movements coupled with the lack of robust features moti-
vates the use of parameterized motion models to regularize
the automatic analysis of face images. Such models have
been used to track head movements, recognize expressions,
and measure details up to the level of quantifying eyebrow
raises and lip curls. Only a few simple attempts have ad-
dressed the coding and the automatic analysis of speech mo-
tion. This can be partly attributed to the lack of an existing
experimental specification similar to the well-established
Facial Action Coding System (FACS) proposed by Ekman
and Friesen [11] for encoding motion of facial expressions.
Previous works in automatic lip reading have attempted the
recognition of a closed vocabulary (letters, digits, isolated
words) or features tracking [9, 19, 23], but rarely a robust
and high-level motion recovery has been addressed as it
has been for expressions [8, 12, 3]. Some recent work on
coding facial motions, called Facial Animation Parameters
(FAPs), which are now included in the MPEG4 specifica-
tions, do model lip and mouth shapes [33, 29, 10]. However,
the emphasis of this work is still aimed at animation and
low-bitrate transmissions [31]. In fact, some of the above-
mentioned contributions and a survey report [22] suggest
the importance of building an encoding system that is more
suitable for modeling visual speech. This is specifically the
goal of our research effort.

In this paper, we show that an accurate model of speech
motion learned from data of an expert subject can be re-used
to track other subjects’ face motion after a morphological
(geometric, structural) adaptation. This model implements
a high-level encoding of speech motion, which aids in the
automatic visual recognition of non limited vocabulary (i.e.,
not restricted to the learning set), as well as photo-realistic
and non photo-realistic facial animation. We demonstrate
the ability of this model to encode visual speech action pa-
rameters from video tracking of lips and face motion of talk-
ing subjects.

Our coding of facial motion for speech movement is
based on four degrees of freedom which have been qualita-
tively described in the phonetic literature [26]. We demon-
strate its capabilities to be used for tracking long sequences
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of lip and face movements in a model-based approach. We
improve on the tracking by adding the a texture-based ap-
proach, which provide increases robustness.

2. Related Work
There is considerable work in the area of face processing
from video. Most of it concentrated on model-based track-
ing of face movement. Here we undertake a brief exposition
of this motivating work that aids in the development our
specific model for speech gestures. We specifically con-
centrate on earlier work on model-based tracking and on
methods for extracting motion information from video.

Model-based tracking: DeCarlo and Metaxas [8] have
successfully demonstrated the use of a parameterized face
model to track movement of the head, smiling and mouth
opening for different subjects. This approach uses a hand-
designed model of face motion, with one single control pa-
rameter for the opening of the mouth. In the case of speech
production, lips and face deform in a complex way, which
cannot be represented with only one degree of freedom. The
authors mention a need for better parametric representation
of speech motion in their paper. The DeCarlo and Metaxas
method of tracking adds a stronger model to extend the
Black and Yacoob [3] approach, where simple affine mo-
tion models were used to measure deformations. Black and
Yacoob relied on FACS model to model facial expression.

Physical models of faces have been proposed for analy-
sis the facial motion as they allow for more degrees of free-
dom [12, 32]. However, the modeling is mainly focused on
solving the tracking of canonical facial expression and does
not, at present, model the motion of speech production.

Basu et al. [1] have addressed the motion of lip move-
ment in speech production. In this work, a model of lip mo-
tion is learned from video for each subject from the tracking
of ink markers on the lip surface. After the learning phase,
this model allows for accurate tracking of outer lip contours
feature, but does not implement a general coding of lip mo-
tion. About 10 degrees of freedom are necessary for each
subject, which could result in instability in the optimization
procedure.

Some recent techniques on analysis and synthesis of
faces with speech have shown significant promise. For ex-
ample, Video Rewrite [5] is an impressive technique that
generates facial animations by reordering existing video
frames. The choice of frames to play is determined by ana-
lyzing the audio track to extract phonemic information and
its relationship to training video data. Voice Puppetry [4]
is yet another impressive technique that claims to generate
facial motion using the raw audio signal. It achieves this
by learning a facial control model by analyzing video and
audio of real facial behavior, automatically incorporating

vocal and facial dynamics such as co-articulation. Both the
Video Rewrite and Voice Puppetry techniques are however
bound by needs of extensive data, with a related training
phase on acoustical signal. We base our approach on the
hypothesis that the morphological variability of facial mo-
tion between different speakers is easier to solve (and scales
better) than acoustical normalization.

Model registration from images: Traditionally, optical
flow has been used to provide pixel level information to
align motion of the model onto the image brightness flow.
The model-based approach in this case consists of regular-
izing the brightness consistency equation of the optical flow,
into a model-based formulation from the a priori model of
the face movement [8, 12, 3, 2, 18].

Some approaches show that a texture-based formulation
of object tracking can be proposed as an alternative to op-
tical flow. The Active Blob technique [27] implements a
texture-based tracking of any deformable object with closed
boundaries. Using statistical modeling of shape and texture,
Active Appearance Models [7, 24] have been used to model
and register differences in facial morphology. The texture
presents a higher robustness than optical flow, as it is not
subjected to error accumulation [28, 16, 15]. In addition,
from the perspective of real-time implementation, recent
developments in 3D graphic hardware for texture render-
ing, makes available high performance texture-mapping at
a low cost.

3. Modeling of speech motion

3.1 The original model

Traditionally, Lipsynched animation relies on a set of lips
and face shapes corresponding to the production of each
phoneme (acoustical units of speech). These shapes are usu-
ally called visemes, for visual phonemes. Reveret et al. [26]
present a detailed statistical analysis of 3D data of lip and
face of one expert phonetician subject pronouncing all of
the visemes. This statistical analysis allows to reduce the
geometrical redundancy of the visemes and implements a
model of lip and facial movements for speech. Following
the same method, we collect 3D data using a 3D recon-
struction of markers glued on the face of an expert phoneti-
cian. The video from three calibrated cameras is recorded,
and the points were manually identified to extract a 3D re-
construction. In total, 34 face/lip shapes were captured
(10 vowels, 8 consonants in 3 different vocalic context),
each shape measured by 198 points in 3D. The resulting
model showed that statistically, most of the variance of all
the 34 visemes could be reconstructed with only 6 linear
modes and a mean shape. Furthermore, these modes have
been interpreted as phonetically pertinent gestures, consis-
tent with [26]: (1) the opening the jaw; (2) the lip rounding,
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Jaw Opening Lip Rounding

Lips Close Lip Raise

Figure 1: Our resulting 3D model and the extreme variations
along the 4 FSPs (�3 standard deviations from the mean shape).
Opening of the jaw (FSP1), rounding of the lips (FSP2), closure
of the lips (FSP3), raising of the lips (FSP4).

used to separate rounded vowel like [u] and spread vowel
like [i]; (3) the closure of the lip for bilabial stop consonant
like [p] [b] [m]; (4) lip raising for labio-dental fricatives
consonants like [f] [v]; (5) advance of the jaw; and (6) a
remaining motion due to the raising of the pharynx.

Using this spatial model of facial action allows us to gen-
erate a 3D model with actions represented as a linear combi-
nation of the 6 modes, �1; : : : ; �6, controlled by parameters
that we introduce here as Facial Speech Parameters (FSP),
a = fa1; : : : ; a6g.

The last two parameters listed above have very limited
variations, especially for the frontal views. In practice, we
also observed that the last two parameters resulted in some
instability for the automatic estimation from video. Con-
sequently, we have chosen to ignore them for most of the
analysis in this paper and focused on the automatic extrac-
tion of the first four FSP parameters.

Consider X = fx1; y1; z1; : : : ; xn; yn; zng that de-
scribes a 3D geometric model, and � as its mean shape,
then we have a deformation model:

X(a) = �+

4X

i=1

ai�i = �+ �a; (1)

which can be controlled by varying the FSPs (a).
The Figure 1 shows our resulting 3D model and the ex-

treme variations along the 4 FSPs (�3 standard deviations
from the mean shape).

3.2. Aligning the model to different subjects
The procedure described above provides a detailed model
of facial movements at the cost of a time-consuming hand

labeling of markers on several shapes. To reduce this step,
we introduce a method to align the morphology of the ini-
tial model on a new subject, while keeping the same de-
scription of motion learned from the reference subject. This
hypothesis is based on the observation that, despite differ-
ence in morphology, any human vocal track is subjected to
the same spatial constraints and therefore will deform in a
similar way, including for the face, motion of the jaw and
lips. This hypothesis is similar to the modeling of DeCarlo
and Metaxas [8] in the sense that morphology and gesture
are separately parameterized. In our case, we benefit from
a detailed model of facial deformation for speech, learned
from real data of a human subject.

Our normalization can be formulated as an update of the
mean shape in equation 1, the remaining FSP modes being
kept identical for the new subject. Having,

Xref (a) = �ref +

4X

i=1

ai�i; (2)

from 1 for the reference subject, we model the new subject
as,

Xnew(a) = �new +

4X

i=1

ai�i; (3)

whose 3D mesh is controlled by the same FSP parameters.
This normalization implies to find the numerical values of
the new mean shape �new .

To process this update, the 3D model of the reference
subject in a rest position is mapped onto the face of the new
subject by feature alignment. These features are represented
into a simplified model of the face in Figure 2, with each
node corresponding to a specific node in the original 3D
model. The mapping is performed by searching for the ro-
tation, translation and scaling factors that best match the 2D
front view projection of the 3D model nodes corresponding
to the user specified features.

Once this first alignment has been made, local alignment
of the mesh vertices is done. A Radial Basis Functions
(RBF) relaxation of the displacements interpolates the dis-
placement of the remaining vertices not covered in the sim-
plified mesh [14].

Figure 2 shows the results of the alignment of the refer-
ence model to a new subject.

For both subjects, reference and new, the rest position is
coded by the same FSP configuration arest, which sets the
initial model into a position where jaw and lips are closed
(FSP1; FSP3), with a neutral spreading of the lips (FSP2)
and no raising of the upper lip (FSP4).

Consequently, given Xref (arest) being the rest position
of the reference subject and Xnew;rest being the result of
the morphologic adaptation process described above for the
new subject in a similar rest position, we obtain the mean
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Figure 2: The original model for the reference model; the hand la-
bel features set on the new subject; the result of the original model
aligned on the specified features.

�new for the new subject simply by substitution. Per Equa-
tion (1), we have

Xref (arest) = �ref + �arest: (4)

Then using Equation (1) forXnew;rest = Xnew(arest), we
get

�new = Xnew;rest � �arest: (5)

To validate the articulatory hypothesis (i.e., the usage of
the same FSP modes for different subjects), we hand labeled
three different speakers, doing 6 lip and shapes configura-
tion, while uttering [a], [i], [u], [p] in [apa] and [f] in [afa].
The FSP configuration is recovered from the features loca-
tion by an optimizing procedure that minimize the distance
between the labeled features and the projection of the cor-
responding model points.

We obtain the following results, showing a pertinent
repartition of the shapes according to the FSP interpretation
even after the morphological adaptation (Figure 3). The jaw
parameter (FSP1) isolate the [a] shape (wide opening), the
protrusion parameter (FSP2) separates [u] from [i] shapes,
the lip closure parameter (FSP3) separate the vowels from
consonants that require a joining of the lips and finally the
lip raising parameter (FSP4) separate the [p] consonants
from the [f] consonants.

4. FSP registration from texture

4.1 Objective function

As mentioned in the introduction, registration from texture
presents an interesting alternative to optical flow, as it is not
heavily penalized by risk of drift. For any new face, taking
the initial image for the morphological alignment allows us
to set a texture correspondence for the model. Now the tex-
ture follows subsequent deformation of the model and pro-
vide a synthetic image of the face. The tracking consists
of finding the four numerical value of the FSP, plus transla-
tion and rotation that minimizes the difference between the
projection of the textured model and the incoming image to
analyze. We present this mathematically as follows:
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Figure 3: Plots showing variations in FSP amongst our subjects.
The value of the FSP parameters of the reference speaker are rep-
resented with stars, while the other 3 new speakers are represented
with crosses. They are identical for the rest position by construc-
tion (see section 3) and differ for all the other shapes. This aids in
the validating our model.

For a set of position, rotations, and FSP parameters, let’s
introduce p = [r; t; a], I is the raw image to analyze, Î(p)
the image synthesized by the textured model and k : : : k is
the Euclidean norm on the RGB components of the image.
The objective function is defined as :

E(p) =
1

n

nX

i=1

ei(p)
2; (6)

ei(p) = kÎ(p)(xi; yi)� I(xi; yi)k; (7)

where (xi; yi) defines the screen position of the pixel i in the
image of the textured model and in the original image. The
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n pixels considered are only those covered by the model
projection.

We improve the robustness of this objective function by
using a robust norm instead of the Euclidean norm, in order
to reject outliers. We use the Geman and McClure robust
error norm [13] parameterized by a threshold �:

�(x; �) =
x2

� + x2
: (8)

The objective function to minimize is now:

E(p) =
1

n

nX

i=1

�(ei(p); �): (9)

4.2 Levenberg-Marquardt optimization

The Levenberg-Marquaardt optimization solves a non-
linear least square minimization and therefore is well suited
to model-based tracking by texture alignment as formulated
above [24, 27]. The Levenberg-Marquardt algorithm re-
quires the first and second derivative of the function to min-
imize with respect to every parameter, i.e., the 3 rotations,
the 3 translation and the 4 FSP parameters.

For the first derivative and the second derivatives, we
have:

@E

@pj
=

1

n

nX

i=1

�0(ei(p); �)
@Î(p)

@pj
(10)

@2E

@pj@pk
=

1

n

nX

i=1

�00(ei(p); �)
@Î(p)

@pj

@Î(p)

@pk

+ �0(ei(p); �)
@2Î(p)

@pj@pk

(11)

The partial @Î(p)
@pj

with respect to a particular model param-
eter pj is approximated by perturbing the parameter by a
small Æ, warping that model, and then measuring the re-
sulting change in the residual error. The hardware texture
mapping capability is very valuable for gradient calcula-
tions here [27].

The optimal value of the parameters p is then up-dated by
iteratively taking the step Æp that solves the linear equation
formed from the approximation of the Hessian H and the
gradient g:

(H+ �1)Æp = �g; (12)

g = [
@E

@pj
]j=1:::10: (13)

As mentioned in [25], the second derivatives of the im-
age can be omitted in the formulation of the Hessian:

H = [
@2E

@pj@pk
]j=1:::10;k=1:::10: (14)

The � coefficient in Equation (12) serves to stabilize the
inversion of the Hessian matrix when it is rank deficient.

Figure 4: Example of textures blending. On the left, the origi-
nal image. On the center, the result of the 3D model aligned on
this shape, textured with the image corresponding to the rest posi-
tion. On the right, the effect of texture blending, showing that the
required wrinkles appear on the surface of the lips, while the tex-
ture corresponding to the face in a rest position has a low blending
coefficient.

5. Multi-texturing
Using a single texture for tracking is quite limited as it make
a erroneous link between the lighting conditions and the ge-
ometric deformation of the model: as the model geome-
try is changing, the surface normals are changing as well
but the lighting appearance is not. It results in unrealis-
tic location of the lighting distribution, which is important
for the optimization algorithm to align texture. One way
to alleviate this problem is to estimate the lighting orien-
tation of the environment and simulate on the geometry of
the model. However, in presence of complex mixture of
lighting sources (ambient, directional, etc.), this process is
difficult to automate.

In LaCacia et al. [16], a model of lighting variation is
learned off-line to allow an illumination-independent de-
composition of texture images. We propose here an ap-
proach based on texture blending.

In addition to cope with the lighting problem, textures
blending allowed us to simulate small detail of skin defor-
mation such as wrinkles, which are naturally appearing in
the production of speech movements but are not geometri-
cally represented by the sparse geometric mesh.

The following sections explain how the multi-texture is
formulated and how it can be integrated in the optimization
process, as well as the choice of the basis of texture images.

Linear alpha-blending formulation

For a given subject, the six reference textures are chosen,
corresponding to [a], [i], [u], [p] in [apa] and [f] in [afa].
The 3D model is aligned onto the images using the same
procedure of features selection described in Section 3. Once
the 3D mesh is aligned onto each image, the textures are
blended into a linear class [24, 7].

Î(p) =
X

k

!k(a)Ik ; (15)
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Figure 5: Results of tracking from video the four FSP for three
subjects, uttering the same sentence. The dashed line correspond
to the tracking with one single texture. The plain line correspond
to the tracking with a multi-textures blending. Subject 1: RED,
Subject 2: BLUE, and Subject 3: BLACK.

!k(a) = e��kkX(a)�Xkk
2

; (16)

where kX(a)�Xkk
2 is the sum of the Euclidean distances

over all the vertices between the current shapeX(a) and the
reference shape Xk.

The alpha coefficients are chosen as a set of radial basis
function of the mean square distance between the vertices
of the current 3D mesh and the vertices of the 3D mesh
corresponding to the reference texture. The coefficient ! k

have been experimentally evaluated.
In the tracking procedure, the multi-texture showed an

improvement in the detection of rounded shapes (“q[U]ick,
br[OW]n”) by creating stronger minima of the error func-
tion at high value of FSP2 parameters, which corresponds
to the rounding of the lips that occurs for this class of vowel.

6. Experiments and Results

FSP parameters extraction

We have tested the tracking of several different subjects ut-
tering the same sentence: “That quick brown fox jumped
over the lazy dog.” The subjects have been filmed with
frontal faces with a somewhat controlled lighting (the multi-
texturing aids with lighting variation as a person speaks).

The figure 7 displays the overall quality of the tracking
for 6 important frames in the sequence of one subject. We
have included an MPEG1 video 491-1.mpg to show the
tracking in action.

The goal of the FSP description is first to provide a
model that constrains the variation of the facial motion to
a subspace specific to speech gesture. This approach al-
lows us to introduce robustness into the parameter estima-
tion. The risk of a drift and loss of the tracker is very low as
the model remains on the constrained subspace.

In addition to this robustness in tracking, the claim of
this approach is to bring a motion description that is inde-
pendent of the speaker. The Figure 5 shows the results of
the extraction of the four FSP for each subject separately. It
illustrates the influence of using the blending of several tex-
tures, instead of a single texture. As expected, we observe
an emphasis on the rounding parameter FSP2 for rounded
vowels. However, using several textures seems to introduce
some instability in the trajectory of the extracted parame-
ters. This could be attributed to the introduction of more
local minima, as the texture of the model is able to change
over time.

All our subjects exhibited a stable behavior when we
compared linguistically meaningful information across dif-
ferent speakers. Here are some of the our observations
based on our experiments.

� the first FSP (opening of the jaw) shows a drop on
the pronunciation of the [o] in “fox” and “dog”, cor-
responding to the jaw opening.
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Figure 6: Results for three subject, time-aligned on the phonemes
of the same uttered sentence. Subject 1: RED, Subject 2: BLUE,
and Subject 3: BLACK.

Figure 7: The results at 6 key frames for one subject. Top to
bottom: original sequence, textured model, wire-frame on top of
model, shaded/animated model and still picture animation from
the data of this subject. See 491-2.mpg.

� the second FSP (lips rounding) reaches maxima on
the expected rounded vowels [u] and [o]. The use of
multiple textures (plain line) allows a better detection
of these vowels, compared to the single texture case
(dashed lines)

� the third FSP (lips closure) appears for the pronunci-
ation of stop consonants ([b] in “brown” and [p] in
“jumped”). This parameters shows high values for [f]
and [v] consonants. However, these consonants are
separated form the [p] and [b] consonants thanks to
the fourth FSP (lips raising).

In Figure 6, we have combined the results for every sub-
jects in a time-aligned representation. The time-alignment
was done manually using the audio stream. There do exist
systems to allow for such time alignment automatically in
the speech community.

Application to facial animation

The texture-based model used for the tracking by alignment
on images provides a photo-realistic facial animation solu-
tion (Figure 7 [bottom]). In addition to morphing different
shapes, the blending of different views would allow a better
full 3D representation as in [24].

As an extension of this, using the procedure for align-
ing the model on a face shape, we have used the extracted
FSP from video to animate the picture showed in Figure 7
(MPEG1 video 491-2.mpg) . As the FSP encodes natural
gesture of speech production, this results in possibilities of
high quality facial animation from one image only.

Finally, we have implemented an animation of 3D
NURBS-based characters from the FSP parameters ex-
tracted from video. Instead of defining a lip and face shape
for each phonemes like in a traditional lisynching process,
we use a shape corresponding to the extreme variation of
each FSP. Figure 8 shows an example of morphing targets
suggested for the animation from the FSP extracted from
video.

Figure 8: Morphing targets associated to the extremes positive
and negative variations of the four FSP for a NURBS-based com-
puter graphic character.
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7. Summary and Conclusions

We present a novel method for extracting detailed facial
movements of a speaker from video. We learn a detailed
3D model of facial motion for speech movements from a
careful 3D labeling of a reference subject. This model is
then linearly controlled by 4 parameters, that we introduced
as FSP for Facial Speech Parameters. We show the use of
these parameters as a coding of talking faces and implement
them as the models to encode speech actions from video.
We introduce a model-based tracking approach with texture
registration and blending. A normalization of the face mor-
phology allowed to use this model to track other subject and
extract consistent motion information. We demonstrate the
use of this coding for animation.

The relationship of our coding to phonetic description is
perhaps very exciting. We feel that such coding via FSP
could be used as well to provide efficient visual cues for
audio-visual speech recognition and bring robustness to the
automatic speech recognition system. The main advantage
of our FSP coding for video tracking relies on the fact that
it constrain the complex behavior of facial movement of
speech to only 4 degrees of freedom. However, this mod-
eling currently does not cover motion variation due to ex-
pression that could occur with speaking. One of the natural
extension of this work will be to investigate how the FSP
coding could be extended to cope with facial expression and
still preserves a stable behavior for tracking from video.
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