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Efficiency in Large Dynamic Panel Models with Common Factor

Abstract

This paper deals with efficient estimation in exchangeable nonlinear dynamic panel

models with common unobservable factor. The specification accounts for both micro- and

macro-dynamics, induced by the lagged individual observation and the common stochas-

tic factor, respectively. For large cross-sectional and time dimensions, and under a semi-

parametric identification condition, we derive the efficiency bound and introduce efficient

estimators for both the micro- and macro-parameters. In particular, we show that the fixed

effects estimator of the micro-parameter is not only consistent, but also asymptotically effi-

cient. The results are illustrated with the stochastic migration model for credit risk analysis.

Keywords: Nonlinear Panel Model, Factor Model, Exchangeability, Systematic Risk,

Efficiency Bound, Semi-parametric Efficiency, Fixed Effects Estimator, Bayesian Statis-
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1 Introduction

This paper considers efficient estimation in nonlinear dynamic panel models with common

unobservable factor. We focus on exchangeable specifications that are appropriate to an-

alyze a large homogeneous population of individuals featuring rich patterns of serial and

cross-sectional dependence. Such a framework is encountered in credit risk applications,

where the panel data are the rating histories of a large pool of firms in a given industrial

sector and country1. The common factor represents a latent macro-variable, such as the

sector and country specific business cycle, that introduces dependence across the rating

dynamics of the firms, the so-called migration correlation. The purpose is to predict the

future risk in a large portfolio of corporate bonds or credit derivatives issued by the firms

in the pool.

The model involves both a micro- and a macro-dynamic. Conditional on a given factor

path, the individuals are assumed independent and identically distributed, with observations

yit, t varying, following a same time-inhomogeneous Markov process for any individuali.

The transition densityh(yit|yi,t−1, ft; β) at datet depends on the factor valueft and the

unknown parameterβ. The micro-dynamic is captured by the lagged individual observa-

tion yi,t−1 and unknown parameterβ. The macro-dynamic is driven by the time-varying

stochastic common factorft. The latter is unobservable and follows a Markov process

with transition densityg(ft|ft−1; θ), which depends on the unknown parameterθ. When

this common factor is integrated out, it introduces both non-Markovian serial dependence

within the individual histories, and cross-sectional dependence between individuals.

When the cross-sectional dimensionn is fixed and the time dimensionT tends to infin-

ity, the Maximum Likelihood (ML) estimators of micro-parameterβ and macro-parameter

θ are asymptotically normal and efficient. However, this asymptotic scheme is not appro-

priate for a setting involving very largen and moderately largeT , as in credit risk appli-

cations. For instance, for corporate rating data the number of firms is typically of order

n ≃ 10, 000, while the number of dates is aboutT ≃ 20 with yearly data. For mortgage

1This framework is also encountered in the securitization of a pool of loans (Collateralized Debt Obliga-

tions, CDO), or insurance contracts [Insurance Linked Securities (ILS) and longevity bonds].
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data, we typically haven ≃ 100, 000 − 1, 000, 000 mortgages andT ≃ 200 months.

The aim of this paper is to derive the efficiency bound for estimating both the micro-

parameterβ and the macro-parameterθ, whenn, T → ∞ andT b/n = O(1), for b > 1.

The derivation has to account for the different rates of increasing information concerning

the two types of parameters. First, we show that the efficiency bound for micro-parameter

β does not depend on the parametric model defining the macro-dynamic. In particular, this

bound coincides with the efficiency bound with known transition of the factor, and also with

the semi-parametric efficiency bound when the transition of the factor is left unspecified.

Second, a consistent and (semi-)parametrically efficient estimator of the micro-parameter is

the ML estimator ofβ computed as if the factor values are fixed time effects. To get the intu-

ition for these findings, it is useful to remark that our specification with random time effects

can be seen as a Bayesian approach, with prior
T∏

t=1

g(ft|ft−1; θ) on the factor values2. The

results above provide an example of the well-known asymptotic equivalence of frequentist

and Bayesian methods in large sample, implying the irrelevance of the prior choice. Third,

an efficient estimator of the macro-parameterθ is the ML estimator computed by replacing

the unobservable factor values with consistent cross-sectional approximations.

In Section 2 we introduce the nonlinear dynamic panel model with common factor. This

model includes the Single Risk Factor (SRF) model suggested for the regulation of credit

risk in Basel 2. Then, we explain why our specification is not simply a panel model with

fixed effects, as usually considered in the econometric literature. The efficiency bound

is derived in Section 3. The derivation is based on an asymptotic expansion of the log-

likelihood function. For this purpose, the integration of the latent factor is performed along

the lines of the Laplace approximation [Jensen (1995)]. If the micro-parameter is semi-

parametrically identified, we show that the efficiency bound for micro-parameterβ is inde-

pendent of the parametric specification of the factor dynamics. In Section 4 we introduce

efficient estimators of both parameters, that do not involve numerical integration w.r.t. the

unobservable factor. We first show that the fixed effects estimator of the micro-parameter

is efficient. This estimator is used to derive consistent approximationsf̂t of the factor val-

ues. Then, we show that the estimator of the macro-parameter derived from maximizing

2See Aigner et al. (1984) for a discussion of this interpretation in a general latent variable setting.
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the macro-likelihood after substitution of the factor valuesft by their approximationŝft

is efficient. Finally, we discuss the link with the granularity adjustment introduced in Pil-

lar 2 of the Basel 2 regulation. In Section 5, the results of the paper are applied to the

stochastic migration model used for credit risk analysis. In this model, the observable en-

dogenous variable corresponds to the rating and the common stochastic factor accounts for

migration correlation. The patterns of the efficiency bound, and the computation of the

efficient estimators are discussed for this example. Section 6 concludes. The proofs of

the results are gathered in Appendices A.1-A.7. They include in particular an appropri-

ate Weak Law of Large Numbers (WLLN) and a large deviation theorem for maximum

likelihood estimators (see Appendices A.1 and A.2). The regularity conditions are listed

in Appendix A.3. The proofs of the technical Lemmas are given in Appendix B on the

web-site http://www.istituti.usilu.net/gagliarp/proofsPANEL.htm.

2 Exchangeable nonlinear panel model with common fac-

tor

2.1 The model

Let us consider panel datayit for a large homogeneous population of individualsi = 1, ..., n

observed at datest = 1, ..., T . We assume a nonlinear dynamic specification with common

factor such that:

A.1: Conditional on a factor path(ft), the individual histories(yit), i = 1, ..., n, are i.i.d.

time-inhomogeneous Markov processes of order 1, with transition pdfh (yi,t|yi,t−1, ft; β)

and unknown parameterβ ∈ B, whereB ⊂ R
q.

A.2: The factor(ft) is a Markov process of order 1 inRK , with transition pdfg(ft|ft−1; θ)

and unknown parameterθ ∈ Θ, whereΘ ⊂ R
p.

We denote byβ0 andθ0 the true values of parametersβ andθ, respectively. The com-

mon factorft is unobservable and has to be integrated out to derive the joint density of
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observationsyit. The latent factor introduces both non-Markovian individual dynamics

and dependence across individuals. The distribution is exchangeable, i.e. symmetric w.r.t.

the individuals3. The focus is on the efficient estimation of both micro-parameterβ and

macro-parameterθ 4.

Next Assumptions A.3, A.4 and A.5 concern the stationarity and ergodicity properties

of the model.

A.3: The process(y1,t, ..., yn,t, ft) is strictly stationary, for anyn ∈ N.

A.4: The process(ft) is strong mixing.

A.5: Conditional on the factor path(ft), process(yi,t) is ergodic and strong mixing with

α-mixing coefficientsαh [(ft)] , h ∈ N, for any path(ft) P -a.s., such thatE [αh [(ft)]] ≤
c1 exp

(
−c2h

1/δ
)
, ash → ∞, for some constantsc1, c2, δ > 0.

Assumption A.5 requires that the individual processes(yi,t) are ergodic and strong mixing,

conditional on the factor path. The conditional mixing coefficients can depend on the

factor path, but their expectation converges to zero at an exponential rate as lagh increases.

Assumption A.5 is similar in spirit to the work in Granger (1980), Granger, Joyeux (1980),

Bougerol, Picard (1992). The geometric decay of the integrated mixing coefficients implies

that the initial values of theyi,t’s have no effect in the long run even after integrating out

the factors. Assumptions A.3-A.5 are used to study the asymptotic behavior of nonlinear

aggregates of the type:

1

T

T∑

t=1

ϕ

(
1

n

n∑

i=1

a(yi,t, ft, β)

)
,

as n, T → ∞ such thatT/n → 0, wherea is a matrix-valued function of individual

observationyi,t, factor valueft and micro-parameterβ, andϕ is a continuous mapping.

The precise asymptotic results are provided in Appendix 1. These results are used to derive

the asymptotic properties of the estimators introduced in Section 45.

3The exchangeability is equivalent to the existence of a factor representation [see e.g. de Finetti (1931),

Hewitt, Savage (1955)].
4Exchangeable linear panel models are considered in Hjellwig, Tjostheim (1999) and Hansen, Nielsen,

Nielsen (2004).
5The stationarity and ergodicity Assumptions A.3-A.5 for asymptotic analysis withn, T → ∞, T/n → 0,
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2.2 The Single Risk Factor (SRF) model

The specification introduced in Section 2.1 is motivated by the SRF model introduced by

Vasicek (1987), (1991), and recommended for the analysis of credit risk in the second

Pillar of Basel 2 [BCBS (2001)], concerning internal models. The objective is to analyze

the risk of a portfolio of loans or credit derivatives, included in the balance sheet of a bank

or credit institution. These portfolios contain several millions of individual assets and have

to be segmented into subportfolios, which are homogeneous by the type of contract (asset)

and by the type of borrowers, including at least their ratings among their characteristics.

The SRF model is applied to these homogeneous subportfolios separately. The sizes of

these subportfolios are still rather large including some 10 thousands of individual loans

for mortgages and credit cards, for instance.

The basic Vasicek model is written for firms, but the same approach is applicable to

consumers. This model introduces the assetAi,t and liabilityLi,t as latent variables. Then,

the latent model is written on the log-ratio of asset to liabilityy∗
i,t = log(Ai,t/Li,t) as:

y∗
i,t = α + βFt + σui,t, t = 1, ..., T , i ∈ Pt,

wherePt denotes the set of firms in the portfolio, which are still alive at timet (called

Population-at-Risk), and where the common factorFt and the idiosyncratic factorsui,t are

independent standard Gaussian variables. The sensitivity coefficientsα, β, σ are indepen-

dent of the individuals, according to the definition of an ”homogeneous” portfolio. The

observed endogenous variable is the default occurrence:

yi,t = 1lAi,t<Li,t
= 1ly∗

i,t<0.

We deduce the probability of default conditional on the common factor:

PDt = P [yi,t = 1|yi,t−1 = 0, Ft] = Φ [− (α/σ) − (β/σ) Ft] .

differ significantly from the hypotheses used with finiten [e.g., see Douc, Moulines, Rydén (2004) for

the asymptotic properties of the ML estimator in autoregressive models with Markov regimes, that corre-

spond to the casen = 1]. This is because the estimators depend on cross-sectional aggregates of the type
1

n

n∑

i=1

a(yi,t, ft, β), which are functions of the factor pathft but not of the individual observationsyi,t,

i = 1, · · · , n, whenn → ∞ (see Appendix 1).
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The observed default occurrences are independent with Bernoulli distribution

yi,t ∼ B (1, PDt), conditional on the common factor. This basic model can be extended

in various ways by allowing for a dynamics of the common factor, or for a joint analy-

sis of more than two rating levels by means of stochastic migration models describing the

transitions between rating classes AAA, AA, ... (see Section 5). The advantage of this

specification is to distinguish the idiosyncratic risksui,t, which can be diversified, and the

undiversifiable systematic riskFt.

Finally note that the marginal probability of default isPD = Φ
(
−α/

√
β2 + σ2

)
,

whereas the default correlation between any two firmsi andj is:

ρ = Corr (yi,t, yj,t) =
Ψ

(
−α/

√
β2 + σ2,−α/

√
β2 + σ2; ρ∗

)
− PD2

PD(1 − PD)
,

whereρ∗ =
√

β2/ (β2 + σ2) is the correlation between the log asset-to-liability ratios,

and Ψ(., .; ρ∗) denotes the joint cdf of the bivariate standard Gaussian distribution with

correlation coefficientρ∗. In the new regulation, the required capital depends on the values

of PD andρ, that is, indirectly on the valuesα, β, σ, and is especially sensitive to default

correlation. This explains the importance of a simple, robust and efficient estimation of

parameterρ.

2.3 The panel model with fixed effects

The econometric literature on nonlinear panel models with fixed effects [see e.g. Hahn,

Newey (2004)] considers specifications such that the variablesyi,t, i = 1, 2, ..., n, t =

1, ..., T , are independent with pdff (yi,t; αi, β), whereαi is the fixed effects of individual

i 6. The focus of this literature is on the correction of the bias of the ML estimator of

β caused by the incidental parameters problem [Neyman, Scott (1948); see also Lancaster

(2000) for a review]. The model introduced in Section 2.1 can be seen as a model with fixed

time effects instead of fixed individual effects. However, there are important differences

between our setting and the fixed effect panel literature:

i) In practicen is much larger thanT , and therefore the incidental parameter prob-

lem is much less pronounced with fixed time effects than with fixed individual effects. In
6See Hahn, Kuersteiner (2004), Arellano, Bonhomme (2006) for extensions to a dynamic setting.
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particular, the bias corrections are less important in our setting and even not required if

T/n → 0.

ii) The nonlinear panel model with common factor in Section 2.1 is clearly a time series

model introduced for prediction purpose. For instance, the SRF model of Basel 2 (Section

2.2) is the basis for determining the distribution of the future portfolio value and the cor-

responding 1% quantile, called CreditVaR. At the opposite, a model with fixed individual

effects is used to get a segmentation of the population in order to get homogeneous seg-

ments, i.e. with similarαi values. For instance, in the credit risk problem, the models with

fixed individual effects are typically used to get the homogeneous subportfolios, whereas

the SRF model is written for each homogeneous subportfolio to analyse jointly the evolu-

tion of their risks.

iii) As a consequence, we are also interested in the filtering of the factor values, in their

dynamics, that is, in macro-parameterθ, and in their interpretations.

3 Efficiency bound

3.1 The likelihood function

The joint density ofyT = (yi,t, t = 1, ..., T, i = 1, ..., n) andfT = (ft, t = 1, ..., T ) is given

by:

l
(
yT , fT ; β, θ

)
=

n∏

i=1

T∏

t=1

h (yi,t|yi,t−1, ft; β)
T∏

t=1

g(ft|ft−1; θ)

= l
(
yT |fT ; β

)
l
(
fT ; θ

)
, (say).

The density ofyT is obtained by integrating out factorsfT :

l
(
yT ; β, θ

)
=

∫
· · ·

∫ T∏

t=1

n∏

i=1

h (yi,t|yi,t−1, ft; β)
T∏

t=1

g(ft|ft−1; θ)
T∏

t=1

dft (3.1)

=

∫
· · ·

∫
exp

{
T∑

t=1

n∑

i=1

log h (yi,t|yi,t−1, ft; β)

}
T∏

t=1

g(ft|ft−1; θ)
T∏

t=1

dft.

This likelihood function involves an integral with a large dimension increasing withT ,

which complicates the analytical study of the maximum likelihood estimators. However,

7



for largen, the integral with respect to the factor values can be approximated by expanding

the integrand around its maximum w.r.t. the factor, along the lines of the Laplace approxi-

mation [see e.g. Jensen (1995) for the general setting, and Arellano, Bonhomme (2006) for

the use of Laplace approximation in panel models with fixed individual effects]. This ex-

pansion yields an integrand of a Gaussian micro-dynamic model. Specifically, let us define

for anyβ the cross-sectional ML estimator of the factor value7:

f̂n,t(β) = arg max
ft

n∑

i=1

log h (yi,t|yi,t−1, ft; β) . (3.2)

Proposition 1. Under the regularity Assumptions H.1-H.19 in Appendix A.3, the joint den-

sity of
(
yT

)
is such that:

l
(
yT ; β, θ

)
=

(
2π

n

)TK/2 T∏

t=1

[det Int (β)]−1/2
T∏

t=1

n∏

i=1

h
(
yi,t|yi,t−1, f̂nt (β) ; β

)

T∏

t=1

g
(
f̂nt (β) |f̂n,t−1 (β) ; θ

)
exp

[
T

n
ΨnT (β, θ)

]
,

where:

Int (β) = − 1

n

n∑

i=1

∂2 log h

∂ft∂f
′

t

(
yi,t|yi,t−1, f̂nt (β) ; β

)
,

sup
β∈B,θ∈Θ

ΨnT (β, θ) = Op(1) as n, T → ∞ such thatT b/n = O(1), b > 1, and the

probability orderOp is w.r.t. the true distribution.

Proof. See Appendix 5.

From Proposition 1 we deduce an expansion for the (nT -standardized) log-likelihood

function of the sample:

LnT (β, θ) =
1

nT
log l

(
yT ; β, θ

)
.

Corollary 2. The (nT -standardized) log-likelihood function is such that:

LnT (β, θ) = L∗
nT (β) +

1

n
L1,nT (β, θ) +

1

n2
L2,nT (β, θ) , (3.3)

7From a mathematical point of view (see Appendix A.4), the cross-sectional ML estimatorf̂n,t(β) is

defined by optimizing on a well-chosen compact setFn generating the entire setR
K , whenn → ∞.
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where:

L∗
nT (β) =

1

nT

T∑

t=1

n∑

i=1

log h
(
yi,t|yi,t−1, f̂nt (β) ; β

)
, (3.4)

L1,nT (β, θ) = −1

2

1

T

T∑

t=1

log det Int (β) +
1

T

T∑

t=1

log g
(
f̂nt (β) |f̂n,t−1 (β) ; θ

)
, (3.5)

andL2,nT (β, θ) = ΨnT (β, θ).

FunctionL∗
nT (β), called profile log-likelihood function, is the log-likelihood ofβ con-

centrated w.r.t. the factor values, as if the latter are nuisance parameters. In Corollary 2, the

profile log-likelihood functionL∗
nT (β) is the leading term in an asymptotic expansion of

the log-likelihood functionLnT (β, θ) in powers of1/n. The transition density of the factor

enters in the termL1,nT (β, θ) at asymptotic order1/n, and is expected to be irrelevant for

the efficiency bound ofβ whenn → ∞ (see Section 3.2 for a precise statement). These

results are an example of the asymptotic equivalence of frequentist and Bayesian methods

in large sample. To get the main intuition, letT be fixed for a moment. Then, our specifi-

cation with stochastic common factor can be seen as a Bayesian approach w.r.t. to the time

effects parameters, with prior density
T∏

t=1

g (ft|ft−1; θ)
8. As the cross-sectional dimension

n tends to infinity, it is known from Bayesian statistics that the posterior distribution of the

parameterft, scaled by
√

n, approaches a normal distribution centered at the ML estimator

f̂nt(β), for given parameterβ. This is why the ”Bayesian” posterior density function for

β given in (3.1) corresponds, up to a scale factor, to the joint density of
(
yT

)
and

(
fT

)

with ft replaced byf̂nt(β), t = 1, ..., T. The irrelevance of the second term in the RHS of

(3.3) involving the transition density of the factor corresponds to the irrelevance of the prior

distribution in large sample. Thus, the Bayesian log-likelihoodLnT (β, θ) approaches the

log-likelihoodL∗
nT (β), which is the ”frequentist” log-likelihood forβ concentrated w.r.t.

parametersft, t = 1, ..., T . Our results show that this asymptotic equivalence remains true

whenn, T → ∞ such thatT b/n → 0, b > 1. The additional term inL1,nT (β, θ) involves

the determinant of the Hessian matrixInt (β), which is the Jacobian for a change of vari-

able performed in the Laplace approximation (see the proof of Proposition 1). The term

Int (β) corresponds to the term introduced by Cox and Reid (1987) in their modified profile

8This prior depends on ”hyperparameter”θ and is independent of parameterβ.
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likelihood to correct the likelihood function after concentration w.r.t. nuisance (incidental)

parameters. For the derivation of the semiparametric efficiency bound, the term involving

Int (β) is irrelevant whenn → ∞ under the semi-parametric identification conditions given

below9.

3.2 Efficiency bound

The ML estimator
(
β̂, θ̂

)
is defined by:

(
β̂, θ̂

)
= arg max

β,θ
LnT (β, θ) . (3.6)

Under the regularity conditions listed in Appendix 3, we prove in Appendix 6 that the ML

estimator is asymptotically normal:




√
nT

(
β̂ − β0

)

√
T

(
θ̂ − θ0

)

 d−→ N





 0

0


 ,


 B∗

ββ B∗
βθ

B∗
θβ B∗

θθ





 ,

with different rates of convergence for the micro- and macro-component, that are root-nT

and root-T , respectively. The asymptotic variance-covariance matrixB∗ =


 B∗

ββ B∗
βθ

B∗
θβ B∗

θθ




defines the efficiency bound for estimating(β, θ).

To compute the efficiency bound, let us introduce the large sample counterparts of the

likelihood terms in the RHS of (3.3).

(i) Let us first considerL∗
nT (β). We can define at each datet the pseudo-true factor value:

ft (β) = arg max
f

E0

[
log h (yit|yi,t−1, f ; β) |ft

]
,

whereE0

[
.|ft

]
denotes the expectation w.r.t. the true conditional distribution of(yi,t, yi,t−1)

at datet givenft = {ft, ft−1, ...}. This function yields the factor valueft (β) that maxi-

mizes the limiting cross-sectional log-likelihood at datet, for any given parameter valueβ.

It corresponds to the population counterpart off̂n,t(β) in (3.2) whenn → ∞. The pseudo-

true factor valueft (β) is a function of both parameterβ and informationft. Moreover, by

9In his discussion of the Cox and Reid (1987) paper, Sweeting (1987) suggests that this correction term can

be derived in a Bayesian setting by integrating the nuisance parameters and using a Laplace approximation.
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the properties of the Kullback-Leibler discrepancy at true parameter valueβ0, the pseudo-

true factor valueft (β0) coincides with the true factor valueft, P -a.s., for anyt. Then, let

us define the function:

L∗ (β) = plimT→∞

1

T

T∑

t=1

E0

[
log h (yit|yi,t−1, ft (β) ; β) |ft

]

= E0 [log h (yit|yi,t−1, ft (β) ; β)] .

The assumptions below concern the identification of parameterβ.

A.6 (Global semi-parametric identification assumption for β): The mappingβ →
L∗ (β) is uniquely maximized at the true parameter valueβ0.

A.7 (Local semi-parametric identification assumption forβ): The matrixI∗
0 = −∂2L∗ (β0)

∂β∂β ′

is positive definite.

The matrixI∗
0 is given by (see Appendix 6.2):

I∗
0 = E0

[
Iββ(t) − Iβf (t)Iff (t)

−1Ifβ(t)
]
, (3.7)

whereIββ(t), Iff (t), Iβf (t) and Ifβ(t) = Iβf (t)
′ denote the blocks of the conditional

information matrix at datet:

I(t) = E0

[
−∂2 log h (yit|yi,t−1, ft; β0)

∂ (β ′ , f ′)
′

∂ (β ′ , f ′)
|ft

]
. (3.8)

Assumptions A.6 and A.7 correspond to identification conditions for parameterβ in a semi-

parametric setting, in which the transition of the factorft is left unconstrained and is treated

as an infinite-dimensional parameter. This interpretation is justified by the fact that the cri-

terionL∗(β) is the large sample counterpart of the profile likelihood functionL∗
nT (β) in

(3.4), that is, the likelihood ofβ concentrated w.r.t. “parameters”ft, t = 1, ..., T . When

Assumptions A.6 and A.7 are not met, the identification of parameterβ relies on the para-

metric modelg(ft|ft−1; θ) for the transition of the factor. Intuitively, we would have to

distinguish the transformations of vectorβ that are identified by criterionL∗(β), and the

transformations ofβ that are identified only with the contribution of the parametric model

g(ft|ft−1; θ). This would induce different rates of convergence for these transformations,
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that are1/
√

nT and1/
√

T , respectively. The in-depth analysis of this general setting is

beyond the scope of this paper.

(ii) Let us now consider the time series componentL1,nT (β, θ) of the log-likelihood.

Under Assumptions A.6-A.7 parameterβ can be estimated at a rate infinitely faster than

θ and the relevant criterion for identification ofθ is the mappingθ → L1(β0, θ), where

L1(β0, θ) is the large sample limit ofL1,nT (β, θ) in (3.5) forβ = β0. We haveL1(β0, θ) =

E0 [log g(ft|ft−1; θ)], up to a term constant inθ. Thus, the identification assumptions for

the macro-parameter are the following:

A.8 (Global identification assumption for θ): The mappingθ → E0 [log g(ft|ft−1; θ)] is

uniquely maximized at the true parameter valueθ0.

A.9 (Local identification assumption forθ): The matrixI1,θθ = E0

[
−∂2 log g (ft|ft−1; θ0)

∂θ∂θ′

]

is positive definite.

Assumptions A.8 and A.9 correspond to the standard global and local identification condi-

tions for estimatingθ in a model with observable factor values.

Proposition 3. Under Assumptions A.1-A.9 and H.1-H.19, and ifn, T → ∞ such that

T b/n = O(1), b > 1, the efficiency bound for(β, θ) is:

B∗ =


 B∗

ββ B∗
βθ

B∗
θβ B∗

θθ


 =


 (I∗

0 )−1 0

0 I−1
1,θθ


 ,

where:

I∗
0 = E0

[
Iββ(t) − Iβf (t)Iff (t)

−1Ifβ(t)
]
,

and

I1,θθ = E0

[
−∂2 log g (ft|ft−1; θ0)

∂θ∂θ′

]
.

Proof. See Appendix 6.

The zero out-of-diagonal blocks in the efficiency bound imply that parametersβ and

θ can be considered independently for estimation purpose. This justifies ex-post their in-

terpretation as micro- and macro-parameters, respectively, since parameterβ contain no

12



macro-information under Assumptions A.6-A.7. The result in Proposition 3 is a conse-

quence of the expansion of the likelihood function in Corollary 2. Indeed, under identifi-

cation Assumptions A.6-A.7 and regularity conditions (see Appendix 3), for largen and

T the relevant term for estimation of parameterβ is L∗
nT (β). The corresponding limit

log-likelihood function isL∗ (β) , and the efficiency boundB∗
ββ for β is the inverse of the

HessianI∗
0 = −∂2L∗(β0)

∂β∂β′ . Similarly, the efficiency boundB∗
θθ for θ is the inverse of the

HessianI1,θθ = −∂2L1(β0,θ0)

∂θ∂θ′
. Moreover, the (standardized) ML estimators ofβ andθ are

asymptotically independent. Therefore, the efficiency boundB∗
ββ for β given in Proposition

3 is the same as the efficiency bound forβ with known transition of the factor. Finally, ma-

trix I∗
0 in (3.7) is smaller than the informationI∗∗

0 = E0 [Iββ(t)] corresponding to the case

of observable factor, while matrixI1,θθ is equal to the information forθ with observable

factor. Therefore, the unobservability of the factor has no efficiency impact asymptotically

for estimatingθ, but has an impact for estimatingβ. This is due to the fact that the factor

values can be estimated at rate1/
√

n (see Section 4.2), a rate which is infinitely faster than

the rate1/
√

T for estimatingθ, if T b/n = O(1), b > 1, and infinitely slower than the rate

1/
√

nT for estimatingβ.

The efficiency boundB∗
ββ for parameterβ in Proposition 3 is independent of the para-

metric modelg(ft|ft−1; θ), θ ∈ R
p, for the transition of the factor, that is factor distribution

free. This suggests that the efficiency result extends to a semi-parametric setting. Specifi-

cally, the asymptotic semi-parametric efficiency boundB for β is the efficiency bound for

estimatingβ in the semi-parametric model in which the transitiong(ft|ft−1) of the factor

is a functional parameter. The semi-parametric efficiency boundB can be computed by us-

ing Stein’s heuristic. More precisely, letgθ = g(ft|ft−1; θ) be a well-specified parametric

model for the transition offt with parameterθ ∈ R
p that satisfies Assumptions A.8-A.9 and

the regularity conditions H.16-H.19 in Appendix 3, and letB∗
ββ(gθ) be the corresponding

parametric efficiency bound for estimatingβ.

Definition 1. The semi-parametric efficiency boundB is defined by:

B = max
gθ

B∗
ββ(gθ),

where the maximization is performed w.r.t. the well-specified parametric modelsgθ for the

13



transition offt that satisfy Assumptions A.8-A.9 and H.16-H.19.

The result in Proposition 3 shows thatB∗
ββ(gθ) is independent ofgθ. Therefore we

deduce:

Corollary 4. Under Assumptions A.1-A.7 and H.1-H.15, and ifn, T → ∞ such that

T b/n = O(1), b > 1, the semi-parametric efficiency bound is equal to the parametric

efficiency bound:

B = B∗
ββ = E0

[
Iββ(t) − Iβf (t)Iff (t)

−1Ifβ(t)
]−1

.

Thus, any well-specified parametric modelgθ is the least-favorable one in the sense of

Chamberlain (1987). The results in Proposition 3 and Corollary 4 show that the knowledge

of the parametric model for the transition of the factor, and even the knowledge of the

transition itself, are irrelevant for the efficient estimation of micro-parameterβ.

3.3 Identification in the SRF model

The SRF model of Section 2.2 is such thatyi,t|Ft ∼ B (1, Φ [− (α/σ) − (β/σ) Ft]) and the

observations can be summarized by means of the sufficient statisticsP̂Dt =
1

n

n∑

i=1

yi,t, that

are the cross-sectional default frequencies. In a semi-parametric framework, in which the

transition of the factor is left unspecified, the micro-parametersα/σ andβ/σ are not semi-

parametrically identified. The initial factor can be replaced byft = Φ [− (α/σ) − (β/σ) Ft] =

PDt, and the model becomesyi,t ∼ B (1, ft). This corresponds to a degenerate model,

which has no longer micro-parameters. The factor values are approximated byf̂t = P̂Dt.

Nevertheless, the default correlation is still semi-parametrically identified and can be con-

sistently estimated at order1/
√

T by [Gagliardini, Gouríeroux (2005a)]:

ρ̂ =

1

T

T∑

t=1

(
P̂Dt − P̂D

)2

P̂D
(
1 − P̂D

) ,

whereP̂D =
1

T

T∑

t=1

P̂Dt. Of course, the micro-parametersα/σ andβ/σ can be identified

when a parametric specification for the factor dynamics is introduced. For instance, the
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SRF model considered by Basel 2 is identifiable due to the assumption that the factor

valuesFt are independent standard normal. We see in Section 5 that the semi-parametric

identification of micro-parameters is recovered either when more than two rating levels are

considered, or in a two-state framework without absorbing state.

4 Efficient estimators and granularity adjustment

In this Section we introduce asymptotically efficient estimators of the micro- and macro-

parameters that are easier to compute than the ML estimators. These estimators rely on

the asymptotic expansion of the log-likelihood funtion and do not involve the numerical

integration w.r.t. the unobservable factor.

4.1 The fixed effects estimator of the micro-parameter

The asymptotic expansion of the likelihood function in Corollary 2, and the derivation of

the efficiency bound in Proposition 3, suggest that the (semi-)parametric efficiency bound

for β can be achieved by maximizing the likelihood functionL∗
nT (β), i.e. by computing

the fixed effects estimator which considers theft values as additional unknown parameters.

Proposition 5. Under Assumptions A.1-A.7 and H.1-H.15, and ifn, T → ∞ such that

T b/n = O(1), b > 1, the estimator:

β̂∗
nT = arg max

β

T∑

t=1

n∑

i=1

log h
(
yi,t|yi,t−1, f̂nt (β) ; β

)
,

is consistent, root-nT asymptotically normal and (semi-)parametrically efficient.

Proof. See Appendix 6.

The semi-parametric estimatorβ̂∗
nT achieves the same asymptotic efficiency as a para-

metric estimator that uses the information on the true transition of(ft). It is computed by

maximizing the likelihood function forβ concentrated w.r.t. the factor values. Proposition

5 completes the standard analysis of the incidental parameter problem. IfT → ∞ andn

is fixed, the fixed effects estimator̂β∗
nT is not consistent. Ifn, T → ∞ andT/n → c > 0
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(say), the fixed effects estimator is consistent, but not efficient10. It becomes efficient if

n, T → ∞ such thatT b/n = O(1), b > 1.

4.2 Approximation of the factor values

The efficient estimator̂β∗
nT can be used to derive cross-sectional approximations of the

factor values11. A consistent approximation of the factor value at datet is:

f̂nT,t = f̂n,t

(
β̂∗

nT

)
.

This approximation tends toft at rate1/
√

n. More precisely, we have:

Proposition 6. Suppose Assumptions A.1-A.7 and H.1-H.15 hold, and letn, T → ∞ such

thatT b/n = O(1), b > 1. Then:

i) For any datet, conditional onft we have:

√
n

(
f̂nT,t − ft

)
d−→ N

(
0, Iff (t)

−1
)
.

ii) sup
1≤t≤T

∥∥∥f̂nT,t − ft

∥∥∥ = Op

(√
log(n)a

n

)
, wherea = 2a1 + a2 + a3, anda1, a2, a3 > 0

are defined in Assumptions H.12-H.14 in Appendix A.3.

Proof. See Appendix 6.

For any given datet, the factor approximation̂fnT,t converges to the true factor valueft

at rate1/
√

n. Sinceβ̂∗
nT is root-nT consistent, estimator̂fnT,t is asymptotically equivalent

to the unfeasible ML estimator̂fn,t (β0) for known micro-parameterβ0. The asymptotic

varianceIff (t)
−1 of f̂nT,t is the inverse of the Fisher information for estimatingft in the

10In such a framework, the bias is negligible with respect to the stochastic term of the expansion. Any crude

penalization approach used to eliminate the bias at order1/n [see e.g. Arellano, Hahn (2006), Woutersen

(2002), Bester, Hansen (2005), Arellano, Bonhomme (2006)] will have an effect on the dominant stochastic

term and generally induce a loss of efficiency.
11Consistent approximations of factor values in panel data with large cross-sectional and time dimensions

have been proposed in, e.g., Forni, Reichlin (1998), Bai, Ng (2002), Stock, Watson (2002), Forni, Hallin,

Lippi, Reichlin (2004), Connor, Hagmann, Linton (2007). All these papers consider linear factor models for

the micro-dynamics.
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cross-section at datet with knownβ0. Since the factor valueft is stochastic, the conver-

gence rate forsup
1≤t≤T

∥∥∥f̂nT,t − ft

∥∥∥ has to be adjusted by a logarithmic factor. Proposition 6

ii) is derived by using a large deviation bound for ML estimators conditional on the fac-

tor pathft, and then integrating outft [see also Appendix A.4 for a general result on the

uniform convergence rate of̂fn,t(β)].

4.3 Efficient estimator of the macro-parameter

The consistent approximations of the factor valuesf̂nT,t can be used to derive an approxi-

mation of the macro-likelihood function:
T∑

t=1

log g
(
f̂nT,t|f̂nT,t−1; θ

)
.

By maximizing this approximate likelihood w.r.t.θ, we get an efficient estimator of the

macro-parameter.

Proposition 7. Under Assumptions A.1-A.9 and H.1-H.19, and ifn, T → ∞ such that

T b/n = O(1), b > 1, the estimator:

θ̂nT = arg max
θ

T∑

t=1

log g
(
f̂nT,t|f̂nT,t−1; θ

)
,

is root-T asymptotically normal and efficient.

Proof. This follows from Proposition 6 ii) by using Assumption H.16-H.19, condition

T b/n = O(1), b > 1, and standard asymptotic arguments for extremum estimators [see

Connor, Hagmann, Linton (2007) for a similar result in a semi-parametric model with lin-

ear factor structure and nonlinear factor dynamics].

Estimator θ̂nT is asymptotically equivalent to the unfeasible ML estimator

θ̂∗∗T = arg max
θ

T∑

t=1

log g (ft|ft−1; θ) that uses the true factor values. As already noted in

Section 3, replacing the true factor values by their root-n consistent approximations has

no effect asymptotically for estimatingθ at rate root-T , if T b/n = O(1), b > 1. Since

Propositions 5 and 7 show that estimatorsβ̂∗
nT and θ̂nT achieve the efficiency bounds for

parametersβ andθ, respectively, then the joint estimator
(
β̂∗

nT , θ̂nT

)
is also asymptotically

efficient [see Gouríeroux, Monfort (1995)].
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4.4 Granularity adjustment

Let us now discuss the relationship between the estimators of the micro- and macro-parameters

derived in Sections 4.1 and 4.3, respectively, and the granularity adjustments introduced

for Pillar 2 of the Basel 2 regulation [see e.g. Gordy, Lutkebohmert (2007)]. The esti-

mators
(
β̂∗

nT , θ̂nT

)
in Propositions 5 and 7 are asymptotically equivalent to the estimators(

β̃nT , θ̃nT

)
obtained by maximizing the approximate log-likelihood function:

LCSA
nT (β, θ) = L∗

nT (β) +
1

n
L1,nT (β, θ),

which admits a closed form expression (that is, without integrals w.r.t. the factor values).

These estimators are called cross-sectional asymptotic (CSA) estimators in the recent lit-

erature on granularity adjustment [Gouriéroux, Jasiak (2008)]. The expansion can also be

considered up to order1/n2. This expansion provides a more accurate approximation of

the log-likelihood function:

LGA
nT (β, θ) = L∗

nT (β) +
1

n
L1,nT (β, θ) +

1

n2
AnT (β, θ), (4.1)

whereAnT is given in (A.6) in Appendix 5. This second-order approximation of the likeli-

hood function admits also a closed form expression, and its optimization provides a more

accurate approximation of the unfeasible ML estimator. This estimator, called granularity

adjusted (GA) ML estimator, is defined by:

(
β̃GA

nT , θ̃GA
nT

)
= argmax

β,θ

LGA
nT (β, θ). (4.2)

It is easily checked that an estimator asymptotically equivalent to the GAML estimator up

to order1/n2 is:


 β̂GA

nT

θ̂GA
nT


 =


 β̂∗

nT

θ̂nT


 +


−

∂2LCSA
nT

(
β̂∗

nT , θ̂nT

)

∂(β′, θ′)′∂(β′, θ′)




−1 
 1

n

∂L1,nT

(
β̂∗

nT , θ̂nT

)

∂(β′, θ′)′

+
1

n2

∂AnT

(
β̂∗

nT , θ̂nT

)

∂(β′, θ′)′


 .

The difference between the GAML estimators and the estimators
(
β̂∗

nT , θ̂nT

)
gives the

closed form expression of the granularity adjustment.
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5 Stochastic migration model

5.1 The model

The stochastic migration model has been introduced to analyze the dynamics of corporate

ratings and is a basic element for the prediction of future credit risk in a homogeneous

pool of credits [e.g., Gupton et al (1997), Gordy, Heitfield (2002), Gagliardini, Gouriéroux

(2005b), Feng et al (2008)]. A basic stochastic migration model is the ordered qualitative

model with one factor, which extends the SRF model of Section 2.2 to more than two al-

ternatives. Let us denote byyi,t, t varying, the sequence of ratings for corporatei. The

possible ratings arek = 1, 2, ..., K, say12. The micro-dynamic model specifies the transi-

tion matrices with elements depending on the factor value:

πlk,t = P [yi,t = k|yi,t−1 = l, ft] = G

(
ak − αlft − γl

σl

)
− G

(
ak−1 − αlft − γl

σl

)
,

wherea1 < a2 < ... < aK−1 andαl, γl, σl, l = 1, ..., K are unknown micro-parameters,

anda0 = −∞, aK = +∞. FunctionG is the cdf of a probability distribution, that corre-

sponds to the standard normal distribution for the Probit model, whereG(x) = Φ(x), and

to the logistic distribution for the Logit model, whereG(x) = 1/ (1 + e−x). The ratios

(ak − αlft − γl) /σl in the above transition probabilities allow to identify semiparametri-

cally the micro-parameters and the factor values up to location and scale transformations.

For semiparametric identification (see Assumptions A.6-A.7), we impose the constraints

a1 = 0, σ1 = 1, γ1 = 0, α1 = 1 whenK > 2, and additionallyσ2 = 1 whenK = 2 (see

Appendix 7.1).

5.2 Estimation of the micro-parameters

The micro log-density is given by:

log h (yit|yi,t−1, ft; β)

=
K∑

k=1

K∑

l=1

1 {yi,t = k, yi,t−1 = l} log

[
G

(
ak − αlft − γl

σl

)
− G

(
ak−1 − αlft − γl

σl

)]
.

12In practice, the alternativek = K typically corresponds to default, which is an absorbing state. For

expository purpose, we do not consider an absorbing state here.
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The estimators of the factor values givenβ are:

f̂n,t(β) = arg max
ft

K∑

k=1

K∑

l=1

Nlk,t log

[
G

(
ak − αlft − γl

σl

)
− G

(
ak−1 − αlft − γl

σl

)]
, t = 1, ..., T,

(5.1)

and depend on the data through the aggregate countsNlk,t of transitions from ratingl at time

t − 1 to ratingk at timet, for k, l = 1, ..., K andt = 1, ..., T . The (semi-)parametrically

efficient estimator of the micro-parameter is:

β̂∗
nT = arg max

β

K∑

k=1

K∑

l=1

T∑

t=1

Nlk,t log

[
G

(
ak − αlf̂n,t(β) − γl

σl

)
− G

(
ak−1 − αlf̂n,t(β) − γl

σl

)]
.

(5.2)

This estimator is computed from the aggregate data on rating transition counts(Nlk,t).

To compare the finite-sample distribution of estimatorβ̂∗
nT and the semi-parametric

efficiency bound, we perform a Monte-Carlo study. We consider the two-state caseK = 2

and a DGP where the transition probabilities are given by a one-factor logit specification.

Under the semi-parametric identification constraintsa1 = γ1 = 0 andα1 = σ1 = σ2 = 1,

the micro-parameter to estimate isβ = (α2, γ2)
′. The common factorft follows a linear

Gaussian autoregressive process:

ft = µ + ρft−1 + σηt, (5.3)

where(ηt) is i.i.N(0, 1). The parameter values used in the Monte-Carlo study are displayed

in Table 1.

Table 1: Parameter values

α1 = 1 γ1 = 0 σ1 = 1 α2 = 1 γ2 = −0.5 σ2 = 1

a0 = −∞ a1 = 0 a2 = +∞ µ = 0.1 ρ = 0.5 σ = 0.5

In Figures 1 and 2, we consider the sample sizesn = 200, T = 20, andn = 1000, T =

20, respectively. In each figure, the two panels display the finite sample distributions of the

estimatorŝβ∗
nT for the two micro-parameters (solid lines). We also display for each micro-

parameter the Gaussian distribution (dashed lines) with mean equal to the true parameter

value and variance equal to the semi-parametric efficiency bound divided bynT . The
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estimatorβ̂∗
nT is computed from (5.2) by numerical optimization, where for givenβ the

estimatef̂n,t(β) in (5.1) is computed by grid search. As expected from the stochastic

migration literature, theα2 parameter, which represents the sensitivity of the transition

probabilities with respect to the factor, is the most difficult to estimate. Its asymptotic

variance is larger and needs more granularity adjustment, that is, the convergence of the

finite sample distribution to the asymptotic one is slower. By comparing Figures 1 and

2, it is seen that the standard deviations of the estimators decrease by a factor about2

passing fromn = 200 to n = 1000, as suggested by the rate of convergence
√

nT of the

micro-parameters. Finally, we observe that the finite sample bias is rather small for both

estimators.

The semi-parametric efficiency bound forα2 is given by13 (see Appendix 7.2):

Bα2
=

E0


µ2,t−1π22,t (1 − π22,t)

(
1 − µ2,t−1π22,t (1 − π22,t) α2

2

µ1,t−1π12,t (1 − π12,t) + µ2,t−1π22,t (1 − π22,t) α2
2

) 
 f 2

t ft

ft 1







−1

,

(5.4)

where:

π12,t =
1

1 + eft
, π22,t =

1

1 + eα2ft+γ2

,

and:

µ1,t−1 = P
[
yi,t−1 = 1|ft−1

]
= 1 − µ2,t−1.

The matrixBα2
involves the probabilitiesµ1,t−1 and µ2,t−1 of the lagged states, condi-

tional on the factor path, and the conditional variances of the indicator of state2, that are

π21,t(1−π21,t) andπ22,t(1−π22,t), respectively, according to the previous state. The matrix

Bα2
depends on macro-parametersµ, ρ, σ2 by means of the expectationE0. The semi-

parametric efficiency bound can be approximated numerically by Monte-Carlo integration

(see Appendix 7.3).

13Under the hypothesisα2 = 0 of no factor effect on the second state, the information matrix reduces to

π22(1 − π22)E0


µ2,t−1


 f2

t ft

ft 1





. Therefore, for testing the absence of factor effect, the correction

for factor unobservability is not needed.
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In Figure 3 we display the semi-parametric efficiency bound of parameterα2 as a func-

tion of the autoregressive coefficientρ and the unconditional varianceσ
2

1−ρ2 of the factor

process(ft). The values of the micro-parameters andµ are given in Table 1. More pre-

cisely, we display the asymptotic standard deviation
(

1
nT

Bα2

)1/2
, wheren = 1000 and

T = 20. The semi-parametric efficiency bound is decreasing w.r.t. the factor variance. The

pattern is almost flat w.r.t. the autoregressive coefficientρ of the factor, except for values

of ρ close to1, where the semi-parametric efficiency bound diverges to infinity.

5.3 Estimation of the macro-parameters

Let us now consider the efficient estimator of the macro-parameterθ = (µ, ρ, σ2)
′. This es-

timator is based on the cross-sectional approximations of the factor valuesf̂nT,t = f̂n,t

(
β̂∗

nT

)

from (5.1) and (5.2). The estimatorsµ̂ andρ̂ are obtained by OLS on the regression:

f̂nT,t = µ + ρf̂nT,t−1 + ut, t = 2, ..., T.

The estimator of parameterσ2 is given byσ̂2 =
1

T − 1

T∑

t=2

û2
t , whereût = f̂nT,t − µ̂ −

ρ̂f̂nT,t−1 are the OLS residuals. The estimatorθ̂ = (µ̂, ρ̂, σ̂2)
′ achieves the asymptotic

efficiency bound with observable factor, that is, the Cramer-Rao bound forθ in the linear

Gaussian model (5.3). Thus, the asymptotic efficiency bound is such that the estimators of

(µ, ρ)′ andσ2 are asymptotically independent, root-T consistent, with asymptotic variance:

B∗
(µ,ρ) = σ2

0E





 1 ft

ft f 2
t






−1

=


 σ2

0 + µ2
0

1+ρ0

1−ρ0

−µ0(1 + ρ0)

−µ0(1 + ρ0) 1 − ρ2
0


 ,

for (µ, ρ)′, andB∗
σ2 = 2σ4

0 for σ2.

Figures 4 and 5 display the distributions (solid lines) of the efficient estimatorsµ̂, ρ̂ and

σ̂2 in the Monte-Carlo study for sample sizesn = 200, T = 20, andn = 1000, T = 20,

respectively. The parameter values are given in Table 1. We also display Gaussian dis-

tributions (dashed lines) centered at the true values of the parameters and with variances

equal to the efficiency bounds divided byT . As expected, it is more difficult to estimate

the autoregressive coefficientρ and the varianceσ2 than to estimate the interceptµ. The

estimatorŝρ andσ̂2 feature moderate downward biases. By comparing Figure 4 and Figure
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5, we notice that the standard deviations of the estimators are rather similar for the two

sample sizes and do not scale withn. Moreover, by comparing Figure 2 and Figure 5, it

is seen that the discrepancy between the finite-sample distribution and the asymptotic effi-

ciency bound is more pronounced for the macro-parameters than for the micro-parameters

for our sample sizes. These findings are a consequence of the different convergence rates

of the two types of estimators, that are
√

T and
√

nT , respectively.

5.4 Prediction of the factor values

Let us consider the prediction of the future factor valuefT+L given the information avail-

able at the last dateT of the sample, whereL = 1, 2, · · · , is the prediction horizon. If

the factor values were observable, and the macro-parameters were known, the prediction of

fT+L at dateT is given byf̂ ∗
T,T+L = µ

1 − ρL

1 − ρ
+ ρLfT , for any horizonL = 1, 2, · · · . The

prediction error isε∗T,T+L = f̂∗
T,T+L − fT+L = σ

(
ηT+L + ρηT+L−1 + · · · + ρL−1ηT+1

)
,

which is independent of the sample information. The prediction error has zero uncondi-

tional mean, and the unconditional variance is given byV
[
ε∗T,T+L

]
= σ2 1 − ρ2L

1 − ρ2
. When

the factor is unobservable and the macro-parameters are unknown, the factor values can

be replaced by their cross-sectional approximations, and the macro-parametersµ andρ by

their efficient estimators14. We get the term-structure of predictions at dateT :

f̂T,T+L = µ̂
1 − ρ̂L

1 − ρ̂
+ ρ̂Lf̂nT,T , L = 1, 2, · · · . (5.5)

The differenceεT,T+L = f̂T,T+L − fT+L between the predicted and true factor values can

be decomposed as:

εT,T+L = ρ̂L
(
f̂nT,T − fT

)
+

[
µ̂

1 − ρ̂L

1 − ρ̂
− µ

1 − ρL

1 − ρ
+

(
ρ̂L − ρL

)
fT

]
+ ε∗T,T+L

=: ε
(1)
T,T+L + ε

(2)
T,T+L + ε∗T,T+L. (5.6)

Termsε(1)
T,T+L andε

(2)
T,T+L are induced by the approximation of the factor values, and by the

estimation of the macro-parametersµ andρ, respectively.

14For given values of the macro-parameters, a different predictor is obtained by computing the condi-

tional expectation offT+L given the available information on the observable endogenous variablesyT . This

predictor is equivalent to the one in (5.5) at order1/n [see Gagliardini, Gouriéroux (2008)].

23



To assess the prediction accuracy, we compute the unconditional expectation and vari-

ance of the prediction errorεT,T+L, and of its componentsε(1)
T,T+L, ε

(2)
T,T+L, ε∗T,T+L, for

prediction horizonsL = 1, 2, · · · , 5. The DGP parameters are given in Table 1. The results

are displayed in Figure 6 for sample sizesn = 200, T = 20 (upper Panels) andn = 1000,

T = 20 (lower Panels). For both sample sizes and across prediction horizons, the expec-

tation of εT,T+L is of the order10−2 − 10−3, and thus the bias of the predictorfT,T+L is

rather small. The main contribution to this bias is typically due to the estimation of the

macro-parameters. The contribution of the approximation of the factor values is small.

This contribution is decreasing in absolute value w.r.t. the prediction horizon, since the

predictionfT,T+L is almost independent of the factor value for large prediction horizon.

The sign of the prediction bias, and its shape as a function of the prediction horizon, are

very different for the two sample sizes. Forn = 200, T = 20, the prediction bias can be

either positive or negative, and the expectation ofεT,T+L is monotonically decreasing w.r.t.

the prediction horizonL. Instead, forn = 1000, T = 20, the expectation ofεT,T+L is a

non-monotonic function ofL, and the prediction bias is negative up to the investigated hori-

zon. Let us now consider the variance ofεT,T+L. The term structures of the prediction error

variances are rather similar for the two sample sizes. At prediction horizonL = 1, about

90% of the variance ofεT,T+1 is due to the variance of the prediction error with observable

factor and known macro-parameters, while the remaining 10% comes from the estimation

of the macro-parameters. The contribution of the approximation of the factor values is very

small. The variance ofεT,T+L is monotonically increasing w.r.t. the prediction horizon.

6 Concluding remarks

We have considered nonlinear dynamic panel models with common unobservable factor, in

which it is possible to disentangle the micro- and the macro-dynamics, the latter being cap-

tured by the factor dynamic. Such models are largely encountered in financial and insurance

applications, in which structured derivative products are constructed from large homoge-

nous pools of individual contracts such as mortgages, corporate loans, or life insurance con-

tracts. They are also appropriate for performing macro-prediction from tendency surveys
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[Gouriéroux, Monfort (2008)]. For large cross-sectional and time dimensions [n, T → ∞,

T b/n = O(1), b > 1], we have derived the semiparametric efficiency bound of the pa-

rameterβ characterizing the micro-dynamics. The semi-parametric efficiency bound takes

into account the factor unobservability, and coincides with the bound for known factor

transition. Moreover, we have shown that the fixed effects estimator ofβ achieves the

semi-parametric efficiency. These results require a large cross-sectional dimension to ap-

proximate the likelihood function, which involves multidimensional integrals, by a closed

form expression. This expansion aroundn = ∞ is the basis for granularity adjustments.

The main results of the paper are still valid when the model is extended to include ob-

servable explanatory variables. The micro- and macro-dynamics becomeh(yi,t|yi,t−1, xi,t, zt, ft; β)

andg(ft|ft−1, zt; θ) respectively, wherexi,t andzt are observed exogenous variables. The

explanatory variablesxi,t introduce observable individual heterogeneity. The identifiability

of the model requires in particular that the effects of the unobservable factorft and the

observable macro-variableszt in the micro-dynamics can be disentangled.
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Appendix 1

Weak LLN and Slutsky Theorem

This Appendix provides asymptotic results for nonlinear panel models with common

factor to show the stochastic convergence:

1

T

T∑

t=1

ϕ

(
1

n

n∑

i=1

a(Yi,t, f̂n,t(β), β)

)
p→ E0 [ϕ (µt(β))] , (A.1)

uniformly in β ∈ B, as n, T → ∞, whereYi,t = (yi,t, yi,t−1, · · · , yi,t−L)′, µt(β) =

E0

[
a(Yi,t, ft(β), β)|ft

]
, f̂n,t(β) is a consistent estimator offt(β), B ⊂ R

q denotes the

parameter set, anda andϕ are functions. The result in Lemma A.1 is proved in Appendix

B.1 on the web-site.

Lemma A.1: Let matrix functiona(Y, f, β) admit values inRr×r. Assume:

(1) (i) Parameter setB ⊂ R
q is compact.

(ii) E0

[
‖a(Yi,t, ft(β), β)‖9

]
< ∞, for anyβ ∈ B, E0

[
sup
β∈B

‖a(Yi,t, ft(β), β)‖4

]
< ∞ .

(iii) E0

[
sup
β∈B

∥∥∥∥
∂ vec[a(Yi,t, ft(β), β)]

∂β′

∥∥∥∥
4
]

< ∞.

(iv) For any β ∈ B: E0 [‖µt(β) − E0[a(Yi,t, ft(β), β)|ft, ..., ft−m]‖2] = O (m−α),

for someα > 0, asm → ∞, whereµt(β) = E0[a(Yi,t, ft(β), β)|ft].

(v) E0 [exp (−uξt)] ≤ C1 exp
(
−C2u

δ
)

as u → ∞, for some positive constants

C1, C2, δ > 0, whereξt =

[
1 + sup

β∈B
σ2

t (β)

]−1

andσ2
t (β) = E0

[
‖a(Yi,t, ft(β), β)‖2|ft

]
.

(vi) Condition(v) holds if we replaceξt by ξ̃t =

[
1 + sup

β∈B
σ̃2

t (β)

]−1

, whereσ̃2
t (β) =

E0

[
b(Yi,t, ft(β), β)2|ft

]
and b(Yi,t, ft(β), β) = sup

f :‖f−ft(β)‖≤η∗

∥∥∥∥
∂ vec[a(Yi,t, f, β)]

∂f ′

∥∥∥∥,

η∗ > 0 .

(2) Functionϕ : R
r×r → R is Lipschitz and there existsτ > 2 such thatE0 [|ϕ(µt(β))|τ ] < ∞ ,

for anyβ ∈ B.

(3) sup
1≤t≤T

sup
β∈B

‖f̂n,t(β) − ft(β)‖ = Op(T
−ρ), for ρ > 0.

(4) n, T → ∞, such thatT/n → 0.
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Then, under Assumptions A.1-A.5:

sup
β∈B

∣∣∣∣∣
1

T

T∑

t=1

ϕ

(
1

n

n∑

i=1

a(Yi,t, f̂n,t(β), β)

)
− E0 [ϕ (µt(β))]

∣∣∣∣∣
p−→ 0.

Lemma A.1 follows from:

(a) The convergence of estimatorf̂n,t(β) toft(β), and the convergence of the cross-sectional

average
1

n

n∑

i=1

a(Yi,t, ft(β), β) toµt(β) = E0

[
a(Yi,t, ft(β), β)|ft

]
by a Weak LLN (WLLN)

conditional onft, uniformly in t = 1, · · · , T andβ ∈ B,

(b) The application of the Slutsky theorem with continuous functionϕ,

(c) The convergence of the time series average ofϕ(µt(β)) to the population expectation

by the WLLN, uniformly inβ ∈ B.

Since the continuity pointµt(β) for the application of the Slutsky theorem is stochastic,

we need the Lipschitz condition forϕ in condition (2). Condition (1) (v) in Lemma A.1 is

used to apply Bernstein’s inequality [e.g., Bosq (1998), Theorem 1.2] to derive a large de-

viation bound for
1

n

n∑

i=1

a(Yi,t, ft(β), β)−µt(β) uniformly in1 ≤ t ≤ T andβ ∈ B. Condi-

tion (1) (vi), combined with condition (3), is used to show that
1

n

n∑

i=1

[
a(Yi,t, f̂n,t(β), β) − a(Yi,t, ft(β), β)

]

converges to zero, uniformly in1 ≤ t ≤ T andβ ∈ B. The uniform convergence in condi-

tion (3) is proved in Appendix 4 (see Lemma A.6), whenf̂n,t(β) is the cross-sectional ML

estimator introduced in Section 3. Finally, the uniform convergence of
1

T

T∑

t=1

ϕ(µt(β)) to

E0 [ϕ(µt(β))] relies on a mixingale WLLN in Andrews (1988) and convergence results for

Near-Epoch Dependent processes in Davidson (1994).

Lemma A.1 is also valid for multivariate functionsϕ whose components satisfy condi-

tion (2), in particular for the matrix identity mappingϕ(x) = x, x ∈ R
r×r. However, the

Lipschitz property in condition (2) prevents the application of Lemma A.1 whenϕ is the

matrix inversionϕ(x) = x−1. Lipschitz condition (2) is relaxed in Lemma A.2, which is

proved in Appendix B.2.
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Lemma A.2: Leta(Y, f, β) admit values in the set of symmetric matrices of dimensionr,

and letU be the open subset of positive definite matrices. Assume:

(1) Conditions(1) (i)-(vi) of Lemma A.1 hold. Moreover:

(vii) µt(β) = E0

[
a(Yi,t, ft(β), β)|ft

]
∈ U , for any t and β ∈ B, P -a.s., and the

smallest eigenvalueλt(β) of µt(β) is such thatE0

[(
inf
β∈B

λt(β)

)−4
]

< ∞ .

(viii) Conditions(1) (v)-(vi) of Lemma A.1 hold forξt =

[
inf
β∈B

λt(β)

] [
1 + sup

β∈B

σ2
t (β)

λt(β)

]−1

and ξ̃t =

[
inf
β∈B

λt(β)

] [
1 + sup

β∈B

σ̃2
t (β)

λt(β)

]−1

.

(2) Functionϕ : U → R is such that:

(i) ϕ is Lipschitz on any compact subset ofU .

(ii) |ϕ(w)| ≤ C‖z‖τψ(z), for anyw, z ∈ U such thatw = (1 + ∆)z, ‖∆‖ ≤ 1/2 ,

where constantsC, τ satisfyC > 0, τ ≤ 2, and functionψ is such thatE0[sup
β∈B

|ψ(µt(β))|4] < ∞ .

(3) sup
1≤t≤T

sup
β∈B

‖f̂n,t(β) − ft(β)‖ = Op(T
−ρ), for ρ > 0.

(4) n, T → ∞ such thatT/n → 0.

Then, under Assumptions A.1-A.5:

sup
β∈B

∣∣∣∣∣
1

T

T∑

t=1

ϕ

(
1

n

n∑

i=1

a(Yi,t, f̂n,t(β), β)

)
− E0 [ϕ (µt(β))]

∣∣∣∣∣
p−→ 0. (A.2)

Assumptions (1) (vii)-(viii) of Lemma A.2 involve a tail condition on the stationary

distribution of the smallest eigenvalueλt(β) of matrix µt(β) in a neighbourhood of0. In

condition (2) (i), functionϕ is locally Lipschitz on compact subsets ofU . The growth of

|ϕ| outside compact sets is bounded by condition (2) (ii). These conditions are sufficiently

general to accommodate functionsϕ used in Appendix 6 to derive the asymptotic properties

of the estimators.

Corollary A.3: Assume that conditions (1), (3) and (4) of Lemma A.2 hold. Let function

ϕ be either:
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(A) The matrix inversionϕ : U → R
r×r, ϕ(x) = x−1, or

(B) The mappingϕ : U → R
s×s, ϕ(x) = (x11)−1 wherex11 is the upper-lefts-dimensional

block ofx−1, s < r.

Then, convergence (A.2) holds.

Corollary A.3 is deduced from Lemma A.2 since the inversion mapping satisfiesw−1−
z−1 = −w−1 (w − z) z−1, for w, z ∈ U (see Appendix B.3).

Appendix 2

Large deviation bounds for ML estimators in an i.i.d. framework

We provide two large deviation bounds for ML estimators in an i.i.d. framework. They

are used in Appendix 4 to derive the rate of convergence of the factor approximations. Let

us consider the ML estimator:

θ̂n = arg max
θ∈Θ

Ln(θ),

whereLn(θ) =
1

n

n∑

i=1

li (θ) andli (θ) = log h (yi, θ). Let L (θ) = E0 [li (θ)], whereE0[.]

denotes expectation w.r.t. the true probability distributionP0. Let us assume:

i) Parameter setΘ ⊂ R
d is compact and convex.

ii) The observationsyi, i = 1, ..., n, are i.i.d. with densityh(yi, θ0), whereθ0 is the true

parameter value.

iii) Parameterθ0 ∈ Θ is globally identified, that is,L (θ0) > L (θ) for anyθ ∈ Θ, θ 6= θ0,

and locally identified, that is, the matrixJ0 = E0

[
−∂2 log h(yi, θ0)

∂θ∂θ′

]
is non-singular.

iv) There existsγ > 2 such that:

R := E0

[
sup
θ∈Θ

∥∥∥∥
∂ log h(yi, θ)

∂θ

∥∥∥∥
γ]

< ∞.
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Under the compactness condition in i), condition iii) is equivalent to:

K := 2 inf
θ∈Θ:θ 6=θ0

KL (θ, θ0)

‖θ − θ0‖2 > 0, (A.3)

whereKL (θ, θ0) = L (θ0) − L (θ) = E0

[
log

(
h (yi, θ0)

h (yi, θ)

)]
is the Kullback-Leibler dis-

crepancy betweenθ andθ0. Moreover, under condition iv):

Γ := sup
θ∈Θ

TrI(θ, θ0) = sup
θ∈Θ

E0

[∥∥∥∥
∂ log h(yi, θ)

∂θ

∥∥∥∥
2
]

< ∞,

whereI(θ, θ0) = E0

[
∂ log h(yi, θ)

∂θ

∂ log h(yi, θ)

∂θ′

]
. Note thatI(θ0, θ0) = J0 by the infor-

mation matrix equality, but matrixI(θ, θ0) differs in general fromJ0 for θ 6= θ0, even for

well-specified models.

Lemma A.4: Under conditions i)-iv), there exist constantsc1, c2, c3 > 0 (depending ond,

but independent ofΘ and the parametric model) such that for anyn andε > 0:

P0

[∥∥∥θ̂n − θ0

∥∥∥ ≥ ε
]
≤ c1n

d exp

(
−c2nε2 K

1 + Γ/K

)
+ c3ε

γ−2 R

K .

Proof: See Appendix B.4.

Lemma A.4 differs from large deviation bounds for ML estimators known in the liter-

ature [e.g., Fu (1982), Chen, Shen (1998), Theorem 3], since Lemma A.4 makes explicit

how the bound with given thresholdε and sample sizen depends on the true probability

distribution15. This dependence is summarized by statisticsK, Γ andR, and by exponent

γ. In particular, the coefficient ofnε2 in the exponential term involves the ratio
K

1 + Γ/K .

This ratio is an increasing function of the Kullback-Leibler measureK, and and a decreas-

ing function of the second moment of the scoreΓ.

The large deviation bound in Lemma A.4 can be extended to models with nuisance

parameters. Let the log-densityli(θ) = log h(yi, θ) be parametrized byθ = (α, β), where

the parameter of interest isα ∈ A, and the nuisance parameter isβ ∈ B. We consider the

concentrated ML estimator of parameterα defined by:

α̂n(β) = arg max
α∈A

Ln(α, β),

15Moreover, compared to the results in Fu (1982), Lemma A.4 applies for multivariate parameterθ.
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for anyβ ∈ B, whereLn(α, β) =
1

n

n∑

i=1

li (θ). DenoteL(θ) = E0 [li(θ)], andΘ = A× B.

Lemma A.5: Assume:

i) SetA ⊂ R
K is compact and convex, and setB ⊂ R

q is compact.

ii) The observationsyi are i.i.d. with densityh(yi, θ0), whereθ0 = (α0, β0) is the true

parameter value.

iii) For any givenβ ∈ B, the functionL(α, β) is uniquely maximized w.r.t.α ∈ A at

α(β) = arg max
α∈A

L(α, β). The true values of parametersα0 ∈ A and β0 ∈ B satisfy

α0 = α(β0), and the matrixJ(β) = E0

[
−∂2li(α(β), β)

∂α∂α′

]
is non-singular, for anyβ ∈ B.

iv) There existsγ > 2 such thatR := E0

[
sup
θ∈Θ

∥∥∥∥
∂ log h(yi, θ)

∂θ

∥∥∥∥
γ]

< ∞.

Then, there exist constantsc1, c2, c3 > 0 (depending on dimensionsK andq, but indepen-

dent ofA, B and the parametric model) such that for anyn andε > 0:

P

[
sup
β∈B

‖α̂n(β) − α(β)‖ ≥ ε

]
≤ c1V ol(B)

nK+q

εq
exp

(
−c2nε2 K

1 + Γ/K

)
+ c3ε

γ−2 R

K ,

where:

K := inf
β∈B

inf
α∈A:α6=α(β)

2KL(α, α(β); β)

‖α − α(β)‖2
> 0,

andKL(α, α(β); β) = L(α(β), β)−L(α, β) is the Kullback-Leibler discrepancy between

α andα(β) for givenβ ∈ B, the scalarΓ is given by:

Γ := sup
θ∈Θ

TrI(θ, θ0) = sup
θ∈Θ

E0

[∥∥∥∥
∂ log h(yi, θ)

∂α

∥∥∥∥
2
]

< ∞,

with I(θ, θ0) = E0

[
∂ log h(yi, θ)

∂α

∂ log h(yi, θ)

∂α′

]
, and V ol(B) =

∫

B

dλ is the Lebesgue

measure ofB.

Proof: See Appendix B.5.
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Appendix 3

Regularity conditions

The regularity conditions used to derive the large sample properties of the estimators

are given below.

H.1: The parameter setsB ⊂ R
q andΘ ⊂ R

p are compact. The true parameter valuesβ0

andθ0 are interior points ofB andΘ, respectively.

H.2: The functionhi,t(β) := log h(yi,t|yi,t−1, ft(β); β) is such thatE0

[
|hi,t(β)|9

]
< ∞,

for anyβ ∈ B, E0

[
sup
β∈B

|hi,t(β)|4
]

< ∞, and E0

[
sup
β∈B

∥∥∥∥
∂hi,t(β)

∂β

∥∥∥∥
4
]

< ∞ .

H.3: For any β ∈ B: (i) E0 [‖ft(β) − E0[ft(β)|ft, ..., ft−m]‖2] = O (m−α), and

(ii) E0

[
‖E0

[
hi,t(β)|ft

]
− E0[hi,t(β)|ft, ..., ft−m]‖2

]
= O (m−α), for someα > 0, as

m → ∞.

H.4: E0 [exp (−uξt)] ≤ C1 exp
(
−C2u

δ
)

asu → ∞, for some positive constantsC1, C2, δ > 0 ,

whereξt =

(
1 + sup

β∈B
E0

[
|hi,t(β)|2|ft

])−1

.

H.5: Assumption H.4 holds for̃ξt =

(
1 + sup

β∈B
E0

[
|bi,t(β)|2|ft

])−1

where bi,t(β) :=

sup
f :‖f−ft(β)‖≤η∗

∥∥∥∥
∂ log h(yi,t|yi,t−1, f ; β)

∂f

∥∥∥∥, η∗ > 0.

H.6: FunctionHi,t(β) =

[
−∂2 log h(yi,t|yi,t−1, f ; β)

∂(f ′, β′)′∂(f ′, β′)

]

f=ft(β)

satisfies Assumptions H.2

and H.3 (ii).

H.7: Matrix I(t, β) := E0

[
Hi,t(β)|ft

]
is positive definite, for anyt andβ ∈ B, P -a.s., and

the smallest eigenvalueλt(β) of I(t, β) is such thatE0

[(
inf
β∈B

λt(β)

)−4
]

< ∞ .

H.8: E0 [exp (−uξt)] ≤ C1 exp
(
−C2u

δ
)

asu → ∞, for some positive constantsC1, C2, δ > 0 ,

whereξt =

[
inf
β∈B

λt(β)

] [
1 + sup

β∈B

σ2
t (β)

λt(β)

]−1

andσ2
t (β) = E0

[
‖Hi,t(β)‖2|ft

]
.
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H.9: Assumption H.8 holds for̃ξt =

[
inf
β∈B

λt(β)

] [
1 + sup

β∈B

σ̃2
t (β)

λt(β)

]−1

, whereσ̃2
t (β) =

E0

[
b̃i,t(β)2|ft

]
and b̃i,t(β) = sup

f :‖f−ft(β)‖≤η∗

∥∥∥∥
∂3 log h(yi,t|yi,t−1, f ; β)

∂(f ′, β′)′∂(f ′, β′)∂f

∥∥∥∥, η∗ > 0.

H.10: The processsup
β∈B

‖ft(β)‖ is such thatP

[
sup
β∈B

‖ft(β)‖ ≥ u

]
≤ C3 exp

(
−C4u

1/̺
)

as

u → ∞, for some constantsC3, C4 < ∞ and̺ > 0.

H.11: The setFn ⊂ R
d is compact and convex, for anyn ∈ N, and is such thatBρn

(0) ⊂
Fn, whereBρn

(0) denotes a ball inRd centered at0 and with radiusρn = [(2/C4) log(n)]̺.

H.12: There exists a constanta1 ≥ 0 such that:

Kt := inf
n≥1

inf
β∈B

inf
f∈Fn:f 6=ft(β)

[log(n)]a1
2KLt(f, ft(β); β)

‖f − ft(β)‖2
> 0,

for any t, P -a.s., whereKLt(f, ft(β); β) = E0

[
log

(
h(yi,t|yi,t−1, ft(β); β)

h(yi,t|yi,t−1, f ; β)

)
|ft

]
is the

conditional Kullback-Leibler discrepancy betweenf andft(β) given the factor pathft.

H.13: There exist constantsγ ≥ 4 anda2 ≥ 0 such that:

Rt := sup
n≥1

[log(n)]−a2E0

[
sup
β∈B

sup
f∈Fn

∥∥∥∥
∂ log h(yi,t|yi,t−1, f ; β)

∂(f ′, β′)′

∥∥∥∥
γ

|ft

]
< ∞,

for anyt, P -a.s.

H.14: There exist constantsC5, C6 < ∞, a3 > 0 such that:

E0

[
exp

(
−u

Kt

1 + Γt/Kt

)]
≤ C5 exp

(
−C6u

1/a3

)
, asu → ∞,

whereΓt := sup
n≥1

sup
β∈B

sup
f∈Fn

[log(n)]−a2 TrE0

[
∂ log h(yi,t|yi,t−1, f ; β)

∂f

∂ log h(yi,t|yi,t−1, f ; β)

∂f ′
|ft

]
.

H.15: It holdsE0

[
Rt

Kt

]
< ∞.

H.16: The functionG(Ft, θ) = log g(ft|ft−1; θ), whereFt = (ft, ft−1), is Lipschitz contin-

uous w.r.t.Ft ∈ R
2K , and such thatE0 [‖G(Ft(β), θ)‖κ] < ∞, κ > 2, for anyβ ∈ B and

θ ∈ Θ, and E

[
sup
θ∈Θ

sup
β∈B

∥∥∥∥
∂G(Ft(β), θ)

∂β

∥∥∥∥
]

< ∞ , E

[
sup
θ∈Θ

sup
β∈B

∥∥∥∥
∂G(Ft(β), θ)

∂θ

∥∥∥∥
]

< ∞.
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H.17: P [ζt ≥ u] ≤ C7 exp
(
−C8u

1/χ
)
, asu → ∞, for some constantsC7, C8, χ > 0,

whereζt = sup
θ∈Θ

sup
β∈B

sup
F :‖F−Ft(β)‖≤η∗

∥∥∥∥
∂G(F, θ)

∂F

∥∥∥∥, η∗ > 0, andG(Ft, θ) = log g(ft|ft−1; θ) .

H.18: Assumptions H.16 and H.17 are satisfied forG(Ft, θ) =
∂2 log g(ft|ft−1; θ)

∂θ∂θ′
,

=
∂2 log g(ft|ft−1; θ)

∂θ∂f ′
t

, and=
∂2 log g(ft|ft−1; θ)

∂θ∂f ′
t−1

.

H.19: E0

[∥∥∥∥
∂ log g(ft|ft−1; θ0)

∂θ

∥∥∥∥
ν]

< ∞, ν > 2.

Assumption H.1 is a standard condition on parameter sets and true parameter values.

Assumptions H.2-H.15 concern the micro log-density and the pseudo-true factor values.

Specifically, Assumption H.2 requires finite higher-order moments forlog h(yi,t|yi,t−1, ft(β); β),

and for its derivative w.r.t.β, uniformly in β ∈ B. Under Assumption H.3, the pseudo-

true factor valueft(β), and the conditional expectation oflog h(yi,t|yi,t−1, ft(β); β) given

the factor pathft, can be approximated by the conditional expectation given a finite num-

ber of past factor values. Assumption H.4 concerns the decay behaviour of the stationary

Laplace transform of processξt, when the argument is large. This is a tail condition on the

stationary distribution of processsup
β∈B

E0

[
|hi,t(β)|2|ft

]
. Assumption H.5 is used to control

the effect of replacingft(β) in log h(yi,t|yi,t−1, ft(β); β) by the cross-sectional estimator

f̂n,t(β). Assumptions H.6-H.9 are similar to Assumptions H.2-H.5 and concern the second-

order derivative matrix

[
−∂2 log h(yi,t|yi,t−1, f ; β)

∂(f ′, β′)′∂(f ′, β′)

]

f=ft(β)

. In particular, Assumption H.7

implies the concavity of the cross-sectional likelihood functionE0 [log h(yi,t|yi,t−1, f ; β)]

w.r.t. (f, β), at f = ft(β) andβ ∈ B, P -a.s.. SinceI(t, β0) = I(t), where matrixI(t) is

defined in (3.8), Assumption H.7 strengthens identification Assumptions A.6 and A.7 for

micro-parameterβ. The concavity condition in Assumption H.7 is made uniform w.r.t.β

and the factor path, through the restriction on the distribution of the infimum overB of the

smallest eigenvalue ofI(t, β). Assumptions H.8 and H.9 are tail conditions on the station-

ary distribution ofinf
β∈B

λt(β) in a neighbourhood of zero, and for large values of the ratios

sup
β∈B

σ2
t (β)

λt(β)
andsup

β∈B

σ̃2
t (β)

λt(β)
. These conditions are satisfied, when the factor paths associated

with very small eigenvalues ofI(t, β) are sufficiently unfrequent, and when the conditional
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second-order moments ofHi,t(β) andb̃i,t(β) are sufficiently small compared toλt(β), uni-

formly in β. Functioñbi,t(β) measures the sensitivity of the second-order derivative of the

log-density w.r.t. the factor value. Assumptions H.1-H.9 are used in Appendix A.6.2 to

prove the uniform convergence of the likelihood functionL∗
nT (β) defined in (3.4), and of

its second-order derivative w.r.t.β, using Lemmas A.1, A.2 and Corollary A.3 given in

Appendix A.1.

Assumptions H.10-H.15 are used in Lemma A.6 to derive the uniform rate of conver-

gence of the factor approximations (see Appendix A.4). Specifically, Assumption H.10

concerns the tail of the stationary distribution of the processsup
β∈B

‖ft(β)‖. The parame-

ter setFn is allowed to grow at a logarithmic rate asn → ∞. Assumption H.11 gives

a lower bound on this growth rate. Under Assumptions H.10 and H.11, the pseudo-true

factor valueft(β) is in Fn, for any1 ≤ t ≤ T andβ ∈ B, with probability approach-

ing 1 at rateO(T/n2). Assumption H.12 concerns the identifiability of the factor values.

For any givenn, the conditional Kullback-Leibler discrepancy betweenf ∈ Fn andft(β)

givenft is bounded from below by a quadratic function proportional to the squared distance

‖f − ft(β)‖2, uniformly in β ∈ B. The scale factor converges to zero at a logarithmic rate,

as parameter setFn grows. Assumption H.13 introduces a uniform bound on the higher-

order moments of the score of the log-density w.r.t. factor valuef ∈ Fn and parameter

β ∈ B. The moment of orderγ ≥ 4 is allowed to diverge at a logarithmic rate asFn

grows. The logarithmic rates in Assumptions H.12 and H.13 imply an upper bound on the

growth rate of setFn. Assumption H.14 is a tail condition on the stationary distribution

of the process
Kt

1 + Γt/Kt

in a neighbourhood of0. The quantity
Kt

1 + Γt/Kt

involves the

measure of Kullback-Leibler discrepancyKt, and the measureΓt of second-order moment

of the score of the log-density w.r.t.ft, which are functions of the factor pathft. Assump-

tion H.14 is satisfied when the probability mass ofKt in a neighbourhood of zero, and the

probability mass for large values of the ratioΓt/Kt, are small. Finally, Assumption H.15 is

an additional condition on the left tail of the stationary distribution of processKt, and the

right tail of Rt.

Finally, Assumptions H.16-H.19 concern the macro log-density and its derivatives w.r.t.

factor values and macro-parameterθ. Specifically, Assumption H.16 requires finite mo-
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ments forlog g(ft(β)|ft−1(β); θ) and its first-order derivatives w.r.t.β andθ. Assumption

H.17 is a condition on the right tail of processζt. This assumption is used to prove a

WLLN for time series averages with true factor values replaced by cross-sectional esti-

mators (see Lemma A.7 in Appendix 4). Assumption H.19 is a bound on the moment of

the macro-score
∂ log g(ft|ft−1; θ0)

∂θ
of orderν > 2. Assumptions H.16-H.19 imply the

uniform convergence ofL1,nT (β, θ) [see (3.5)] and the Hessian
∂2L1,nT (β, θ)

∂θ∂θ′
, uniformly

in β ∈ B, θ ∈ Θ, as well as the asymptotic normality of the score
∂L1,nT (β0, θ0)

∂θ
in the

proof of Proposition 5 (see Appendix 6). These assumptions are also used to prove the

asymptotic efficiency of the estimator ofθ in Proposition 7.

Appendix 4

Uniform rate of convergence of the cross-sectional factor approximations

Let us derive the uniform rate of convergence of the cross-sectional approximations of

the factor values:

f̂n,t(β) = arg max
f∈Fn

n∑

i=1

log h (yi,t|yi,t−1, f ; β) ,

where setFn ⊂ R
K is compact and tends toRK whenn → ∞ as defined in Assumption

H.11.

A.4.1 Uniform rate of convergence

Lemma A.6: Under Assumptions A.1-A.5, H.1, H.10-H.15, and ifn, T → ∞ such that

T b/n = O(1) for a b > 1:

sup
1≤t≤T

sup
β∈B

∥∥∥f̂n,t(β) − ft(β)
∥∥∥ = Op

(√
(log n)a

n

)
,

a = 2a1 + a2 + a3 > 0, wherea1, a2, a3 are defined in Assumptions H.12-H.14.

The logarithmic factor in the uniform convergence rate off̂n,t(β) depends on three pa-

rameters. Parametera3 controls the tail of the distribution of information measure
Kt

1 + Γt/Kt
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in a neighbourhood of zero (see Assumption H.14). Parametersa1 anda2 describe the ef-

fect of the expanding parameter setFn on the identifiability and higher-order moments of

the score (see Assumptions H.12, H.13). The uniform rate of convergence in Lemma A.6

is valid when cross-sectional dimensionn increases faster than time dimensionT .

A.4.2 Proof of Lemma A.6

Let εn =

√
r
(log n)a

n
, wherer > 0 is a constant. We have to show that for anyη > 0,

there exists a value ofr such thatP

[
sup

1≤t≤T
sup
β∈B

∥∥∥f̂n,t(β) − ft(β)
∥∥∥ ≥ εn

]
≤ η, for largen

andT such thatT b/n = O(1), b > 1. We have:

P

[
sup

1≤t≤T
sup
β∈B

∥∥∥f̂n,t(β) − ft(β)
∥∥∥ ≥ εn

]
≤ TP

[
sup
β∈B

∥∥∥f̂n,t(β) − ft(β)
∥∥∥ ≥ εn

]

= TE

[
P

[
sup
β∈B

∥∥∥f̂n,t(β) − ft(β)
∥∥∥ ≥ εn | ft

]]
.

(A.4)

Conditional on factor pathft, the estimator̂fn,t(β) is the ML estimator of “parameter”ft

given the “nuisance” parameterβ, computed on the sample(yi,t, yi,t−1), i = 1, ..., n. This

sample is i.i.d. conditional onft. Thus, the strategy of the proof is to first use the large devi-

ation result in Lemma A.5 in Appendix 2 to get a bound forP

[
sup
β∈B

∥∥∥f̂n,t(β) − ft(β)
∥∥∥ ≥ εn | ft

]
,

as a function offt. Then, we compute the expectation of this bound w.r.t.ft.

i) Bound of P

[
sup
β∈B

∥∥∥f̂n,t(β) − ft(β)
∥∥∥ ≥ εn | ft

]

Let us first consider the realizations offt such thatft(β) ∈ Fn for any β ∈ B. We

apply Lemma A.5 withli(θ) = log h(yi,t|yi,t−1, f ; β), i = 1, ..., n, and θ = (f, β) ∈
Fn × B. Conditions i) and ii) are implied by Assumptions H.1 and H.11, and A.1-A.2,

respectively. Condition iii) is satisfied since Assumption H.12 implies thatft(β) is the

unique maximizer ofLt(f, β) = E0

[
log h(yi,t|yi,t−1, f ; β)|ft

]
w.r.t. f ∈ Fn, and that

matrix E0

[
−∂2 log h(yi,t|yi,t−1, ft(β); β)

∂f∂f ′
|ft

]
is non-singular, for anyβ ∈ B. Condition

iv) of Lemma A.5 is implied by Assumption H.13 and:

E0

[
sup
β∈B

sup
f∈Fn

∥∥∥∥
∂ log h(yi,t|yi,t−1, f ; β)

∂(f ′, β′)′

∥∥∥∥
γ

|ft

]
≤ [log(n)]a2Rt.
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Moreover, from Assumption H.12 we know that:

inf
β∈B

inf
f∈Fn:f 6=ft(β)

2KLt(f, ft(β); β)

‖f − ft(β)‖2
≥ [log(n)]−a1Kt,

and:

sup
β∈B

sup
f∈Fn

TrE0

[
∂ log h(yi,t|yi,t−1, f ; β)

∂f

∂ log h(yi,t|yi,t−1, f ; β)

∂f ′
|ft

]
≤ [log(n)]a2Γt,

from Assumptions H.13-H.14. Then, from Lemma A.5 we have:

P

[
sup
β∈B

∥∥∥f̂n,t(β) − ft(β)
∥∥∥ ≥ εn | ft

]

≤ c1
nK+q

εq
n

exp

(
−c2nε2

n

[log(n)]−a1Kt

1 + [log(n)]a1+a2Γt/Kt

)
+ c3ε

γ−2
n [log(n)]a1+a2

Rt

Kt

≤ c1

rq/2
nK+3q/2 exp

(
−c2r[log(n)]a3

Kt

1 + Γt/Kt

)
+ c3

rγ/2−1

nγ/2−1
[log(n)]a1(γ−1)+(a2+a3)γ/2−a3

Rt

Kt

,

for any factor path such thatft(β) ∈ Fn for any β ∈ B, wherec1, c2, c3 are constants

independent offt andn, T . Thus, we get:

P

[
sup
β∈B

∥∥∥f̂n,t(β) − ft(β)
∥∥∥ ≥ εn | ft

]

≤ c1

rq/2
nK+3q/2 exp

(
−c2r[log(n)]a3

Kt

1 + Γt/Kt

)
+ c3

rγ/2−1

nγ/2−1
[log(n)]a1(γ−1)+(a2+a3)γ/2−a3

Rt

Kt

+1

{⋃

β∈B

[ft(β) ∈ F c
n]

}
, P -a.s.. (A.5)

ii) Integrating out the factor path

By integrating out the factor pathft, we get from (A.4) and (A.5):

P

[
sup
β∈B

∥∥∥f̂n,t(β) − ft(β)
∥∥∥ ≥ εn

]

≤ c1

rq/2
TnK+3q/2E

[
exp

(
−c2r[log(n)]a3

Kt

1 + Γt/Kt

)]

+c3T
rγ/2−1

nγ/2−1
[log(n)]a1(γ−1)+(a2+a3)γ/2−a3E

[
Rt

Kt

]
+ TP

[⋃

β∈B

[ft(β) ∈ F c
n]

]

=: I1,n,T + I2,n,T + I3,n,T .

Let us now bound these three terms.
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(a) From Assumptions H.14 and usingT/nγ/2−1 = O(1), we have:

I1,n,T ≤ c1

rq/2
C5TnK+3q/2 exp

(
−C6(c2r)

1/a3 log(n)
)
≤ c1

rq/2
C5n

γ/2−1+K+3q/2−C6(c2r)a3 = o(1),

if r >
1

c2

(
γ/2 + K + 3q/2 − 1

C6

)1/a3

.

(b) From Assumption H.15,E

[
Rt

Kt

]
< ∞. Then, from the conditionT b/n = O(1) for

b > 1, and sinceγ ≥ 4, we getI2,n,T = o(1).

(c) Finally, from Assumptions H.10 and H.11, we have:

P

[⋃

β∈B

[ft(β) ∈ F c
n]

]
≤ P

[
sup
β∈B

‖ft(β)‖ ≥ ρn

]
≤ C3 exp

(
−C4ρ

1/̺
n

)
≤ C3n

−2.

SinceT/n2 = o(1), we getI3,n,T = o(1). This completes the proof of Lemma A.6.

A.4.3 Uniform WLLN with factor approximations

The uniform rate of convergence of cross-sectional factor approximations (Lemma A.6)

can be used to derive uniform WLLN when the true factor values are replaced by their

approximations.

Lemma A.7: LetFt := (ft, ft−1) and assume that functionG(F, θ) is such that:

(i) G(F, θ) is Lipschitz continuous w.r.t.F ∈ R
2K , for anyθ ∈ Θ.

(ii) For anyβ ∈ B andθ ∈ Θ: E0 [‖G(Ft(β), θ)‖κ] < ∞, κ > 2, E

[
sup
θ∈Θ

sup
β∈B

∥∥∥∥
∂vec[G(Ft(β), θ)]

∂β′

∥∥∥∥
]

< ∞ ,

andE

[
sup
θ∈Θ

sup
β∈B

∥∥∥∥
∂vec[G(Ft(β), θ)]

∂θ′

∥∥∥∥
]

< ∞.

(iii) P [ζt ≥ u] ≤ c1 exp
(
−c2u

1/χ
)
, asu → ∞, for some constantsc1, c2, χ > 0, where

ζt = sup
θ∈Θ

sup
β∈B

sup
F :‖F−Ft(β)‖≤η∗

∥∥∥∥
∂vec[G(F, θ)]

∂F

∥∥∥∥, η∗ > 0.

Then, under Assumptions A.1-A.5, H.1, H.3 (i), H.10-H.15, and ifn, T → ∞ such that

T b/n = O(1) for a b > 1:

sup
θ∈Θ

sup
β∈B

∣∣∣∣∣
1

T

T∑

t=1

G(f̂n,t(β), f̂n,t−1(β); θ) − E0 [G(ft(β), ft−1(β); θ)]

∣∣∣∣∣ = op(1).

Proof: See Appendix B.6.
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Appendix 5

Proof of Proposition 1

We have:

l
(
yT ; β, θ

)
=

∫
· · ·

∫
exp

{
T∑

t=1

n∑

i=1

log h (yi,t|yi,t−1, ft; β) +
T∑

t=1

log g (ft|ft−1; θ)

}
T∏

t=1

dft.

Let us now expand the integrand w.r.t.ft aroundf̂nt (β), t = 1, ..., T , and define:

ψnt (ft, ft−1) =
n∑

i=1

log h (yi,t|yi,t−1, ft; β) −
n∑

i=1

log h
(
yi,t|yi,t−1, f̂nt (β) ; β

)

+
1

2

√
n

(
ft − f̂nt (β)

)′

Int (β)
√

n
(
ft − f̂nt (β)

)

+ log g (ft|ft−1; θ) − log g
(
f̂nt (β) |f̂n,t−1 (β) ; θ

)
.

Then:

l
(
yT ; β, θ

)
=

T∏

t=1

n∏

i=1

h
(
yi,t|yi,t−1, f̂nt (β) ; β

) T∏

t=1

g
(
f̂nt (β) |f̂n,t−1 (β) ; θ

)

∫
· · ·

∫
exp

{
−1

2

T∑

t=1

√
n

(
ft − f̂nt (β)

)′

Int (β)
√

n
(
ft − f̂nt (β)

)}

exp

{
T∑

t=1

ψn,t (ft, ft−1)

}
T∏

t=1

dft.

Let us introduce the change of variable:

Zt =
√

n [Int (β)]1/2
(
ft − f̂nt (β)

)
⇐⇒ ft = f̂nt (β) +

1√
n

[Int (β)]−1/2 Zt.

Then:

l
(
yT ; β, θ

)

=

(
2π

n

)TK/2 T∏

t=1

[det Int (β)]−1/2
T∏

t=1

n∏

i=1

h
(
yi,t|yi,t−1, f̂nt (β) ; β

) T∏

t=1

g
(
f̂nt (β) |f̂n,t−1 (β) ; θ

)

1

(2π)TK/2

∫
...

∫
exp

{
−1

2

T∑

t=1

Z
′

tZt

}

exp

{
T∑

t=1

ψn,t

(
f̂n,t (β) +

1√
n

[In,t (β)]−1/2 Zt, f̂n,t−1 (β) +
1√
n

[In,t−1 (β)]−1/2 Zt−1

)}
T∏

t=1

dZt.
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Thus, functionΨnT (β, θ) is defined by the Gaussian integral:

exp

[(
T

n

)
ΨnT (β, θ)

]

=
1

(2π)TK/2

∫
...

∫
exp

{
−1

2

T∑

t=1

Z
′

tZt

}

exp

{
T∑

t=1

ψn,t

(
f̂n,t (β) +

1√
n

[In,t (β)]−1/2 Zt, f̂n,t−1 (β) +
1√
n

[In,t−1 (β)]−1/2 Zt−1

)}
T∏

t=1

dZt,

which can be made explicit by expanding functionexp
{∑T

t=1 ψn,t

}
in a power series of

Zt, t = 1, ..., T .

To simplify the notation, let us consider the one-factor case,K = 1. Then:

exp

[(
T

n

)
ΨnT (β, θ)

]

= E

[
exp

{
T∑

t=1

ψn,t

(
f̂n,t (β) +

1√
n

[In,t (β)]−1/2 Zt, f̂n,t−1 (β) +
1√
n

[In,t−1 (β)]−1/2 Zt−1

)}]
,

where the expectation is taken with respect to a multivariate standard normal distribution

for Z := (Z1, ..., ZT )
′

. Expandingψn,t at order1/n yields:

ψn,t

(
f̂n,t (β) +

1√
n

[In,t (β)]−1/2 Zt, f̂n,t−1 (β) +
1√
n

[In,t−1 (β)]−1/2 Zt−1

)

=
1

6

1√
n

[In,t (β)]−3/2 K3,nt(β)Z3
t +

1

24

1

n
[In,t (β)]−2 K4,nt(β)Z4

t + ...

+
1√
n

D10,nt(β, θ) [In,t (β)]−1/2 Zt +
1√
n

D01,nt(β, θ) [In,t−1 (β)]−1/2 Zt−1

+
1

2

1

n
D20,nt(β, θ) [In,t (β)]−1 Z2

t +
1

2

1

n
D02,nt(β, θ) [In,t−1 (β)]−1 Z2

t−1

+
1

n
D11,nt(β, θ) [In,t (β)]−1/2 [In,t−1 (β)]−1/2 ZtZt−1 + ...,

where:

Km,nt(β) =
1

n

n∑

i=1

∂m log h

∂fm
t

(
yi,t|yi,t−1, f̂nt (β) ; β

)
, m = 3, 4, ...,

and:

Dpq,nt(β, θ) =
∂p+q log g

∂fp
t ∂f q

t−1

(
f̂nt (β) |f̂n,t−1 (β) ; θ

)
, p, q = 0, 1, 2, ... .

By expanding the exponential functionexp
{∑T

t=1 ψn,t

}
, and computing the expectation

w.r.t. Z, it is seen that terms of ordersn−1/2, n−3/2, ... involve odd power moments of
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standard normal variables, which are zero. Thus, we get:

exp

[(
T

n

)
ΨnT (β, θ)

]
= 1 +

T

n
AnT (β, θ) + op(T/n),

where:

AnT (β, θ) =
1

8

1

T

T∑

t=1

[In,t (β)]−2 K4,n,t(β) +
1

2

1

T

T∑

t=1

[In,t (β)]−1 D20,nt(β, θ)

+
1

2

1

T

T∑

t=1

[In,t (β)]−1 D02,nt(β, θ) +
µ6

72

1

T

T∑

t=1

[In,t (β)]−3 K2
3,nt(β) +

1

2

1

T

T∑

t=1

D2
10,nt(β, θ) [In,t (β)]−1 +

1

2

1

T

T∑

t=1

D2
01,nt(β, θ) [In,t−1 (β)]−1

+
1

2

1

T

T∑

t=1

[In,t (β)]−2 D10,nt(β, θ)K3,n,t(β)

+
1

2

1

T

T∑

t=2

[In,t−1 (β)]−3/2 [In,t (β)]−1/2 D01,nt(β, θ)K3,n,t−1(β)

+
1

2

1

T

T∑

t=1

[In,t (β)]−1 [In,t−1 (β)]−1 D10,n,t−1(β, θ)D01,nt(β, θ), (A.6)

andµ6 denotes the moment of order6 of the standard normal distribution. From Lemma

A.6 in Appendix 3, we know thatsup
1≤t≤T

sup
β∈B

∥∥∥f̂n,t(β) − ft(β)
∥∥∥ = Op(T

−ρ), for a ρ > 0.

Then, by applying Lemmas A.1-A.2 in Appendix A.1, and Lemma A.7 in Appendix 4, we

getAn,T (β, θ) = Op(1) uniformly in β ∈ B andθ ∈ Θ. Proposition 1 follows.
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Appendix 6

Efficiency bound and efficient estimators

Let us derive the efficiency bound and prove the asymptotic efficiency of the estimators

introduced in Section 4. We first give in Section A.6.1 a preliminary Lemma, used in

Section A.6.2 to derive the efficiency bound (proof of Proposition 3). Then, the asymptotic

properties of the estimators of the micro-parameters and the factor values are derived in

Sections A.6.3 and A.6.4, respectively (proofs of Propositions 5 and 6, respectively).

A.6.1 A preliminary Lemma

Lemma A.8: Let the estimator
(
β̂, θ̂

)
be defined by:

(
β̂, θ̂

)
= arg max

β∈B,θ∈Θ
LnT (β, θ) ,

whereB ⊂R
q andΘ ⊂ R

p are compact sets, and:

LnT (β, θ) = L∗
nT (β) +

1

n
L1,nT (β, θ) +

1

n2
L2,nT (β, θ) ,

is such that:

(1) (i) L∗
nT (β) converges in probability to a functionL∗(β), uniformly inβ ∈ B;

(ii) L1,nT (β, θ) converges in probability to a functionL1(β, θ), uniformly inβ ∈ B, θ ∈ Θ .

(2) (i) Functionβ → L∗(β) is uniquely maximized at the interior pointβ0 ∈ B;

(ii) Functionθ → L1(β0, θ) is uniquely maximized at the interior pointθ0 ∈ Θ.

(3) (i) The matrix−∂2L∗

nT
(β)

∂β∂β′ is well-defined and converges in probability toI∗ (β), uni-

formly in β ∈ B, with I∗
0 := I∗ (β0) positive definite;(ii) The matrix−∂2L1,nT (β,θ)

∂θ∂θ′
is

well-defined and converges in probability toI1,θθ (β, θ), uniformly inβ ∈ B, θ ∈ Θ,

with I1,θθ := I1,θθ (β0, θ0) positive definite; (iii) supβ∈B,θ∈Θ

∥∥∥∂2L1,nT (β,θ)

∂β∂β′

∥∥∥ = Op(1)

andsupβ∈B,θ∈Θ

∥∥∥∂2L1,nT (β,θ)

∂β∂θ′

∥∥∥ = Op(1).
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(4) (i) 


√
nT

∂L∗

nT
(β0)

∂β√
T

∂L1,nT (β0,θ0)

∂θ


 d−→ N





 0

0


 ,


 I∗

0 0

0 I1,θθ





 ;

(ii) sup
β∈B,θ∈Θ

∂L1,nT (β, θ)

∂β
= Op(1).

(5) (i) sup
β∈B,θ∈Θ

L2,nT (β, θ) = Op(1); (ii) sup
β∈B,θ∈Θ

∥∥∥∥
∂L2,nT (β, θ)

∂ (β′, θ′)′

∥∥∥∥ = Op(1).

Moreover, let:

β̂∗
nT = arg max

β∈B
L∗

nT (β) .

Then, if n, T → ∞ such thatT/n → 0, the estimatorŝβ and θ̂ are consistent and jointly

asymptotically normal:




√
nT

(
β̂ − β0

)

√
T

(
θ̂ − θ0

)

 d−→ N





 0

0


 ,


 (I∗

0 )−1 0

0 I−1
1,θθ





 .

Moreover,β̂ and β̂∗
nT are asymptotically equivalent, that is,

√
nT

(
β̂ − β̂∗

nT

)
= op(1).

Proof: See Appendix B.7.

A.6.2 Proof of Proposition 3

The efficiency boundB∗ is the asymptotic variance-covariance matrix of the ML estimator(
β̂, θ̂

)
= arg maxβ∈B,θ∈Θ LnT (β, θ), whereLnT (β, θ) is defined in Corollary 2. This

asymptotic variance-covariance matrix is derived by applying Lemma A.8. Let us verify

the conditions of Lemma A.8.

Condition (1) of Lemma A.8: We have:

L∗
nT (β) =

1

nT

T∑

t=1

n∑

i=1

log h
(
yi,t|yi,t−1, f̂nt (β) ; β

)
. (A.7)

This converges toL∗ (β) = E0 [log h (yi,t|yi,t−1, ft (β) ; β)] in probability, uniformly in

β ∈ B, by using Lemma A.1 in Appendix 1, witha(Yi,t, ft, β) = log h(yi,t|yi,t−1, ft; β)

and ϕ corresponding to the identity mapping. Indeed, condition (1) of Lemma A.1 is
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implied by Assumptions H.1-H.5, and condition (3) of Lemma A.1 is implied by Lemma

A.6. Further:

L1,nT (β, θ) = −1

2

1

T

T∑

t=1

log det Int (β) +
1

T

T∑

t=1

log g
(
f̂nt (β) |f̂n,t−1 (β) ; θ

)
, (A.8)

converges to:

L1 (β, θ) = −1

2
E0 [log det Iff (t; β)] + E0 [log g (ft (β) |ft−1 (β) ; θ)] ,

uniformly in θ ∈ Θ, β ∈ B, whereIff (t; β) = E0

[
−∂2 log h

∂f∂f ′
(yi,t|yi,t−1, ft (β) ; β) |ft

]

(use Lemma A.7 in Appendix A.4.3 and Assumptions H.1, H.3 (i), H.16, H.17).

Condition (2) of Lemma A.8: Statement (i) follows from Assumptions A.6 and H.1.

Statement (ii) follows from Assumptions A.8 and H.1, by usingL1 (β0, θ) = E0 [log g (ft|ft−1; θ)],

up to a constant inθ.

Condition (3) of Lemma A.8: From (A.7), we get by differentiation:

∂L∗
nT (β)

∂β
=

1

nT

T∑

t=1

n∑

i=1

∂ log h

∂β

(
yi,t|yi,t−1, f̂nt (β) ; β

)

+
1

nT

T∑

t=1

∂f̂nt (β)
′

∂β

n∑

i=1

∂ log h

∂ft

(
yi,t|yi,t−1, f̂nt (β) ; β

)

︸ ︷︷ ︸
=0

=
1

nT

T∑

t=1

n∑

i=1

∂ log h

∂β

(
yi,t|yi,t−1, f̂nt (β) ; β

)
,

and:

∂2L∗
nT (β)

∂β∂β ′
=

1

nT

T∑

t=1

n∑

i=1

∂2 log h

∂β∂β ′

(
yi,t|yi,t−1, f̂nt (β) ; β

)

+
1

nT

T∑

t=1

n∑

i=1

∂2 log h

∂β∂f
′

t

(
yi,t|yi,t−1, f̂nt (β) ; β

) ∂f̂nt (β)

∂β ′
.

By differentiating the f.o.c.

n∑

i=1

∂ log h

∂ft

(
yi,t|yi,t−1, f̂nt (β) ; β

)
= 0

w.r.t. β, we get:

n∑

i=1

∂2 log h

∂ft∂β ′

(
yi,t|yi,t−1, f̂nt (β) ; β

)
+

n∑

i=1

∂2 log h

∂ft∂f
′

t

(
yi,t|yi,t−1, f̂nt (β) ; β

) ∂f̂nt (β)

∂β ′
= 0.
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Let us introduce the notation:

Îββ(t) := − 1

n

n∑

i=1

∂2 log h

∂β∂β ′

(
yi,t|yi,t−1, f̂nt (β) ; β

)
,

and similarlyÎβf (t), Îff (t). Then we get:

∂f̂nt (β)

∂β ′
= −Îff (t)

−1Îfβ(t),

and

−∂2L∗
nT (β)

∂β∂β ′
=

1

T

T∑

t=1

[
Îββ(t) − Îβf (t)Îff (t)

−1Îfβ(t)
]
.

Thus, condition (3i) is satisfied withI∗
0 = E [Iββ(t) − Iβf (t)Iff (t)

−1Ifβ(t)] by applying

Corollary A.3 in Appendix 1, case (B). Indeed, condition (1) of Lemma A.2 is implied by

Assumptions H.1-H.9, and condition (3) of Lemma A.2 is implied by Lemma A.6.

Moreover, from (A.8) we have:

∂L1,nT (β, θ)

∂θ
=

1

T

T∑

t=1

∂ log g

∂θ

(
f̂nt (β) |f̂n,t−1 (β) ; θ

)
,

and:
∂2L1,nT (β, θ)

∂θ∂θ′
=

1

T

T∑

t=1

∂2 log g

∂θ∂θ′

(
f̂nt (β) |f̂n,t−1 (β) ; θ

)
.

Thus, condition (3ii) is satisfied withI1,θθ = E
[
−∂2 log g

∂θ∂θ′
(ft|ft−1; θ0)

]
(use Lemmas A.6-

A.7 and Assumption H.18).

Condition (4) of Lemma A.8: Let us first consider the approximated score w.r.t.β.

We have:

√
nT

∂L∗
nT (β0)

∂β
=

1√
nT

T∑

t=1

n∑

i=1

∂ log h

∂β

(
yi,t|yi,t−1, f̂nt (β0) ; β0

)
.

By the mean-value Theorem:

√
nT

∂L∗
nT (β0)

∂β
=

1√
nT

T∑

t=1

n∑

i=1

∂ log h

∂β
(yi,t|yi,t−1, ft; β0)

+
1√
nT

T∑

t=1

n∑

i=1

∂2 log h

∂β∂f
′

t

(
yi,t|yi,t−1, f̃t; β0

)(
f̂nt (β0) − ft

)
,
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wheref̃t are mean values. Using the notation:

Ĩβf (t) = − 1

n

n∑

i=1

∂2 log h

∂β∂f
′

t

(
yi,t|yi,t−1, f̃t; β0

)
,

and the expansion of̂fnt (β0):

√
n

(
f̂nt (β0) − ft

)
= −Īff (t)

−1 1√
n

n∑

i=1

∂ log h

∂ft

(yi,t|yi,t−1, ft; β0) , (A.9)

whereĪff (t) is based on a mean valuēft, we get:

√
nT

∂L∗
nT (β0)

∂β
=

1√
T

T∑

t=1

[
1√
n

n∑

i=1

∂ log h

∂β
(yi,t|yi,t−1, ft; β0)

− Ĩβf (t)Īff (t)
−1 1√

n

n∑

i=1

∂ log h

∂ft

(yi,t|yi,t−1, ft; β0)

]
.

Then, we get:

√
nT

∂L∗
nT (β0)

∂β
=

1√
T

T∑

t=1

[
ψβ(t) − Iβf (t)Iff (t)

−1ψf (t)
]
+ op(1), (A.10)

where:

ψ(t) :=


 ψβ(t)

ψf (t)


 =

1√
n

n∑

i=1




∂ log h
∂β

(yi,t|yi,t−1, ft; β0)

∂ log h
∂ft

(yi,t|yi,t−1, ft; β0)


 .

Let us now consider the approximated score w.r.t.θ. By the mean-value Theorem, we have:

√
T

∂L1,nT (β0, θ0)

∂θ
=

1√
T

T∑

t=1

∂ log g

∂θ

(
f̂nt (β0) |f̂n,t−1 (β0) ; θ0

)

=
1√
T

T∑

t=1

∂ log g

∂θ
(ft|ft−1; θ0)

+

√
T

n

(
1

T

T∑

t=1

∂2 log g

∂θ∂f
′

t

(
f̃t|f̃t−1; θ0

)√
n

(
f̂nt (β0) − ft

)

+
1

T

T∑

t=1

∂2 log g

∂θ∂f
′

t−1

(
f̃t|f̃t−1; θ0

)√
n

(
f̂n,t−1 (β0) − ft−1

))
.

By usingT b/n = O(1), b > 1, Assumption H.18 and Lemmas A.6 and A.7, it follows that:

√
T

∂L1,nT (β0, θ0)

∂θ
=

1√
T

T∑

t=1

∂ log g

∂θ
(ft|ft−1; θ0) + op(1). (A.11)
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Thus, from (A.10) and (A.11) we deduce:



√
nT

∂L∗

nT
(β0)

∂β√
T

∂L1,nT (β0,θ0)

∂θ


 =

1√
T

T∑

t=1


 (ψβ(t) − Iβf (t)Iff (t)

−1ψf (t))

∂ log g
∂θ

(ft|ft−1; θ0)


 + op(1).

By usingE
[
ψ(t)|yt−1, ft

]
= 0, V

[
ψβ(t) − Iβf (t)Iff (t)

−1ψf (t)
]

= E
[
Iββ(t) − Iβf (t)Iff (t)

−1Ifβ(t)
]

and a CLT for martingale difference sequence, we get (4i).

Condition (5) of Lemma A.8: By usingL2,nT (β, θ) = ΨnT (β, θ), condition (i) is

implied by Proposition 1.

From Lemma A.8 we deduce the efficiency bound.

A.6.3 Proof of Proposition 5

From Lemma A.8, it follows that
√

nT
(
β̂ − β̂∗

nT

)
= op(1). The conclusion follows.

A.6.4 Proof of Proposition 6

We have:

√
n

(
f̂nT,t − ft

)
=

√
n

(
f̂n,t(β0) − ft

)
+

∂f̂n,t

(
β̇
)

∂β ′

√
n

(
β̂∗

nT − β0

)
,

whereβ̇ is a mean value. The second term in the RHS isOp(1/
√

T ) from Proposition 5.

Thus, point i) follows from expansion (A.9). Point ii) follows from Lemma A.6.
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Appendix 7

Factor ordered qualitative model

A.7.1. Identification

i) Let us first consider the two-state case,K = 2. The transition matrixπt = [πlk,t] is:

πt =


 G

(
a1−α1ft−γ1

σ1

)
1 − G

(
a1−α1ft−γ1

σ1

)

G
(

a1−α2ft−γ2

σ2

)
1 − G

(
a1−α2ft−γ2

σ2

)

 .

By reparametrizing coefficientsγ1 andγ2, we can assumea1 = 0. The transition matrix

becomes:

πt =


 G

(
−α1ft+γ1

σ1

)
1 − G

(
−α1ft+γ1

σ1

)

G
(
−α2ft+γ2

σ2

)
1 − G

(
−α2ft+γ2

σ2

)

 .

We can also scale the parameters to getσ1 = σ2 = 1:

πt =


 G (−α1ft − γ1) 1 − G (−α1ft − γ1)

G (−α2ft − γ2) 1 − G (−α2ft − γ2)


 .

Finally, by standardizing the factor, we can setα1 = 1 andγ1 = 0:

πt =


 G (−ft) 1 − G (−ft)

G (−α2ft − γ2) 1 − G (−α2ft − γ2)


 .

Then, the values of the factorft are identified by the first row of the transition matrix,

t = 1, ..., T . The values ofα2, γ2 are identified by the second row, whenT ≥ 2.

ii) Let us now consider the caseK > 2. Thel-th row of the transition matrix is:
[
G

(
a1 − αlft − γl

σl

)
, G

(
a2 − αlft − γl

σl

)
− G

(
a1 − αlft − γl

σl

)
, ..., 1 − G

(
aK−1 − αlft − γl

σl

)]
,

for l = 1, ..., K. As above, we can first seta1 = 0:
[
G

(
−αlft + γl

σl

)
, G

(
a2 − αlft − γl

σl

)
− G

(
−αlft + γl

σl

)
, ..., 1 − G

(
aK−1 − αlft − γl

σl

)]
.

(A.12)

Second, by normalizing the factor values and the thresholds, we can setα1 = σ1 = 1 and

γ1 = 0 in the first row. Then, the transition matrix has a first row given by:

[G (−ft) , G (a2 − ft) − G (−ft) , ..., 1 − G (aK−1 − ft)] ,
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and rowl is given by (A.12) forl ≥ 2. From the first row, we can identify the factor value

ft and theK − 2 thresholdsa2, ..., aK . Then, the values ofαl, γl, σl are identified by the

row l, for l = 2, ..., K, when(K − 1)T ≥ 3.

A.7.2 Semi-parametric efficiency bound [Proof of Equation (5.4)]

We have:

log h (yi,t|yi,t−1, ft; β) =
K∑

k=1

K∑

l=1

1 {yi,t = k, yi,t−1 = l} log πlk (ft, β) ,

whereπlk (ft, β) = G
(

ak−αlft−γl

σl

)
− G

(
ak−1−αlft−γl

σl

)
. Thus:

−∂2 log h (yi,t|yi,t−1, ft; β)

∂ (β ′ , f ′)
′

∂ (β ′ , f ′)
=

K∑

k=1

K∑

l=1

1 {yi,t = k, yi,t−1 = l} 1

πlk (ft, β)
Jlk (ft, β) ,

where:

Jlk = − ∂2πlk

∂ (β ′ , f ′)
′

∂ (β ′ , f ′)
+

1

πlk

∂πlk

∂ (β ′ , f ′)
′

∂πlk

∂ (β ′ , f ′)
.

The conditional information matrix is given by:

I(t) = E0

[
−∂2 log h (yi,t|yi,t−1, ft; β0)

∂ (β ′ , f ′)
′

∂ (β′ , f ′)

∣∣∣∣∣ ft

]
=

K∑

k=1

K∑

l=1

E0

[
1 {yi,t = k, yi,t−1 = l} |ft

] 1

πlk,t

Jlk,t,

whereπlk,t = πlk(ft, β0), Jlk,t = Jlk(ft, β0) and all functions are evaluated at the true

parameter and factor values. Under Assumption A.1:

E0

[
1 {yi,t = k, yi,t−1 = l} |ft

]
= E0

[
E0

[
1 {yi,t = k} |yi,t−1 = l, ft

]
1 {yi,t−1 = l} |ft

]

= πlk,tP
[
yi,t−1 = l|ft

]
= πlk,tP

[
yi,t−1 = l|ft−1

]
= πlk,tµl,t−1,

whereµl,t−1 = P
[
yi,t−1 = l|ft−1

]
. It follows that:

I(t) =
K∑

l=1

µl,t−1Il,t,

where:

Il,t =
K∑

k=1

Jlk,t =
K∑

k=1

1

πlk,t

∂πlk,t

∂
(
β ′ , f

′

t

)′

∂πlk,t

∂
(
β ′ , f

′

t

) . (A.13)

Then, the semi-parametric efficiency bound is(I∗
0 )−1, whereI∗

0 = E0 [Iββ(t) − Iβf (t)Iff (t)
−1Ifβ(t)].
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In the two-state logit model, we haveβ = (α2, γ2)
′ and

Πt =


 1 − Λ (ft) Λ (ft)

1 − Λ
(
β

′

xt

)
Λ

(
β

′

xt

)


 , (A.14)

wherext = (ft, 1)
′

andΛ(x) = 1/ (1 + e−x) is the logistic function. Sinceπl1,t = −πl2,t

for l = 1, 2, we have:

Il,t =

(
1

πl2,t

+
1

1 − πl2,t

)
∂πl2,t

∂ (β ′ , ft)
′

∂πl2,t

∂ (β ′ , ft)
=

1

πl2,t (1 − πl2,t)

∂πl2,t

∂ (β ′ , ft)
′

∂πl2,t

∂ (β ′ , ft)
, l = 1, 2.

SincedΛ(x)
dx

= Λ(x) [1 − Λ(x)] , we deduce:

Il,t = πl2,t (1 − πl2,t) ξl,tξ
′

l,t, l = 1, 2,

whereξ1,t = (0, 0, 1)
′

andξ2,t = (ft, 1, α2)
′

. Thus, we have:

Iββ (t) = µ2,t−1π22,t (1 − π22,t)


 f2

t ft

ft 1


 , Iβf (t) = µ2,t−1π22,t (1 − π22,t) α2


 ft

1


 ,

Iff (t) = µ1,t−1π12,t (1 − π12,t) + µ2,t−1π22,t (1 − π22,t) α2
2.

We deduce formula (5.4).

A.7.3 Numerical computation of the semi-parametric efficiency bound

The semi-parametric efficiency bound(I∗
0 )−1 can be approximated numerically by Monte-

Carlo integration. Let(ft : t = −h,−h + 1, ..., T ) be a simulated factor path of length

S = T + h + 1. We defineµt−1,S by:

µ
′

t−1,S = e
′

Π−h,SΠ−h+1,S · · ·Πt−1,S, t = 1, ..., T,

wheree = (1/K, ..., 1/K)
′

, and

IS(t) =
K∑

l=1

µl,t−1,SIl,t,S, t = 1, ..., T.

MatricesIl,t,S andΠt,S correspond to the matrices in (A.13) and (A.14), respectively, based

on the simulated factor values. Then we approximate matrixI∗
0 by

I∗
0,S =

1

T

T∑

t=1

[
IS,ββ(t) − IS,βf (t)IS,ff (t)

−1IS,fβ(t)
]
,

for largeT andh.
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Figure 1: Distribution of the semiparametrically efficient estimators of the micro-

parameters, sample sizen = 200 andT = 20.
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The solid lines give the pdf of the semiparametrically efficient estimators of parameterα (upper Panel, true

value1) and parameterγ (lower Panel, true value−0.5). The pdf is computed by a kernel density estimator.

Sample sizes aren = 200 andT = 20. The dashed lines in the two Panels give the pdf of a normal distribution

centered at the true value of the parameter and with variance equal to the semi-parametric efficiency bound

divided bynT.
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Figure 2: Distribution of the semiparametrically efficient estimators of the micro-

parameters, sample sizen = 1000 andT = 20.
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The solid lines give the pdf of the semiparametrically efficient estimators of parameterα (upper Panel, true

value1) and parameterγ (lower Panel, true value−0.5). The pdf is computed by a kernel density estimator.

Sample sizes aren = 1000 andT = 20. The dashed lines in the two Panels give the pdf of a normal distri-

bution centered at the true value of the parameter and with variance equal to the semi-parametric efficiency

bound divided bynT.
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Figure 3: Semiparametric efficiency bound of the micro-parameterα2.
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The figure displays
(

1
nT B∗

α2

)1/2
, whereB∗

α2
is the semiparametric efficiency bound for parameterα2 and

n = 1000, T = 20, as a function of the autoregressive coefficientρ and the variance σ2

1−ρ2 of the factor

process(ft).
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Figure 4: Distribution of the efficient estimators of the macro-parameters, sample size

n = 200 andT = 20.
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The solid lines give the pdf of the efficient estimators of parameterµ (upper Panel, true value0.1), parameter

ρ (central Panel, true value0.5) and parameterσ2 (lower Panel, true value0.25). The pdf is computed by a

kernel density estimator. Sample sizes aren = 200 andT = 20. The dashed lines in the three Panels give

the pdf of a normal distribution centered at the true value of the parameter and with variance equal to the

efficiency bound divided byT.
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Figure 5: Distribution of the efficient estimators of the macro-parameters, sample size

n = 1000 andT = 20.
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The solid lines give the pdf of the efficient estimators of parameterµ (upper Panel, true value0.1), parameter

ρ (central Panel, true value0.5) and parameterσ2 (lower Panel, true value0.25). The pdf is computed by a

kernel density estimator. Sample sizes aren = 1000 andT = 20. The dashed lines in the three Panels give

the pdf of a normal distribution centered at the true value of the parameter and with variance equal to the

efficiency bound divided byT.
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Figure 6: Term-structures of the expectations and variances of the prediction errors.
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This Figure displays the term-structures of the unconditional expectations (left Panels) and variances (right

Panels) of the prediction errors. The sample sizes aren = 200, T = 20 in the upper Panels, andn = 1000,

T = 20 in the lower Panels. The stars, the diamonds and the squares correspond to the prediction error

ε∗T,T+L with observable factor and known macro-parameters, the contributionε
(1)
T,T+L from the approxima-

tion of the factor value, and the contributionε(2)
T,T+L from the estimation of the macro-parameters, respec-

tively. The circles correspond to the term-structures of the total prediction errorεT,T+L.
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