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INTERVAL ESTIMATION OF REDUNDANT SYSTEMS
RELIABILITY

Vilijandas Bagdonavicius & Inga Masiulaityte & Mikhail Nikulin

Vilnius University, Vilnius, Lithuania,
IMB, Victor Segalen University, Bordeaux, France

Introduction.

Let us consider redundant systems with one main unit and m — 1 stand-by units
operating in "warm” conditions, i.e. under lower stress than the main one. We shall
use notation S(1,m — 1) for such systems. The problem is to obtain confidence intervals
for the cumulative distribution functions of redundant systems using failure data of two
groups of units, the first group functioning in "hot” and second — in ”warm” conditions.

We suppose that switching from ”"warm” to "hot” conditions does not do any damage
to units. Bagdonavicius, Masiulaityte and Nikulin (2008) give mathematical formulation
of "fluent switch on” and propose tests for verification of this hypothesis. The formulation
is based on the ”principle of Sedyakin” (Sedyakin (1966), Bagdonavi¢ius and Nikoulina
(1997), Bagdonavicius and Nikulin (2002)).

Denote by T7, F} and f; the failure time, the c.d.f. and the probability density function
of the main unit. The failure times of the stand-by units denote by 75, ..., T},. In "hot”
conditions their distribution functions are also F;. In "warm” conditions the c.d.f. of T}
is F» and the p.d.f. is fo, 7 =2, ..., m. If a stand-by unit is switched to "hot” conditions,
its c.d.f. is different from F; and Fy. For i = 1,2 denote by S; =1 — F;, \; = f;/S; and
A; = —In S; the survival function, hazard rate and cumulative hazard, respectively.

The failure time of the system S(1,m — 1) is 7™ = Ty VT, V...V T,,. Denote by K;
and k; the c.d.f. and the p.d.f. of TW, respectively, (j = 2,...,m), K, = Fi, k; = fi.
The c.d.f K; can be written in terms of the c.d.f. K;_; and Fi:

Ki(t) = P9 < 0) = [(P(1; < 479 = ), 1 (y). 0

The ”fluent switch on” hypothesis H, formulated by Bagdonavic¢ius, Masiulaityte &
Nikulin (2008) states that

o) ={ F0 RS a =R @)

This model implies that

K;(t) = /Ot Fi(t+g(y) —y)dK; 1 (y). (3)



So the distribution function K, of the system with m — 1 stand-by units is defined
recurrently using the formula (3). In particular, if we suppose that the distribution of
units functioning in "warm” and ”"hot” conditions differ only in scale, i.e.

FQ(t) = Fl(Tt)

for all ¢ > 0 and some r > 0, then g(y) = ry. Combining this assumption and the model
(2) we have more strict hypothesis Hj. Goodness-of-fit tests for both models are given in
Bagdonavicius, Masiulaityte & Nikulin (2008).

Point estimators of the c.d.f. of redundant systems

Suppose that the following data are available :

a) complete ordered sample 111, ..., T}, of the failure times of units tested in ”hot”
conditions;

b) the time to obtain complete data in ”warm” conditions may be long, so we suppose
that ny units are tested time ¢; in "warm” conditions and the ordered first failure times
T5, ..., Ty, are obtained.

Nonparametric estimation

Denote by

i(t) = — Z Liry<tys Fj_l(?/) = inf{s : Fj(s) >y}

the empirical distribution function and its inverse, respectively, for the jth sample.
The estimator of the function g(t) is

() = Fy ' (Fa(1), t<t.

Under H, for any ¢ < t; the value Kj(t) of the c.d.f is estimated recurrently:

Rty = [ B +90) — p)dksal), Ki)) = Fi(o). @

If we suppose that the distribution of units functioning in ”"warm” and "hot” conditions
differ only in scale, i.e. g(y) = ry then the c.df. Kj;(t) can be estimated at any point
t > 0 replacing g(y) by 7y in (4), where 7 is a convenient estimator of r. Set

ni n2
Ni(t) =D Limucy, Na(t) =D Lym<ii<nys
=1

=1

ni n2
}/l(t) = Z 1{T1i2t}7 }/Q(t) = Z 1{T21‘2t7t§t1}‘
=1

i=1
Bagdonavicius, Masiulaityte & Nikulin (2008) give the following estimator of the param-

eter r: ~ R
#=U"1(0) =sup{r: U(r) > 0};
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here
- 1 Yo (v/r)dNy(v) b Yy (ru)dNy(u)

U(r)=— ,
(r) o Yi(v)+Ya(v/r) Jo Yi(ru)+ Ya(u)
is cadlag stochastic process with trajectories which are non-increasing step functions sat-
isfying the inequalities U(0+) > 0, U(+o0) < 0.

Parametric estimation
Suppose that in hot conditions the c.d.f Fi(¢;0) is absolutely continuous and depends
on finite dimensional parameter § € © C R*. Set v = (r,07)7.
The maximum likelihood estimator v* = (r*, (§*)T)T of the parameter v maximizes
the loglikelihood function

ni m2
() = Zln fi(Ty;0) + molnr + Zln f1(rTo; ) + (ng — mg) In Sy (rty; 0).
i=1 i=1

Under H{ for any ¢t > 0 and j > 2 the c.d.f. K;(t) is estimated recurrently:

KJ’@) = /Ot Fi(t+7ry —y; 9*)dkj71(y)> Kl@) = Fi(t;07). (5)

Asymptotic distribution of K ; and confidence intervals for K;(t)
Suppose that
—=L+0(=), lL;€(0,1), as n=ng+ny— oc.
n n

Nonparametric case
The limit distribution of the empirical distribution functions is well known:

Vn(F;— F) 2 U, (6)

on D(A4;), where L means weak convergence, A; = [0,00), Ay = [0, 1], Uy, Uy are inde-
pendent Gaussian martingales with U;(0) = 0 and the covariances

1
cov(U;(u),U;(v)) = T Fi(u Av)Si(u V). (7)
Let us find the asymptotic distribution of the estimator 7. Denote by 7o € (0,1) the true
value of r. Under the model Hj it is the ratio of the mean failure times j; and po of units
functioning in "hot” and ”warm” conditions, respectively.

Lemma 1. Suppose that the c.d.f. Fy is absolutely continuous with positive p.d.f. fi
on (0,00) and the hypothesis Fy(t) = Fy(rot) is true. If

A= [ u ) dAy () — tfi (roty) #0, (3)

o JO



then

ViE =) by =T 0
where .
W= /0 Uy (row) — Us(w)dAs(u) — Uy (rots) + Us(tr). (10)
Remark 1.
If samples are complete then
00 1 00
W= [T - Ddhaw), A=—— [Tufi@dh(),  (12)
0 o JO
and W )
. Dy _ W L
Vn(f—rg) =Y = 1 N(0, lllgAQ)' (13)

Theorem 1.
If Fy is continuously differentiable on [0,00) then under H§ for any t > 0 and any
natural j > 2

V(K (s) — K;(s)) B
Wi(s) = /O UL(s + roy — y)dK; 1 (y) + nI 0 (s)Y + /0 Fi(s +roy — y)dW,_i(y) (13)

on D|0,t], where Wi(s) = Uy(s),
nI=(s) = /0 yfi(s + roy — y)dK; 1 (y).

The asymptotic variance of v/n(K;(t) — K;(t)), 7 > 2 might be estimated recurrently,
using the equation (13): the covariances Cov(W;(s), W;(t)) = E(W;(s), W;(t)) can be
written in terms of the covariances

EW;_1(u), W;_1(v)), EW;_1(u),U1(v)), EW;_1(u),Us(v)),
E(Ui(u),Ui(v)), E(Ux(u),Uz(v)). (14)

Note that for j = 2 these covariances are

E(W1(u), W1(v)) = E(Wi(u), Ui(v)) = E(Ui(u), U (v)) = ll Fy(uAv)Si(u Vo),

1

EWi(u), Va(v)) = E(Ui(u),Us(v)) =0, E(Us(u),Us(v)) = 112 Fy(u Av)Sy(u V). (16)

Let us find the asymptotic variance of /n(K(t) — Ka(t)). Suppose first that samples are
complete. In the following we skip the index in ry .
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The formulas (11) and (12) imply that /n(Ka(s) — Ka(s)) = Wa(s), where

Wa(t) = Fa(t)Us(t +/U1t+ry y)dF.(y /U1 VAF(t + 1y — )+

f1(t)

1

EO[Tvimanaty) - [T aw)dra) = G+ Ve + V410, (0

pl) =00 = [(yhit+ry—paBil), A=— [Tufilwdh@. (15

The random variable W5(¢) has zero mean. Set

v(t) = /Ot Fi(t+ry —y) dF(y).

For any ¢ > 0 the variances Var(Ws(t)) is defined by the following formula:

i Var(Wy(t)) = —412(t) + /Ot Fi(t+ry —y)[Fi(t+ry —y) +2F1(y)] dFy(y)+

2R(0(rt) +2 [ Bt +ry = )R~ )/ (1 = 1) dFi(y) +

p3(t)

_|_

[5A2
2p(?) !
[0+ [IR+ 10— ) Si0) = Sult+ vy — ) InSut+ ry — )R ()]
Set
. ) | m _ T,
Zy = Fi(t+ (7 — 1)Ty—), Zl{Th<t}> Lo = Fl( =7 -,
Zy = F\(Tu—), Zu=Ht+F—1)Tu—), jt)=— Z TviZsi, Zsi = fi(Tu—).

2y

The variance Var(Ws(t)) is estimated using the statistic

Ny~ . . ni?(t)  24(t) -

"ANar(Wa(t)) = —483(1) + da(t) + ") L 2D 5,

n ?IQAQ A

here
- 1 . 1 & 11 Zs
t)=— Z 15 A=— ~ )
¢1< ) 1T12i;t ! T'nl; 1—Z3Z
ng(t nf > ZulZi 4 275 + 2F1( Vi, <iny + 2221y, 5],

1 T <t



qbg(t — Z le 1 + 111(1 — Zgz) (1 — le) 111(]_ — le)]

2y

So the variance o2 of the estimator K»(¢) is estimated by

Ky

f( —Var(WQ( ).

The asymptotic 1 — « confidence interval for Ky(t) is (K,(t), K(t), where

K,(t) = (1+ 1ikz() {\/KUK ?_a; ))}) :
Ky(t) = (1 LL1-& _AKZ( ) { T Ok, ?_QZ o })_ .

Remark 2. In the case of censoring the expression in parenthesis of the term Vy in
(17) is replaced by [+ [Uy(ru) —Us(u)dAg(u)+ Uy (rt1)+Us(t1), so only minor modifications
are needed.
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