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The aim of sensitivity analysis is to apportion the uncertainty of the output of a simulation 
model with respect to its inputs. In spite of the considerable developments which have taken place 
in this discipline, of the good practices that have emerged, and of existing guidelines for sensitivity 
analysis issued on both sides of the Atlantic, very primitive sensitivity analysis tools, based on 
“one-factor-at-a-time” (OAT) approaches, are still being used (Campbell et al., 2008; Hasmadi and 
Taylor, 2008; Stites et al., 2007; Murphy et al. 2004;). 

In the context of model corroboration or falsification, this use of OAT methods is illicit and 
unjustified, unless the model under analysis is proved to be linear (Saltelli et al, 2008). In this talk 
we show that available good practices, such as variance based measures and screening methods, are 
able to overcome OAT shortcomings and are easy to implement. We illustrate new strategies for the 
efficient estimation of ‘total order’ sensitivity indices, which are effective variance-based tools to 
quantify at what extent an individual model input iX  can drive uncertainty in the model output Y  

by accounting for the presence of interactions between iX  and other model inputs. 

A brief summary is given here to show the major features of variance-based methods. A Fourier 
implementation was developed in the seventies (Cukier et al. 1973), whereas antecedent works 
were made by Kolmogorov (see reviews Archer et al. 1997, Rabitz et al. 1999). However, the best 
systematization of the theory is due to Sobol' (Sobol 1990), while total sensitivity indices were 
introduced by Homma and Saltelli (1996). For reviews see also Saltelli et al. (2005), Helton et al. 
(2006) or Chapter 8 in Saltelli et al. (2000).  

Prior to the introductino of total sensitivity indices, first and higher order effects are briefly 
discussed. In a variance based sensitivity framework the first order effect for a given model input 

iX  is written as  
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The meaning of the inner expectation operator is that the mean of Y  is taken over all possible 
values of non- iX  i.e. over all possible values of i~X , while keeping iX  fixed. The outer variance is 

taken over all possible values of iX . The associated sensitivity measure (first order sensitivity 

coefficient) is written as: 
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Note that iS  is the expected fractional reduction of variance that would be achieved if iX  could 

be fixed. For instance, 0.1=iS  implies that on average we can expect to have a 10%  reduction in 

the variance )(YV  of Y  by fixing iX . The terms ‘expected’ and ‘on average’ refer to the fact that 

we do not know where -- within its interval of definition - we should fix iX . Alternatively it can be 



said that the definition of iS  entails an averaging over the distribution of iX  in order to be 

independent from a particular point over this distribution. 
Higher order sensitivity indices come from a functional decomposition of a function )(= XfY  

into main effects and interactions, X  denoting the vector of model inputs iX . When inputs are 

mutually independent, the functional decomposition can be translated into a variance decomposition 
which may be written in terms of first-order and higher order sensitivity indexes: 
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where, for instance, the second-order interaction terms ijS  are defined as: 
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Another variance based measure is the total effect index (Homma and Saltelli 1996): 
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iTS  measures the total effect (both first and higher orders - e.g. interactions - of iX .  

iTS  is the expected fraction of variance that would be left if all inputs but iX  could be fixed. 

E.g. 0.15=
iTS  would imply that fixing all inputs but iX  would still leave, on average, 15% of 

variance in Y . The average in this case is to be understood over all inputs but iX . These techniques 

are available in the Simlab software, downloadable for free (Simlab v3. 2009). 
For additive models the two measures iS  and 

iTS  are equal to one another for each iX . For an 

interacting input the difference iiT SS −  is a measure of the strength of the interactions.  

When the goal is to reduce model complexity the identification of non-influential model inputs 
comes into play. This setting is called Factor Fixing (FF) in Saltelli and Tarantola (2002). It can be 
seen that a necessary and sufficient condition for factor iX  to be totally non-influential is 

( )( ) 0=| ~~ iiX YVE
i

XX , that is 0=
iTS . The objective of the FF setting is to identify an input or a 

group of inputs which may be fixed to any given value within their range of uncertainty without 
significantly reducing the output variance. If this is possible, the remaining inputs will explain the 
most of the output variance. The implications on the process of simplification of complex models 
are evident. Besides, if there are prior beliefs about the importance of inputs, this setting may be 
used to endorse or disprove a given model representation.  

Variance-based sensitivity analysis can be also used as ‘diagnostic’ tools to identify interactions 
among model inputs. In the presence of interacting inputs the first order sensitivity indices do not 
add up to one ( 1<ii

S∑ ), and higher order terms have to be included to recover the total variance 

of Y , see expression (3). Specific interactions are measured by second and higher order terms ijS , 

K,ijkS  while the total indices 
iTS  only give the total effect for any given input.  

Researchers in various application fields are more and more aware of the usefulness of total 
sensitivity indices (Chu et al., 2007; Helton et al., 2006) and are increasingly adopting them in 
testing their models. 
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