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Abstract—Swarming peer-to-peer systems play an increasingly
instrumental role in Internet content distribution. It is t herefore
important to better understand how these systems behave in
practice. Recent research efforts have looked at various pr

been no study that specifically investigated optimal oyerla
construction strategies for content replication.

In this paper, we evaluate two such strategies in the BitTor-
rent protocol. We first present and evaluatettheker strategy

tocol parameters and have measured how they affect system = ' . 4 .
performance and robustness. However, the importance of the Which most BitTorrent implementations use by default to
strategy based on which peers establish connections has bee guide new connection establishment. We identify a concrete

largely overlooked.

This work utilizes extensive simulations to examine the defult
overlay construction strategy in BitTorrent systems. Basd on
the results, we identify a critical parameter, the maximum

shortcoming, namely the strategy’s tendency to cause peer
clustering and potential network partitions, which mighvé
an adverse impact on system robustness. To address this,

allowable number of outgoing connections at each peer, and We introduce an alternative, thgreemption strategywhich

evaluate its impact on the robustness of the generated oves.
We find that there is no single optimal value for this paramete
using the default strategy. We then propose an alternative
strategy that allows certain new peer connection requestsot
replace existing connections. Further experiments with te new
strategy demonstrate that it outperforms the default one fo all
considered metrics by creating an overlay more robust to chin.
Additionally, our proposed strategy exhibits optimal behavior
for a well-defined value of the maximum number of outgoing
connections, thereby removing the need to set this parametén
an ad-hoc manneﬂ.

Index Terms—BitTorrent, overlay construction, preemption,
robustness, outgoing connections

I. INTRODUCTION

dictates giving preference to certain new peer connection
requests. We evaluate the properties of overlays genebgted
both strategies using extensive simulations, focusing ashfl
crowd scenarios, when the system is under high load and more
vulnerable to churn.

Indeed, the flash crowd phase as it is the most critical phase
for a torrent, as there is a single seed. In case some peers
become disconnected from this initial seed, they will ekper
ence a much higher download completion time. Moreover, a
poorly structured overlay may result in a slower propagmatio
of the pieces, thus a lower overall performance. However, in
this study, we focus on the overlay property rather than ®n it
impact on performance.

Recent research efforts have examined the protocol paramBased on our results, we identify tmeaximum number of

eters of popular swarming peer-to-peer content distidouti outgoing connectionas a parameter that significantly affects

systems, in order to identify their impact on system perfothe structure and properties of the generated overlay. This
mance and robustness. Such efforts have mainly focusedpamameter is currently used in BitTorrent to enforce a hard
the protocol algorithms that are believed to be the majdofac upper limit on the number of connections a peer can initiate.

affecting system behavior, such as BitTorrent’s piece aet p We define metrics that characterize the overlay structure, a

selection strategies [3], [6], [11], [12], [15].

compute these metrics for various values of the number of

However, the actual manner by which peers form comaaximum outgoing connections per peer.
nections and the overlay is constructed has been largelyThe contributions of this work include the following.

overlooked. As shown by Urvogt al. [16], the time needed
to distribute content in BitTorrent is directly affected bye
overlay topology. Moreover, Ganegh al. [7] evaluated the

impact of the overlay structure on the spread of epidemics,
which can be viewed as a special case of robustness in peer-

to-peer file replication. To the best of our knowledge, theas
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1) We show that, for the default BitTorrent overlay con-

struction strategy, there is no single value of the maxi-
mum number of outgoing connections that optimizes all
considered metrics. In addition, a value betweerand

30 clearly offers a better choice than the usual default
value of40.

We also show that our proposed preemption strategy
outperforms the default one for all metrics. For this

strategy, a maximum number of outgoing connections
that is simply equal to the maximum peer set size
(number of neighbors) presents the best choice. As a
result, our proposed strategy, while simple and easy

2)



to implement, removes the need to set the maximunumber of outgoing connections, typicallyy, and 2) a peer
number of outgoing connections in an ad-hoc manneannot maintain in total more than a fixed number of open
thereby simplifying the protocol. connections, typically80 (the maximum peer set size). The
The rest of this paper is organized as follows. In Seqﬁbn ltter limit is imposed to avoid performance degradatioe du
we define the terms we use. We present the tracker and grecompetition among TCP flows, while the former serves to
emption strategies in Sectipn] I11. Sectior] IV then desaiber €ensure that some connection slots are kept open for new peers
experimental methodology, while our results on the pragert that will join later. In this manner, the initial peer set cae
of overlays generated with both strategies are presentedaj#gmented later by connections initiated by remote peers.
Sectior V. Sectiof I describes related work, and we corelud Whenever the peer set size falls below a given threshold

and outline future work in Sectiop V1. (typically 20), a peer contacts the tracker again and asks
for more. To avoid overwhelming the tracker with such re-

quests, there is usually a minimum interval between two such
In this section, we present the terms used to describe #tensecutive messages. Finally, each peer contacts tHestrac
BitTorrent Overlays. periodically (typically once ever$0 minutes) to indicate that
Peer Set:Each peer maintains a list of other peers to whiciis still present in the network. If no heartbeat is recdiver
it has open TCP connections. This list is called the peer satore than45 minutes, the tracker assumes the peer has left
also known as the neighbor set. Thuspeighborof peer P  the system, and does not include it in future initial pees.set
is a peer that belongs tB’s peer set.
Maximum Peer Set Size:The upper limit on the number of ) )
peers that can be in the peer set. It is a configuration paeamet "€ potential shortcoming of the default strategy can be
of the protocol. seen _by c0n5|de_r|ng the effect of the maximum number pf
Average Peer Set SizeA torrent-wide metric calculated by outgoing connections. A small number for this parameter wil

summing up the peer set size for each peer in the torrent, ZHQW Peers who have recently joined the system to connect
dividing by the total number of peers. to older ones, whereas a large number will cause peers to

Incoming and Outgoing Connections: When a peerA be more connected to others that joined around the same
initiates a TCP connection to ped, we say thatd has an time. Thus, we expect that, when increasing this value, we
outgoingconnection toB, and thatB has accepted ancom- will observe the formation of clusters of peers that joined
ing connection fromA. Note that all connections are really¢l0S€ together in time. For very large values, close to the
bidirectional, they are just flagged as incoming or outgoin§'@imum peer set size, this could even cause the creation
This flag has no impact on the actual data transfer, howeVgt,mostly disjoint cliques that share data within themsgjve

it is used to decide whether a new outgoing connection c§tEreby compromising the robustness of the system to churn.
be established, as explained in SecII-A. If the connecting peer between two cliques were to discannec
Maximum Number of Outgoing Connections: The upper W& would have the creation of partitions in the system. Our
limit on the number of outgoing connections a peer cdfSults bear out this hypothesis.

establish. This is a configuration parameter of the protocol 10 address this issue, we propose an alternative strategy
based on preempting existing connections. The only diffeze

I1l. OVERLAY CONSTRUCTIONSTRATEGIES from the default strategy manifests itself when a peker

We first present the overlay construction strategy BitTarrewants to establish a connection to a péethat has already
follows, then propose an alternative based on preemptifgfiched its maximum peer set size. In the default strategy
existing connections. such a connection attempt would simply be rejected. With
preemption, however, ped?® will accept the new connection
after dropping an existing one, if and only4f has discovered

A piece of content to be distributed with BitTorrent is firstB from the tracker (as opposed to through other means, e.g.,
divided into multiple pieces. Anetainfo fileis then created peer exchange).
by the content provider, which contains all the information Thus, an implementation of the preemption strategy would
necessary for the download, including the number of piecd® exactly the same as the default one, with the following
SHA-1 hashes that are used to verify the integrity of reakivenodification. When peeP; joins a torrent, it receives the IP
data, and the IP address and port number of the tracker. ifo jaddresses of several existing peers including ggeiLet us
a torrent, a peer retrieves the metainfo file out of band, liysuaassume thaP; attempts to initiate a connection to pee@y. If
from a well-known Web siteP then contacts the tracker whoP; has not reached its maximum peer set size, the connection
returns a random subset of other peers already particgpatisa accepted with no further action. HoweverAf has already
in the download; we call this subset thmitial peer set A reached its maximum peer set size, it will either 1) accept th
typical number returned by many tracker implementations é®@nnection fromP;, after tearing down an existing connection,
80, which is also what we use for our simulations. if P; discoveredp;’s IP address from the tracker, or 2) refuse

After receiving this initial peer set, the new peer attenipts the connection in any other case.
initiate new connections, under the following two consttsi The rationale behind this strategy is the goal of introdgcin
1) a peer is not allowed to establish more than a fixedbme randomness in the connection establishment process,

II. TERMINOLOGY

B. Preemption Strategy

A. Tracker Strategy



to help convergence to the maximum peer set size as faspublicly available [4], and it follows the protocol as & i

as possible and prevent cliques. The default strategy givegplemented in the official BitTorrent client version 4.0.2
preference to connections from peers who joined close ia,timVe do not model the peer and piece selection strategies used
especially at the beginning of the download. The preemptiam data exchange, since we focus on the construction and
strategy attempts to spread connections uniformly over thebustness properties of the overlay instead.

peers delivered in the peer lists by the tracker, withouhdpei We believe that simulations, rather than physical experi-
affected by external peer connection mechanisms (e.gr, peents, are a more appropriate vehicle for evaluating these
exchange). properties, for three main reasons. First, the BitTorresr-o

Note that, if P, decides to accept the new connectioday cannot be explored using a crawler, as is the case for
it selects the connection to close at random among all théher peer-to-peer systems, such as Gnutella [14]. This is
connections that were initiated by remote peers (the inagmibecause the protocol itself does not offer a generic digkith
connections). In case there is no such connection, it seleetechanism for peer discovery, i.e., there is no way to make
any connection at random. The rationale behind this is & BitTorrent peer (that does not support the peer exchange
maximize the probability that the remote peer can quickkgxtension) to provide any information about the peers in its
recover from such an unexpected connection drop. Indeedpeer set. As several BitTorrent clients do not support this
case the remote peét has reached its maximum number oextension, the information we would get from public toreent
outgoing connections, closing an incoming connection fromould be largely incomplete.
peer P, (an outgoing connection foP;) will allow P, to Second, we cannot analyze existing traces collected at
quickly either establish a new outgoing connection?lfwere various trackers, since a peer never shares with the tracker
to close an outgoing connection, thé&h would only be able its connectivity with other peers in the swarm.
to wait for a new incoming connection request. An additional Lastly, we could instead set up our own controlled testbed,
useful heuristic (which we do not currently employ in oue.g., on PlanetLab, running real experiments and collgctin
simulations) when selecting connections to close wouldobe statistics. However, running such experiments is harder an
never close a connection to a peer that is currently unchokagre time consuming than running simulations, and it will
or is actively sending data. not bring significantly more insights than simulations.éded,

Our preemption strategy assumes titatsomehow knows a frequent argument against BitTorrent simulations, ngmel
whether P; has received its address from the tracker. THbe fact that it is challenging to accurately model the syste
easiest way to implement this functionality is to set a dpeci dynamics, is arguably not applicable in our case, since we
bit in the BitTorrent HANDSHAKE message sent frofy focus exclusively on the overlay construction, which is far
to P;. There are unused reserved bits in the HANDSHAKEasier to model than BitTorrent's data exchange.
message that can be used for this purposePAs untrusted,  In any case, we have validated our simulation results by
P; will never accept more than a few percents of preempteé@mparing them against results from real experiments on a
peers, typicallyl0% of the peer set (yet in our evaluationcontrolled testbed. These experiments are not presented he
we put no limit on the number of accepted preempted peerglie to space limitations, but can be found in our technical
This way, a misbehaving or evil peer will not be able to hareport [1].

a regular peer by making him drop all its connections using acrival and Departure Distributions
preemption with fake peers. . .

Consequently, to implement the preemption strategy, one'_:OIIOWIng observations _by Guet al. [8], we ’T‘O‘?'e' peer
only needs to modify clients, but not the tracker. Moreousr, arrl_val_s and de_partL_Jres with an.expone.ntlal d|s_tr|but_iWe
this new strategy is based on a specific bit set in the HANSPIIt S|mlulated t|m.e int@lots Sloti, where o= 11s dgfmed
SHAKE message, it is backward compatible with existingS the S|mula'ted_t|me elapsed between tiBe(; — 1) minutes .
BitTorrent clients. Indeed, the default behavior of a Bitémt nd time10 - ¢ minutes. We focus on a flash crowd scenario,

client that receives a HANDSHAKE with an unknown bit seYVhere, m.OSt. peers arrive soon aft_er thg beginning of the
is to ignore this bit. torrent’s lifetime. Thus, within each time slétthe number of

new peers that join the torrent1800-exp= %7 (=1 jf § <4
IV. METHODOLOGY and0 if ¢ > 4. Each peer stays connected to the torrent
Before presenting our results, we first outline our experior @ random period of time uniformly distributed between
mental setup and describe the simulation parameters. We tA8 and20 simulated minutes. Under these assumptidnsp
characterize the peer arrival and departure distributivas Peers will arrive during the first0 minutes,497 peers during
consider in this study, and present the metrics used to aealithe next10 minutes,247 peers between th20" and 30"

the properties of the overlay. m@nute, an_d the remaining23 peers during the fou_rth 10-
. minute period. No peers will arrive after the first minutes
A. Experimental Setup of the simulation. As a result, there will be more peer atsiva

In order to investigate the properties of the overlays getiran departures during the first two time slots, and viceaers
erated by the two strategies, we developed a simulator tls#rting from the third time slot. The evolution of the tarre
captures the evolution of the overlay structure over time aie that results from this model corresponds to a typical re
peers join and leave the torrent. The simulator source coerent, based on previous studies [8], [9].



The typical lifetime of a BitTorrent peer is in the order of30, which achieves a better trade-off for the three metrics we
several hours, while the torrent lifetime ranges from salverconsider.
hours to several months. In our simulations, the average pee|n addition, we see in Figuc) that the overlay diameter
and torrent lifetimes are arounich and70 simulated minutes for the tracker strategy BwhenO,,. is set to30. This means
respectively. As we only focus on the overlay constructiofat the peer graph is partitioned into two separate sulbgtap
during the flash crowd, considering longer lifetimes woutd n \We also observe that the bottleneck index increase®fgr.
give any new insights. Indeed, as our results show, the p&afues up t020 and decreases for larger values. To explain
arrival and departure order have a significant impact on tkfese results we focus now on the actual connections among
overlay, unlike the duration of their presence in the tarren peers in the overlay. Figurﬂ 2 plots these connections for th

, . tracker strategy, captured afted simulated minutes, i.e., after

C. Evaluation Metrics the arrival 0f1000 peers (see Sectidn I\}-B), for four distinct

We use three simple metrics to evaluate the structure of @lues ofO,,.,: 20, 40, 60, and80. The results are shown in
overlay, which we believe capture different important ¢aer the form of aconnectivity matrixwhere a dot até, j) means
properties well. First, thdottleneck indexs defined as the that peers and; are neighbors.
ratio of the number of connections between the fisipeers We observe that, for lower values @},,,., there exists
(equal to the maximum peer set size) to join the torregbod connectivity among peers, with some clustering being
(including the initial seed) and the rest of the peers, oller tobserved for those who joined the torrent first. However,iwhe
maximum possible number of such connectio8 £ 80 = increasingO,,... further, we see the formation of a small
6400). This index provides an indication of the presence of @uster that consists of the fir8d peers (same as the maximum
bottleneck between the first set of participating peers &ed tpeer set size). This clustering becomes clearer for intrglgs
rest of the torrent. The existence of such a bottleneck woulgtger values 0f0,, ., to the point where, f00,,., equal
arguably adversely impact both the content distributiopesp to the maximum peer set size, those figst peers form a
and robustness of the overlay. Note that a lower bottleneckmpletely separate partition from the rest of the oveffée
index implies a worse bottleneck. creation of two separate partitions will definitely be hanhb

The second metric we use is tlaverage peer set size system robustness, as the seed and the first peers, whoyalread
A larger average peer set size implies a larger number ltdve most of the pieces, will be unable to share them with the
neighbors, which should lead to more opportunities of figdirrest of the system.
a peer that is willing to exchange data and higher resiliencewe attempt to explain the reason behind this clustering
to churn. with an example. In the following, peeP; is the i*"* peer

Lastly, we measure theverlay diameteras the maximum to join the torrent. ForO,,., equal to40 (see Fig.)),
number of hops in the torrent. A small diameter indicates thall of peer P»5's neighbors belong to the first00 peers
a piece can reach any peer within a few hops. Therefoigho joined the torrent. The reason is that when p&er
this metric also serves to evaluate the diversity of pieces drrives, it establishes outgoing connections to all othér
the system, which has been shown to lead to efficient pieggers already in the system. It then waits for new arrivals in
replication [12]. order to establish the remainifig connections it still needs to
reach its maximum peer set limit. Those missing connections
are satisfied after the arrival of anoth&r peers on average,

In our simulations, we use the official BitTorrent client'sPzs, - - - , Pioo. Similarly, when pees arrives, it establishes
default parameter values and set the maximum peer set siz&foto 40 outgoing connections. HoweveF,yo now needs to
80 and the minimum number of neighbors20. We then vary wait for the arrival of a larger number of peers in order to
the maximum number of outgoing connectiaBs,,, from 5 establish its remaining0 incoming connections, because the
to 80 with a step of5. probability that its IP address is returned by the trackeraw

We evaluate the properties of overlays generated usiRgers decreases as the number of peers in the torrent iesreas
both the default and the preemption strategies. Fifjure ts pld his explains why, as compared #9;, the neighbors 0f00
the three metrics we consider over the maximum number lpg¢long to a larger set of peerBs, . . ., Psoo)-
outgoing connections. We observe that, for the tracketegfya  This leads us to believe that an alternative strategy that
(solid line), there is no value a,,,, that optimizes all three introduces some randomness into the connection estatdithm
metrics. The highest bottleneck index, which would resuwlt iprocess would exhibit better behavior. With that in mind, le
a more robust overlay, as well as a relatively small overlays now look at the properties of an overlay built using our
diameter are both achieved f@,,,, around20. However, proposed preemption strategy. As shown in Figﬂlre 1 (dashed
the optimal average peer set size occurs@py,, equal to line), such an overlay exhibits better characteristics ttiee
80. As a result, the common practice to €&t,,, to half of one generated with the tracker strategy, for the three osetri
the maximum peer set size (thus makind@) is by no means we consider. Moreover, a valug,,,,. equal to the maximum
the best choice. Rather, since average peer set size appsoapeer set size clearly gives the best results for all threeicset
its maximum forO,,,.,, equal to30, we propose setting the In addition, looking at the connectivity matrices of the dag
maximum number of outgoing connections betwé&énand built with the preemption strategy captured aftérsimulated

V. SIMULATION RESULTS
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Fig. 1. Bottleneck index, average peer set size, and ovelimyeter as a function of the maximum number of outgoing eotions, averaged over ten
independent runs. The error bars indicate the minimum arxmuen over all runsThere is no single value d,,., that optimizes all three metrics for
the default tracker strategy. Moreover, the preemptiotsty outperforms the default one for all three metrics.
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Fig. 2. Connectivity matrices for the overlay generated iy tracker strategy afte0 minutes, for a single representative run. A dot at (i,j) nsetrat i
and j are neighborsThe tracker strategy generates a graph that suffers from tddmeck depending on the value @f,,4; the larger Oy,q4 is, the more
clustered the firsB0 peers become.

minutes (shown in Figunﬂ 3), we observe good connectiviictive peers. They observed that, while there is a coroslati
among peers for all value ab,,.., without the clustering between upload and download rates, the majority of content
effects observed with the tracker strategy. is contributed by only a few leechers and the seeds.

Thus, the preemption strategy obviates the need to heurispq,eiseet al. [13] studied the content availability, in-
tically select the maximum number of outgoing connectiong rity, and download performance of torrents on a once-
allowed at each peer, as the best overlay structure is always, |ar tracker website. Andrae al. [2] additionally exam-
attained when that parameter is equal to the maximum peersely gittorrent sharing communities and found that sharing
size. In addition, the proposeq strategy outperforms theute _ratio enforcement and the use of RSS feeds to advertise new
one for all considered metrics. Therefore, the preemptiQl) ant may improve peer contributions. At the same time,
strategy, while simple and easy to implement, offers a §lrogy ;5 et al, [8] demonstrated that the rate of peer arrival
alternative to the one used by most BitTorrent clients. and departure from typical torrents follows an exponential

VI. RELATED WORK distribution and that performance fluctuates widely in $mal

There has been a fair amount of work on the performanEérre”FS' They also proposed inter-torrent collaboratieran
and robustness of BitTorrent systems, most of which is cofficentive for leechers to stay connected as seeds after the
plementary to ours completion of their download. A more recent study by Legout
Bram Cohen, the protocol's creator, first described its mafii & [12] examined peer behavior by running extensive
mechanisms and their design rationale [5]. Several measuf&Periments on real torrents. They showed that the rarest-

ment studies attempted to characterize the protocol'sapties first and choking algo_rlthms play a critical role in BitTontés _
by examining real BitTorrent traffic. Izat al. [9] measured performance, and claimed that the use of a volume-based tit-

several peer characteristics derived from the tracker Ibg -1t algorithm, as proposed by other researchers [$0]ot
the Red Hat Linux 9 I1SO image, including the proportion ofPPropriate.
seeds and leechers and the number and geographical spread Bfiere have also been some simulation studies attempting
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Fig. 3. Connectivity matrices for the overlay generated limy preemption strategy aftéd minutes, for a single representative run. A dot at (i,j) nsetoat
i and j are neighborsWe no longer observe any clear clustering among the peersjoihed first.

to better understand BitTorrent’s system properties. éradh robustness, we have not formally quantified their impacts Th
al. [6] performed an initial investigation of the impact ofis a necessary step in understanding how the overlay steuctu
different peer arrival rates, peer capacities, and peepaewk actually affects system properties. In addition, it woulel b
selection strategies. Bharamie¢ al. [3] utilized a discrete interesting to investigate whether the preemption styatem
event simulator to evaluate the impact of BitTorrent's coree exploited by an attacker in order to disconnect peers from
mechanisms and observed that rate-based tit-for-tat fivesn torrents.
cannot guarantee fairness. They also showed that the raresFinally, while we have examined the tracker strategy and its
first algorithm outperforms alternative piece selectiomtst preemption-based alternative, there exist other stresdzased
gies. Lastly, Tiaret al. [15] studied peer performance towardn gossiping, e.g., peer exchange, which are also promising
the end of the download and proposed a new peer select®ome preliminary results in that direction show that such
strategy that enables more peers to complete their downlostlategies produce an overlay with large diameter and low
even after the departure of all the seeds. bottleneck index, but they achieve the best average peer set
Our work differs from all previous studies in its approackize. It would be interesting to better understand the trade
and results. We performed extensive simulations to examioffs involved in such gossiping techniques, and incormorat
the impact of the overlay construction strategy on systesome of their features into our preemption strategy.
properties and robustness. Our results showcase the iamgert
of the maximum number of outgoing connections and propose ACKNOWLEDGMENTS

a concrete improvement to the protocol. We want to thank Matthieu Latapy for his suggestions on
the use of preemption, and Christos Gkantsidis for his klpf
comments.
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