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Abstract:  In the k-set agreement problem, each process (in a setmocesses) proposes a value and has to decide a proposed
value in such a way that at madstifferent values are decided. While this problem can easily be solved in asynchronous systems prone
to ¢ process crashes whén> t, it cannot be solved wheh < t. Since several years, the failure detector-based approach has been
investigated to circumvent this impossibility. While the weakest failure detector class to solxsé¢hagreement problem in read/write
shared-memory systems has recently been discovered (PODC 2009), the situation is different in message-passing systems where
weakest failure detector classes are known only for the extreme kasek (consensus) and = n — 1 (set agreement). This paper
introduces a candidate for the general case. It presents a new failure detector class,ldgnatedshowdl; = ¥ x Q (the weakest

class fork = 1), andIl,,_; = L (the weakest class fdr = n — 1). Then, the paper investigates the structurélpfand shows it is the
combination of two failures detector classes denaig@nd 2, (that generalize the previous “quorums” and “eventual leaders” failure
detectors classes). Finally, the paper provesihais a necessary requirement (as far as information on failure is concerned) to solve
the k-set agreement problem in message-passing systems. The paper preseriik,alsbased algorithm that solves tle — 1)-set
agreement problem. This algorithm provides us with a new algorithmic insight on the way the)-set agreeement problem can be
solved in asynchronous message-passing systems (insight from the point of view of the non-partitioning constraint defined by

Key-words: Asynchronous systems, Eventual leaders, Failure detectors, Message passing system, Quorums, Reskeictigree-
ment, Wait-freedom.
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2 F. Bonnet & M. Raynal

1 Introduction

The k-set agreement problem This problem is a coordination problem (also caltitisiontask). It involvesn processes and is
defined as follows [5]. Each process proposes a value and every non-faulty process has to decide a value (termination), in a such
way that any decided value is a proposed value (validity) and no morekthéferent values are decided (agreement). The problem
parametek: defines the coordination degrde:= 1 corresponds to its most constrained instance (consensus problemywhite— 1
corresponds to its weakest non-trivial instance (set consensus problem).

Considering the process crash failure modelt le¢ the maximal number of processes that may crash in alrght(< n). When
t < k, thek-set agreement can always be solved, be the system synchronous or asynchronous >Whéme situation is different.
While the problem can always be solved in synchronous systems, [6] (see [25] for a survey), it has no solution in asynchronous system
[2, 17, 27].

The failure detector-based approach A failure detector is a distributed oracle that gives alive processes hints on process failures [3].
Failure detectors have been investigated to shiget agreement problem since 2000 f21Jower bounds to solve theset agreement

in asynchronous message-passing systems enriched with limited accuracy failure detectors have been conjectured in [21] and proved
[16]. The question of the weakest failure detector class fokthet agreement problerk & 1) has been stated first in [24].

The casek = 1 and the casek = n — 1 Whenk = 1, as already indicatektset agreement boils down to consensus, and it is know

that the failure detector clags is the weakest to solve consensus in asynchronous message-passing systenis<whge[4]. Q

ensures that there is an unknown but finite time after which all the processes have the same non-faulty leader (before that time, there
an anarchy period during which each process can have an arbitrarily changing leader). This lower bound result is generalized in [10
where it is shown thalt x € is the weakest failure detector class to solve consensus twken. This means thaXt is the minimal
additional power (as far as information on failures is concerned) required to overcome thetbarri¢? and attairt < n—1. Actually

the power provided by is the minimal one required to implement a shared register in a message-passing systend[qrodjdes

each process with a quorum (set of process identities) such that the values of any two quorums (each taken at any time) intersect, al
there is a finite time after which any quorum includes only correct processes [9]. Fundameéhalbyents partitioning. A failure
detector of the class x §2 outputs a pair of values, one farand one for).

The weakest failure detector classes for the— 1)-set agreement have been established in 2008, and surprisingly they are not
the same in the shared memory model and the message-passing model. More precisely, the weakest class for Golving-tes
agreement problem in the asynchronous read/write shared memory model 3 @gnoted her€,,_;) [28]. Such a failure detector
provides each process with a set(ef— 1) “leaders” that can change with time but these sets are such that, after some unknown but
finite time, they all contain the same non-faulty proéess

Differently, the weakest class for solviri@ — 1)-set agreement in the asynchronous message-passing model Lisnédeess
failure detector class (denotéd) [11]. Such a failure detector provides each progegsth a boolean (thap can only read) such that
the boolean of at least one process remains always false and, if all but one process crash, the boolean of that process becomes
remains true forever.

The general case for read/write shared memory The failure detector clasQ; has first been presented at the PODC'07 rump

session [26] where it has been conjectured to be the weakest failure detector class for solvingtthgreement problem in read/write

shared memory systems. This conjecture has been very recently (PODC 2009) proved by three independent groups [12, 13, 14] (usir

apparently very different techniques). A failure detector of the dlasprovides each process with a (possibly always changing) set of

k processes such that after some unknown but finite time all the sets that are output have in common the same non-faulty process.
The optimality ofQ},, to solvek-set agreement in shared memory systems seems to be related to the fact that this problem is equivalent

to the k-simultaneous consensus problem [1], in which each process exéduatspendent consensus instances (to which it proposes

the same input value), and is required to terminate in one of them. As shown in [28], this problem has been instrumental in determining

the weakest failure detector for wait-free solving the— 1)-set agreement problem in asynchronous shared memory systems.

Content of the paper This paper proposes and investigates a new failure detector class for solvikgehagreement problem in
asynchronous message-passing systems. Its main contributions are the following.

¢ A new family of failure detector classes, denof@dl, }1<x<», is introduced. Its first interest lies in the fact that[l) ~ £ x Q
(i.e., it allows expressing the weakest failure detector class for consensus with a one-dimensional output, namely a set of proces
identities), and (2]1,,—; = £, from which it results thafl,, is optimal for the extreme values 6fwhen one wants to solve the
k-set agreement problem in message-passing systems. Expressing the powepbkbthnd £ with a single formalism was
not a priori evident.

1similarly to consensus, the randomized approach also has been investigated to sbisetthgreement problem [22].
2Anti-Q is defined in a different but equivalent way in [28].

Collection des Publications Internes de I'lr&IRISA



Looking for the Weakest Failure Detector foiSet agreement in Message-passing Systems 3

e It is shown that the clasH,, is actually equivalent to the clags, x Q, whereX,, is an appropriate generalization Bf% We
haveY;, = 3, and very interestinglyl,,_; ~ ¥,,_; ~ £ which sheds a new light on the weakest failure detector class for the
(n — 1)-set agreement problem.

e It is proved that for any, Y, is a necessary requirement (as far as information on failures is concerned) to solvsdhe
agreement problem in message-passing systems. It is worth noticing that the proof of this necessity requirement does rely neithe
on an heavy machinery, nor on a reduction to a previous impossibility result. It is purely constructive and particularly simple.

The paper additionally presents a message-passingl )-set agreement algorithm directly basedlbn ; (i.e.,X,,_1). As already
indicated, this provides us with a new algorithmic insight on the way#the 1)-set agreement can be optimally solved.

Last but not least, an output of this paper is the following intriguing question. As already indicatéeseéhagreement problem and
the k-simultaneous consensus problem are equivalent in read/write shared memory systems [1], which mees$ dggeement can
be solved by executing independent consensus instances. From a “minimal information on failures” point of view, each such instance
relies on the shared memory (i.e., Bipto ensure agreement, and on an instande tof ensure termination. For tlieset agreement we
only need that one instance does terminate. This is what is captufeg ftlgat eventually provides the processes with setsletders
that can arbitrarily change but contain forever the same correct process).

So, the question is: Which is the relation between kst agreement problem and thesimultaneous consensus problem in
message-passing systems? Understanding this link and its nature would give us a better understanding of the fundamental differen
between shared memory communication and message-passing communication. The intertwining between sharing and agreeing see
to be subtle [8].

Roadmap This paper is made up of 8 sections. Section 2 describes the computation model and Section 3 defines the failure detecto
classIl. Then, Section 4 shows that the clas§Hg } andX;, x 2, are equivalent, and Section 5 shows ffigt ; andL are equivalent.

Section 6 presents H,,_;-based(n — 1)-set agreement algorithm. Section 7 proves Hatis a necessary requirement for failure
detector-basetl-set agreement in message-passing systems. Finally, Section 8 concludes the paper.

2 System model and:-set agreement

2.1 System model

Process model The system consists of a setof> 2 asynchronous processes denaokee: {p,...,p,}. Each process executes a
sequence of atomic steps (internal action, sending of a message, or reception of a message). A process executes its code until it possi
crashes. After it has crashed a process executes no more step. A process that crashes duridgudtyun ibat run, otherwise it is

correct Given a run{ denotes the set of processes that are correct in that run. (@p-td) processes can crash in a run. This is called
thewait-free environment

Communication model The processes communicate by sending and receiving messages through channels. Every pair of processes i
connected by a bidirectional channel. The channels are failure-free (there is no creation, alteration, duplication or loss of messages) ar
asynchronous (albeit the time taken by a message to travel from its sender to its destination process is finite, there is no bound on transf
delays). The notationbioadcast MSG_TYPE(m)” is used to send a message(the type of which isusG_TYPE) to all the processes. It

is a (non-atomic) shortcut fofér eachj € {1,...,n}do send MSG_TYPE(m) to p; end for”.

Notation The previous asynchronous message-passing model is deAstgf]. When enriched with any failure detector of a given
classX, it will be denotedAS,, [ X].

2.2 Thek-set agreement problem

As already indicated, thie-set agreement problem has been introduced by S. Chaudhuri [5]. It generalizes the consensus problem (that
corresponds té = 1). Itis defined as follows. Each process proposes a value and has to decide a value in such a way that the following
properties are satisfied:

e Termination. Every correct process decides a value.
e Validity. A decided value is a proposed value.
e Agreement. At mostk different values are decided.

SInterestingly, a failure detector class weaker thar €, is proposed in [7] to solv&-set agreement in message-passing systems. It is easy to shawsth@s, _;
is stronger tharC.
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4 F. Bonnet & M. Raynal

3 Failure detector classes definition

If zz; is the local variable that contains the output of the failure detector at prpgess] denotes its value at at time

3.1 The eventual leaders families (the Omega families)

Each procesg; is endowed with a local variableaders; that satisfies the following properties.

The eventual leaders familyQ; (1 < & < n — 1) This family has been introduced by Neiger [23]. The local variaiMdegers;
satisfy the following properties.

o Validity. Vi : V7 : leaders] is a set ofk process identities.
e Eventual leadership. 37 : 3LD = {¢y,... 0} : (LDNC #0) A (V7' > 7 :Vi: leaders] = LD).

Let us notice that is finite but unknown. Before, there is an anarchy period during which the local $eiders; can contain
unrelated values. After, these sets are equal to the same&/ detthat contains at least one correct process.

Q = Q) is the weakest failure detector class to solve consensus [4] in message-passing systems with a majority of correct processe
and in shared memory systems [15, 18]. @p-based algorithm that solves tleset agreement in message-passing systems where
t < n/2is described in [20]. This algorithm can easily be modified to replace the./2 assumption by a failure detector of the class
31 (as defined below [9]).

The eventual leaders familyQ,, (1 < k <n —1) The clas€,_; (called anti-Omega) has been introduced in [28] where it has been
shown to be weakest failure detector class to solve 1)-set agreement in shared memory systems. It has been generalized in [26] (as
cited in [28]). The local variablekaders; satisfy the following properties.

o Validity. Vi : V7 : leaders] is a set ofk process identities.

e Weak Eventual leadership. 37 : 3¢ € C : V7' > 7 : Vi : £ € leaders] .

Q, is the same a&,. Fork > 1, Q, is weaker thaf);: it requireionly that after some (finite but unknown) time the &eigers;
contain the same correct process. Very recently, it has been showiptieathe weakest failure detector class to sdiveet agreement
in shared memory systems [12, 13, 14]. As noticed in the Introduction, this family of failure detectors is relatek-setltensensus
problem [1].

3.2 Thequorumfamily ¥, (1 <k <n-—1)

Each procesg; is endowed with a local variable-; that satisfies the following properties.

e Intersection. Let{idy,...,idr+1} denote a subset &+ 1 process identities, and, . .., 7,11 be any multiset ok + 1 arbitrary
time instants¥{idy, ..., idgs1} :V{m1, ..., Tha1} I, 1 <i#j<k+1: (grig, N quji'j £0).

e Liveness. 3r: V7' > 7:Vie C: qr] CC.

After a procesg; has crashed (if it ever does), we have (by definitipn)= {1,...,n} forever.
Y is a generalization of the quorum failure detector classtroduced in [10] (that does correspondtg), where it is shown to be
the weakest failure detector class to implement an atomic register in a message-passing system whatever the number of process failu
(“wait-free” environment). It is interesting to notice that the intersection properky,dé the same as the one used to defirmteries
[19].

3.3 The agreement quorum familyll, (1 <k <n —1)

Each procesp; is endowed with a local variablg; that satisfies thintersection andLiveness properties of the quorum family, plus
the following property:

e Eventual leadership. 37 : ALD = {{y, ..., 0y} : V7' > 7 :Vi: gr7 N LD # 0.

After a proces®; has crashed (if it ever does), we have (by definitign) = {1,...,n} forever. Moreover, let us observe that the
Eventual leadership property ofIl, is weaker than th&ventual leadership property of(2;, or Q,: it is not required that, after, ¢r;
must always contain the same correct process.

It follows from thelntersection property that a quorum can never be empty. Moreover, it follows fronhitre@ess property that the
setLD = {¢;,..., ¢} defined in theEventual leadership property is such that D N C # () (which means that this set contains at least
one correct process). Let us also observe that the intersection requiremenEiriheal leadership property is similar to but weaker
than the intersection property used in the definition éfarbiter [19].
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Looking for the Weakest Failure Detector foiSet agreement in Message-passing Systems 5

3.4 Relations between failure detector classes

Definition 1 The failure detector clasd is strongerthan the failure detector clasB (denotedA = B or B < A) if it is possible to
build a failure detector of the clasB in AS,,[A].

It follows from their definitions that (1) for ang: Q, = Q4, and (2)F D standing for any of, , Q, andIl: FD; = ---FD;, =
FDk+1 sz FDn—l-

Definition 2 The classA is strictly strongetthan the classB (denoted4 > B) if A = B and—(B = A).

Definition 3 The classes! and B are equivalent{denoted4 ~ B) if A = BandB = A.

4 HkVSEkak(lgkgn—l)
4.1 FromX, x Q toII,

An algorithm that builds a failure detector of the clagsfrom a failure detector of the clads, x QU is described in Figure 1.

Init: queue; —<1,...,n >.
Task T'1: repeat periodically broadcast ALIVE (%) end repeat
Task T'2: when ALIVE (j) is received suppresg from queue;; enqueug at the head ofucue;.

whenp; readsgr;: let £ bethe first id ofqueue; that belongs to the output 6%y ;
return (output ofXx U {¢}).

Figure 1: FromX; x Qy to II; (code forp;)

Theorem 1 The algorithm described in Figure 1 is a wait-free construction of a failure detector of theldlass.AS,, [Zx X Q%]

Proof Thelntersection property ofII; follows directly from the corresponding propertyXf and the fact thagr; includes the current
output ofXy.

For Liveness property ofIl; let us recall that after some finite time 2, outputs forever the same sft;, ..., ¢} of k process
identities and this set contains at least one correct process. Let us consider any time instanaafter correct process. Due to the
ALIVE (j) messages periodically sent by the correct processes, it follows that the ids of correct processes move at thedegad of
(see taski'2). It follows that the procesg, that is currently selected by the tagR is always a correct process locally output®y.
This, combined with the fact that there is a time after whighalways outputs correct processes, proved theness property ofTly.

The Eventual leadership property ofII; follows directly from the fact that, after some finite time;, always outputs the same
set{/,...,¢;} of k process identities, and the fact that one of these identities appears in the definition of the current yajue of

DTheo’r‘ern 1

4.2 FromII, to X, and €,

It is trivial to build X, in AS,[II;]: the output ofS;, is the output oflT;. The rest of this section focuses on the constructiof};ofn
AS,, [T

4.2.1 Description of the algorithm

Principle of the algorithm Each procesg; manages a local variable.orum_set; that contains a set of quorums. (Its initial value is
the current value aofr;, the local output supplied bif;). The principle of the algorithm is to maintain invariant the following property
wherel, ..., ¢, are different process identities:

(3H{le,..., L} : Yar € quorum_set; : qr N {l1,..., 0} #0),

and “extract”Q), from it.

As we are about to see, this property guarantees that, if the prpcess alone, it could considé¥y, . .., ¢} as its local output
of Q. So, in addition of maintaining the previous property invariant, the processes additional use a reset mechanism and a gossi
mechanism in order to ensure that all the local outp{#s, (. . , ¢ }) eventually satisfy the leadership property(nf.
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6 F. Bonnet & M. Raynal

Description of the algorithm The algorithm is described in Figure 2 in which eaghen statement is assumed to be executed
atomically. Each procegs executes a sequence of phases, locally identifieeklyb;. The behavior op; is as follows.

e Initially, p; broadcastsNEw(quorum_set;, ph_nb;) to inform the other processes of its valyge locally supplied byll;. It
does the same broadcast each time the valug.@fum_set; changes (line 15 whose execution is entailed by the invocation of
pres_inv&gossip() at lines 02 or 07).

e Whenp, receives alEW(gset, ph_nb) message, its behavior dependspbnnb.

— If ph_nb > ph_nb;, p; jumps to the phasgh_nb, adopts the quorum setet it receives (line 03), and broadcasts its new
state (line 04).

— If ph_nb < ph_nb;, p; discards the message.

— If phonb = ph_nb;, p; and the message are at same phase. In that paseldsgset to its quorum setuorum_set;.
Moreover, if this addition has changed its valpggossips it (line 07).

e The procedureres_inv&gossip() is invoked in awhen statement wheguorum_set; has been modified (line 02 or line 07). It
has a reset role and a gossip role.

— Reset. The first is to preserve the invariant property stated before. To that;@edetsquorum_set; if the property was

about to be violated (lines 13-14). In that cagsestarts a new phase.
— Gossip. Then, in all cases; broadcasts the new value @iorum_set;.

e Finally, the algorithm defines as follows the value returned as the current local out@Qut(bhes 09-12). The procesgs first
considers all the increasing sequenceks pfocess identities the intersection of which with each quorum currenglydnum_set;
are not empty (lines 09-10). Let us notice that each of these sequences satisfies the invariant propegtyd@&teeministically
selects and returns one of them (e.g., the first in lexicographical order, lines 11-12).

Init: ph_nb; < 0; quorum_set; — {qr;}; broadcast NEW(quorum_set;, ph_nb;).

when the value ofgr; changes
(01) guorum_set; «— quorum_set; U {qr;};
(02) if (quorume_set; has changedhen pres_inv&gossip() end if.

when NEW(gset, ph_nb) is received

(03) caseph_nb > ph_nb; then ph_nb; < ph_nb; quorum_set; «— gset;

(04) broadcast NEW(quorum._set;, ph-nb;)

(05) ph_nb < ph_nb; then discard the message

(06) ph_nb = ph_nb; then quorum_set; < quorum_set; U gset;

(07) if (quorum_set; has changedhen pres_inv&gossip() end if
(08) end case

when p; readsleaders;:

(09) let k_seqs the set of lengthk increasing sequences of process ids

(10) ¢1 < --- < ¥ suchthawgr € quorum_set;: qr N {l1,..., b, } # 0;

(11) let 44, . .., ¢x bethe first sequence df_seqs (according to lexicographical order);
(22) return({¢1,...,4;}). % local output of2; %

procedure pres_inv&gossip():

3) if (A{¢1,...,Lx} : Vqr € quorum_set; : qr N {l1,..., Lk} # 0)

(14) then ph_nb; «— ph_nb; + 1; quorum_set; <« {qr;} end if;
(15) broadcast NEW(quorum._set;, ph_nb;).

Figure 2: From to 2, (code forp;)

4.2.2 Proof of the algorithm

As Qy, is defined by areventualproperty, let us consider the time instant definition with respect to a run of the algorithm described in
Figure 2.

Definition 4 Letr be the time instanhax(r,, 7, 7, 7s) Where
1. Fromr, : all the faulty processes have crashed,
2. Fromg : for each alive process; : gr; contains only correct processes,
3. Fromr, : 3{¢1,...,¢;} such that, for any alive procegs, we have{(,. .., 0.} Ngr; # 0,
4. From; : all the messagesew() sent beforenax(7,, 73, 7,) are received and processed.
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Looking for the Weakest Failure Detector foiSet agreement in Message-passing Systems 7

Let us notice that is well-defined. This follows from the observation thatis well-defined for any rum;g andr,, are well-defined
due to the liveness property and the eventual leadership property wdspectively, and; is well-defined due to the reliability of the
underlying communication network.

Lemma 1 Let X be the value of the the greatest local variaple nb; at timer. X is finite and nogph_nb; variable becomes greater
thanX + 1.

Proof Let us first observe that, asis finite and only a finite number of messages can be exchanged in a finite dufatisrinite.
The rest of the proof is by contradiction. Let us assume that a process sets its phase nukhbe?.td et p; be the first process that
does it. As it is the first to proceed to the phaset 2, p; has necessarily increasgtl_nb; to X + 2 at line 14 p; cannot receive a
messagelEW(gset, X + 2) while it is in phaseX + 1 and proceeds to the pha&e+ 2 at line 03). As no process was in the phase
X + 1 attimer (very definition ofX), it follows that all the setguorum_set; sent during the phasg + 1 contain only quorumsr,
whose value was the local output f, afterr (line 13). Consequently, all the message=w(gset, X + 1) received byp, are such
thatgset contains only quorumgr, whose value has been obtained aftelt then follows fromr > 7., that there is a s/, .. ., {1}
such thatvgr € gset : gr N {f1,..., 4} # 0. We then conclude that, if the receptionnafw(gset, X + 1) entails the invocation of
pres_inv&gossip(), the test of line 13 is false. Heng#,_nb; is not increased, which proves the lemma. OLemma 1

Lemma 2 There is a finite time after which no message are exchanged.

Proof The proof follows from the following three observations.
¢ As the number of processeds bounded, there is a bounded number of distinct quorums.
e During a phase, no procegssends twice the same set of quorupmsrum_set; (line 02 and Q7).

e The number of phases executed by a process is finite.
DLemma 2

Lemma 3 The setk_segs defined at line 09 is never empty, and each of its elements is a non-empty set.

Proof The proof is by induction. Initiallyguorum_set; = {qr;}, and consequently_seqs is not empty. Moreover, it follows from the
theIntersection property ofll; ¢r; is not empty.

Let us assume that, before modifyiggorum_set; is modified,k_seqs is not empty and each of its element is a non-empty set. We
show the modification ofuorum_set; keeps these properties. The variapl@rum_set; can be modified at line 02, line 03, line 07,
or line 14.

e quorum_set; is modified at line 03. In that caseyorum_set; takes the value ofset that, due to the induction assumption,
satisfies the property.

e quorum_set; is modified at line 14. This case is a reseyabrum _set;: it is exactly the same as the initialization case. Hence,
quorum_set; then contains only the non-empty set.

e quorum_set; is modified at line 02 or 07. In both cases, the procedues_inv&gossip() is invoked. The case where line
14 is executed has been dealt with in the previous item. If the line 14 is not executed, the préfiicate. , ¢} : Vqr €
quorum_set; : qr N {41,..., L} # () is satisfied. But this predicate is exactly the predicate that states thwt is not empty

and none of its elements is the empty set (line 12). O
Lemma 3

Lemma4 3LD = {{,,...,4;} : LDNC # 0 : 37 > 7: V7" > 7': Vi € C: leaders] = LD.

Proof Let M be the greatest phase number ever attained by a correct process. Due to Lemma 1 this phase number does exist. Moreov
due to the lines 15 and 03, all the correct processes enter the phase

During the phasé/, each correct procegs exchanges its quorum s@iorum_set; each time this set is modified (lines 02 and 07).
It follows from the network reliability and the fact that, during a phagey-um_set; can take a bounded number of distinct values, that
there is a finite time after which all the correct processes have the same set of quorums in their local vawablesset; (line 03).

Let QS be this set of quorums.

Let 7" be a time after which all the procesggsare such thaguorum_set; = QS. The first part of the lemma follows from the fact
that, afterr’, the processes compute deterministically the samé Bebf & leaders from the (never changing) same inQut (lines
09-12).

The fact thatl.D contains a correct process follows from the the liveness propeitly, ¢there is a finite time after which eagh;
contains only correct processes), from which we conclude that the quordpbssintains only quorums made up of correct processes.
Due to its very definition, it follows thak D contains at least one correct process. O emma 4
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8 F. Bonnet & M. Raynal

Theorem 2 The algorithm described in Figure 2 is a wait-free quiescent construction of a failure detector of th@glaslS,, [I1;].

Proof The fact that the algorithm constructs a failure detector of the €lagsllows from Lemma 3 (validity), and Lemma 4 (eventual
leadership). The fact that the algorithm is quiescent follows from Lemma 2. Finally, it is trivially wait-free as there is no wait statement.
DTheo’r‘ern 2

Theorem 3 I, ~ X x Q.

Proof Theorem 1 has proved that, x Q; > II;. Theorem 2 has proved thHf, > Q. Finally, (as already noticed), taking taking the
output ofTIj, as the output oE;, proves thall; > Y. UTheorem 3

5 II,yvsL

5.1 The failure detector classC

The failure detector class (for loneliness) has been introduced in [11] where it is shown to be the weakest failure detector class that
solves thgn — 1)-set agreement problem in message-passing systems. ([11] also shof/ssthtaictly stronger thaf,,_; and strictly
weaker thark.)

It is defined as follows. Each processis provided with a boolean variabtéone; that it can only read. These variables are such
that:

e Stability. There is at least one process whose boolean remains afw/ays
e Loneliness. If only one process is correct, eventually its boolean outptits forever.

By definition, after a procegs has crashed (if it ever crashes) its boolaedwme; is set tofalse and keeps that value forever.

Let us notice that nothing prevents the value of a booldane; to change infinitely often (as long as the corresponding progess
is neither the one whose boolean remains always false, nor the only correct process in the the case where all the other process crash)

5.2 FromlIl,_;to L

The algorithm that constructs a failure detector of the clag®m any failure detector of the cla$k,_; is described in Figure 3. Itis
pretty simple: the boolean of a procegsshecomes true (and remains true forever) only if the quorum of that process contains only its
own identity. (A similar construction is described in [11] to show thas stronger thart.)

Init: alone; «— false.
whengr; = {i}: alone; «— true.

Figure 3: From:,,_; to £ (code forp;)

Theorem 4 The algorithm described in Figure 3 builds a failure detector of the clags.AS,[Z,,—1].

Proof The Loneliness property ofZ follows from a simple observation. If a single processs correct, it follows from the. iveness
property oflI,,_; that eventually;r; = {i}. When this occurslone; is set to true and remains true forever.

The proof of theStability property ofL is by contradiction. Let us assume that all the boolean variafites:; are set to true. Due
to the initialization, this means that, for eagh we had at some timer; = {i}. But this violates théntersection property of%,,_;.
Consequently, there is at least one process whose boolean variable remains always false. OTheorem 4

The following corollary is an immediate consequence of the factlihat; = ., _; x On — 1.

Corollary 1 The algorithm described in Figure 3 builds a failure detector of the clags.AS,,[11,,—1].

53 From/Ltoll,_;

The algorithm that constructs a failure detector of the cligs; from any failure detector of the clagsis described in Figure 4. Itis
very simple. Each procegs periodically sendaLIVE (i) messages, processes the messages it receives, angdtselti} whenalone;
becomes true (thewy; is no longer modified).

Theorem 5 The algorithm described in Figure 4 is a wait-free construction of a failure detector of theldlassin AS,,[L].
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Init: gr; < {,7} wherej # 1.
Task T'1: repeat periodically broadcast ALIVE (i) end repeat

Task T'2: whenalone; becomestrue: gr; — {i}.
when ALIVE (j) is received if ((i # j) A (lgrs| # 1)) thengr; — {4, j} end if.

Figure 4: From£ to IT,,_; (code forp;)

Proof The proof considers each propertyldf | separately.

Proof of thelntersection property. Ask = n — 1, we have to prove that{7,...,7,} : 3i,j : 1 <i # j <n:(gr]' N quT-j # 0).
Due to theStability property ofL, there is at least one process (ggysuch thatlone; never becomesgrue. So, untilp; crashes (if it
ever crashes), we haygr;| = 2. Consequently, there is always a processuch thayr; = {4, j}, from which it follows that there is
always a process; (not necessarily always the same) such that at any dgime ¢r; # 0, which proves the property unii}; crashes.
After p; has crashed (if it does), thetersection property is trivially satisfied.

Proof of theLiveness property. Letp; be a correct process. We consider two cases.

e The booleanlone; takes (at least once) the valtiese. In that case, we will haver; = {i}. Then,qr; remains forever equal to
{i}, and theLiveness property is satisfied.

e The boolearulone; never takes the valug-ue, and consequently we will never haye; = {i}. In that case, there are other
correct processes (at least one). As, after some finite time, there are only correct pragegsiéseceive infinitely often
messagesLIVE (j) from each of these correct procespggand it will receive messages only from them). It follows that, after
some timegr; contains only ids of correct processes.

Proof of theEventual leadership property. We have to prove that : LD = {¢1,..., 0,1} : V7' > 7 :Vi: &7 NLD # .
Let us recall that any boolean (but one) can flip infinitely often betwea andtrue. Let 7 be the time after which no more boolean
moves fromfalse to true for the first time. LetZ = {i|37 : alone] = true}. It follows from the definition ofL that0 < |Z] < n — 1.
We consider two cases.

o [Z|=n—1.LetZ ={t,...,4,_1}and takeLD = Z. We show that, in that case, afterwe always hav&i : LD Ngr; # 0.
This is trivial for any procesg,,, 1 < z < n — 1, as we always havé, € qry . Let us now consider the procegs, such that
aloney, remains always equal false (due to definition ofZ, p,, does exist). Due to the algorithm of Figure 4, the progesss
such that we always hayer, | = 2. Consequently, the predicaje, N LD # () is always satisfied, which completes the proof
of the case.

e |Z] <n—1. Let|Z| = z. Let us recall that each processin Z is such that after some finite time we always haxg= {i}.
In that case, let us addh — 1) — = processes t& in order to obtain a setD of (n — 1) processes. Due to the definition &f
and the algorithm of Figure 4, it follows that the process (gay that is not inLD is such thatqr,, | = 2. Consequently (as in
the previous item) the predicage,, N LD # () is always satisfied. Hence, the deb satisfies the&ventual leadership property,
which completes the proof of the theorem.

|:]Theorem 5

54 Y, , Land,_;
Theorem6 X, 1 ~ L ~Tl,,_1 ~Y,_1 X Q_1.

Proof The proof follows from Theorem 4 (that buildsfrom ¥,, 1), Theorem 5 (that buildH,,_; from £), and Theorem 3 (that builds
Y1 x Q,_1 fromII,_4), and the fact thak,,_, is trivially obtained from>,,_; x Q,,_. OTheorem 6

This theorem generalizes a result of [9] where it is shown¥hate 31 x Q; in systems made up = 2 processes. The following
corollaries are an immediate consequence of the previous theorem and the definitioriTof second one generalizes a result of [11]
that (expressed with our notations) stafgs~ £ > ,,_1.

Corollary 2 %.,,_; is stronger thar(2,, .

Corollary3 X1 =Yg > ... =3, o> X, 1 ~ L.
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10 F. Bonnet & M. Raynal

6 A, i-based(n — 1)-set agreement algorithm

An L-basedn —1)-set agreement algorithm is presented in [11]. Hence, the stacking of this algorithm on top of the algorithm described
in Figure 4 (that build$L,,_,, i.e.,3,_1, in AS,[L£]), supplies &,,_;-basedn — 1)-set agreement algorithm. This Section describes a
(n— 1)-set agreement algorithm that is directly built on topaf_; and consequently saves the constructiof @fhen one is provided

with a failure detector of the clags,,_;.

6.1 The algorithm

The code of the algorithm for a processis described in Figure 5. The local varialle,; containg;’s current estimate of the decision
value, whilegsize; contains a quorum size, namely, the size of smallest quorum that allowed computing the current egdue of

The processes proceedrirasynchronous rounds. At the end of the last roppdeturns (decides) the current valueest; (line 09).
During a round-, a procesg; first broadcasts it current state (the p@isize;, est;)) and waits for the current states of the processes in
its current quorungr; (lines 03-04). Then, considering these stdtgsze, est) plus its local statep; selects the smallest one according
to their lexicographical orderifg(line 06). Finally,p; updatesysize; andest; (line 07). The local estimatest; is updated to the
estimate valuest,, of the processes, of ¢ = ¢r; U {i} such thaysize, is the smallestysize; is set tomin(gsize,, |g|) to take into
account the size of the quorum that allowed computistg (line 07).

Function set_agreement,, _; (v;):

(01) est; «— vy; gsize; «— n;

(02) for r; from 1ton do

(03)  broadcast PROPOSEr;, gsize;, est;);

(04)  wait until ( PROPOSEKr;, —, —) received from all the processes imyr;);
(05) let g be {i}U the quorumyr; that allowed thevait statement to terminate;
(06) let (gsize, est) bethe smallest pair (lex. order) rec. from the processes
(07) gsize; < min(gsize, |q|); est; < est

(08) end for;

(09) return(est;).

Figure 5:%,,_;-basedn — 1)-set algorithm (code fop;)

6.2 Proof of the algorithm

Notation 1 Letest! denote the value ofst; at the end of the round (that is the value oést; at the beginning of the roung@ + 1) if
p; Starts that round). LeEST'[r] = |J,{est] }.

Lemma5 Letr be around,1 < r < n. Atthe end of-, (i) |[EST[r]| < (n — 1), or (ii) the proces®; that has the greatest pair
(gsize;, est;) at the beginning of the round is such thaysize; = 1 at the end of the round.

Proof Let us consider a round and assume that Ite() is not satisfied, i.e., we hav&ST[r]| = n. The proof shows that Iterfi¢)
is then satisfied. Let; be a process with the highgstsize, est) pair (according to lexicographical order). ABST[r]| = n, all the
estimate values are different at the end-gfrom which follows that the process is unique.
Let us first observe that no other procgssan adopt the valuest; of p;. This is because whew executes line 05 we havec ¢
and the paifgsize;, est;) is the highest according to lexicographical order, from which we concludefennot select it at line 06.
Let us now considep;. If it receives at line 04 messages from other processesqi,e# {i}), it adopts one of these pairs to define
its new value ofysize; andest;. We then haveEST[r]| < n which contradicts the assumption stating that Itginis not satisfied.
Consequently, this case cannot occur. If, at line4receives a message only from itself, we then have= {i}, i.e.,|¢| = 1 at
line 05. In that caseysize; is set tol at line 07 which concludes the proof of the lemma. Oremma 5

Lemma 6 If, during a roundr, 2 < r < n, a proces®; setsgsize; to 1 due to another process (i.e., whijlg # 1 at line 07), then two
processes have the same estimate value at the end of that round.

Proof Let ONE|[p] be the set of processes such thatgsize, = 1 at the end of the roungd, and EST_ONE|[p] be the set of their
estimates at the end pf The definitionONE|p] is extended as follows for the processes that crash. If a prpgegsshes after it has
been added t& NE|[p], it is also added t®NE[p’] for all p’ such thap < p’ < n. We consequently haweNE[p] C ONE|[p + 1].

4Recall that this order is defined as followgl, est1) < (g2, est2) = ((q1 < g2) V (¢l = q2 A estl < est2)).
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Letr > 1 be around. Let us consider the procegsgthat are inONE[r — 1] and execute the round As all these processes
are such thagsize, = 1, some of them can adopt the estimate value of other processes but those processes b\dfg to1]. The
important point is that the set of their estimate values remains the same or decreases during the round

Let us now consider the processdefined in the lemma assumption. It is such thgtONE[r — 1] andi € ONE[r] (itis duringr
thatp; setgsize; to 1 while |¢| # 1). Consequentlyy; has adopted an estimatet associated with an integesize = 1. It follows that
est! € EST_ONE[r —1].

It follows from the previous observations tH@dNE[r — 1]| < |ONE[r]| and EST_ONE[r — 1] = EST_ONE]|r], from which we
conclude that two processes ©IVE[r| have the same estimate value. Oremma 6

Theorem 7 TheX,,_;-based algorithm described in Figure 5 solves the- 1)-set agreement in a wait-free environment.

Proof The validity property of thé:-set agreement problem follows from the initialization of the local variadesand the fact that,
when it is updated to a new value, such a variable can only take the value of one of the estimates values (lines 03, 06 and 07).

The termination property consists in showing that no correct process can block forever at line 04. The proof is by contradiction. Let
r be the first round during which a correct process blocks forever at line 04. As no correct process blocks forever during areund
it follows that every correct process broadcasts a messageoskr;, —, —) when it starts the rounel Moreover, due to the liveness
property of%,, 1, there is a finite time after whickr; contains only correct processes. If follows from these observations that there is
a finite time after whichp; has received a roundmessage from all the processegif), and consequently no correct process can block
forever at round- which contradicts the definition of the roundHence, all the correct processes decide.

The proof of the agreement property (at mpst— 1) distinct values are decided) is by contradiction. Let us assume: tthistinct
values are decided. Hence, each process executesthends and decides at the end of the roundhich means thgt£ ST [n]| = n.
The proof is a consequence of the following items.

1. Itfollows from EST[r 4+ 1] C EST[r] and|EST[n]| =n,thatVr: 1 <r <n: [EST[r]| =n.

2. Initially, all the variablesysize; are equal ton.

3. Due to the lines 06-07, once a procgsshas updatedsize, to 1, gsize, keeps that value forever.

4. Letus consider the case where there is at least one prpcsssh thaysize; > 1 atthe beginning of around As|[ESTr]| = n

(Item 1), Item(s) of Lemma 5 does not apply. So, it follows from Itef#i) of this lemma that, the procegs, the (¢gsize; >
1, est;) of which is the greatest at the beginningrofs such thagsize; = 1 at the end of that round.
5. It follows from the previous items 2,3 and 4 that all the procegsase such thajsize; = 1 at the end of the round = n.

Let us notice that, as there atalistinct values at the end of the round|[EST[r]| = n), it follows from Lemma 6 that the update
of gsize; to 1 by p; is due to the fact thag = ¢r; U {i} with |¢| = 1 whenp; has executed the lines 04-07 during some rotnd
(otherwise, due to Lemma 6, we would hal@ST'[r]| < n). Consequently, for each processthere is a time; such thayr]" = {i},
which contradicts the intersection propertyXf (in any set ofn quorums, two of them have to intersect), and concludes the proof of
the k-set agreement property. Orheorem 7

7 Necessity ob; to solvek-set agreement

This section shows thai, is necessary to solve theset agreement problem as soon as we are looking for a failure detector-based
solution. To that end, given any algorithmthat solves thé:-set agreement problem with the help of a failure deteBxowe provide
an algorithm that emulates the outputXyf. This means that it is possible to build a failure detector of the éaskom any failure
detectorD that can solve thé&-set agreement problem (according to the usual terminolBgycan beextracted fromthe D-based
algorithm A). The output o, atp; is kept ingr;.

Interestingly enough, and in addition of being more general, the proposed construction (Figure 6) provides us with a proof of the
necessity ob; to solve the consensus problem that is simpler that the one described in [9].

Underlying principle  As in [11], the proposed extraction algorithm does not rely on the asynchronous impossibility of a problem. Its
design principle is the following. Each procesgarticipates in several runs df Let R;, denote a run ofl in which only the process

pi participatesRy; ;3 (i # j) a run of A in which only the processes andp; participate, etc., an&; 5. ,) arun ofA in which all

the processes participate. This means that in a run deitjeshly the processes @j take steps, and each procesg)éither decides,
blocks forever or crashesSo, the extraction algorithm us2% — 1 runs of A. Let us observe that, due to asynchrony and the fact that
any number of processes can crash (“wait-free” environment), any prefix of any of these runs can occur in a given execution.

5As the processes that are not@rdo not participate, the messages sent by the proces§ptodhese processes are never received. Alternatively, as in [11], we could
say that the processes@f“omit” sending messages to the processes that are @t in
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The algorithm  The algorithm executed by each processs described in Figure 6. Each process manages two local variables: a set
of sets denoted; and a queue denotegadeue;. The aim ofS; is to contain all the set§ such thap; decides in the rukg (Task1'1),
while queue; is managed as the queue with the same name in Figure 17(thakd firstwhen statement of'3). The important point
point is here that the correct processes eventually appear before the faulty processes;in

The idea is to select a set 6f as the current output df,. As we will see in the proof, anyk + 1) sets ofS; are such that
two of them do intersect which will supply the intersection property. The main issue is to ensure the liveness prape(tyaofiely,
eventually the segr; associated wittp; contains only correct processes), while preserving the intersection property. This is done as
follows with the help ofgueue;. The current output oEy, is the set (quorum) of; that appears as being the “first” fmeue;. The
formal definition of “first set ofS; wrt queue;” is stated in the task’3. To make it easy to understand let us consider the following
example. LetS; = {{3,4,9},{2, 3,8}, {4, 7}}, andqueue; =< 4,8,3,2,7,5,9,--- >. The setF' = {2, 3,8} is the first set of5; with
respect tajueue; because each of the other séts4, 9} and{4, 7} includes an elemen®(@nd?7, respectively) that appears jmeue;
after the elements df'. (In case several sets are “first”, any of them can be selected).

Init: S; — {{1...,n}}; queue; —<1,...,n>;
foreach@ € (2"'\ {0, {1,...,n}}) such that(i € Q) do
let Ag denote theD-based instance o in which participate only the processes@f
p; proposes to Ag end for.

Task T'1: when p; decides in the instance ¢f in which participate only the processes®@f S; — S; U {Q}.
Task T2: repeat periodically broadcast ALIVE (%) end_repeat
Task T'3: when ALIVE () is received suppresg from queue;; enqueug at the head ofueue;.

when p; readsgr;: let m = minges, (max,cq (rank[z])) whererank[z] denotes the rank of in queue;;
return (a setQ such thatmax, ¢ (rank[z]) = m).

Figure 6: Extracting-;, from ak-set agreement failure detector-based algorithm

Remark Initially .S; contains the sefl,...,n}. As only sets of processes can be addesl;t@Gask7'1), S; is never empty. Moreover,
it is not necessary to launch a run in which all the processes participate. This is becaus®-hasleek-set agreement algorithr is
correct, it follows that all the correct processes decide in thafun ;. This case is directly taken into account in the initialization
of S; (thereby saving the ruRy; . ,;).

Theorem 8 Given any algorithmA that solves thé:-set agreement problem with the help of a failure dete@orThe algorithm
described in Figure 6 is a wait-free construction of a failure detector of the ¢lass

Proof TheIntersection property of¥; is proved by contradiction. Let us first notice that agetreturned to a procesgs is a setQ
of S;. Let us assume that there dre- 1 subsets of processéy, ..., Qi1 that ()Ve : 1 <2z <k+1:Q, € U;;<, S and (2)
Ve,y:1<z#y<k+1:Q,NQ,=0. (pairwise independence). The item (1) means hatan be returned as the valuegf
by a proces;.

Let@Q = Q1U...UQx+1. Let R be the run ofd in which (1) only the processes @f participate, and (2) foreach 1 <z < k+1,
the processes @, behave exactly as iRg, (as defined in thénit part of Figure 6). Due to the second item,fin the processes in
@z 1 < j < k+1, that decide do decide as Ry, . It follows that, even if the processes in eda@h would decide the same value,
up tok + 1 different values could be decided. This contradicts the factAhsalves thek-set agreement in the ruR, from which we
concludethaBz,y: 1 <z #y <k+1:Q,NQ, # 0 which proves théntersection property of%y.

As far as thd_iveness property, let us consider the run dfin which the set of participating processes is exa€t{the set of correct
processes). Due to the termination propertylokvery correct process does terminate in that instance. Consequently, in the extraction
algorithm, the variablé&; of each correct procegs eventually contains the sét

Moreover, after some finite time, each correct proggseceivesaLIVE (j) messages only from correct processes. This means that,
for each correct procegs, all the correct processes eventually precede the faulty procesgesuie;. Due to the definition of “first
set of S; wrt queue;” stated in the task’3, and the fact thaf € 5;, it follows that the quorun®) selected by the task3 is such that
Q@ C C, which proves the liveness propertyXf. O heorem 8

8 Concluding remark
This paper has addressed the question of the weakest failure detector class to séhsetttagreement problem in asynchronous

message-passing systems prone to any number of process crashes. It has digpasedcandidate for the corresponding failure
detector class, and has shown thatl{l)andIl,_; are indeed the weakest classesifor 1 andk = n — 1, respectively, and (2Xy, is
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a necessary requirement for akiyAlthough it seems a posteriori simple, finding a single parameterized formulatiah far(2; and
L was not a priori evident. The remaining question is nowtljsthe end of the road or has it to be made stronger in order to be the
weakest class wheh< k£ < n?
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