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Strategies for Data Dissemination to Mobile Sinks
In Wireless Sensor Networks

Elyes Ben Hamida, Guillaume Chelius.

Abstract—A wireless sensor network (WSN) is a multihop \%—% eliflz static
wireless network consisting of spatially distributed autmomous \‘{7 il Siok
sensors with sensing, computation and wireless communidah a % '®)
capabilities. Each sensor generally has the task to monitor { t T
and measure ambient conditions, and disseminate the collestl O O O O O O O
data towards a base station, or sink, for data post-analysis o - O - @) : O
and processing. Many data dissemination protocols have bee })
proposed to allow the dissemination of the collected data teards O . O ( 2
a static sink. However, mobile sinks have been shown recentl O O Q\ O
to be more energy-effective than static ones. In this artid @) O ﬁ
existing data dissemination protocols supporting mobileisks are O O @) O O
summarized. Furthermore, sink mobility is analyzed as wellas O SRR e
its impact on the energy consumption and the network lifetine.

Index Terms—Wireless multihop networks, sensor networks, Frig. 1. Example of a Wireless Sensor Network (WSN) for target tnacki
mobile sinks, data dissemination/collection. and intrusion detection applications using static and rtelinks.

[. INTRODUCTION
. : . ... Applications for wireless sensor networks fall in three onaj
Due to the recent technological advances in m|n|atur|zg- L - - ;
ategories: (i)Periodic sensing:sensors are always moni-

tion, low-power circuit design, and efficient wireless capg, i . ; : )
o ; ' oring the physical environment and continuously repagrtin
bility, Wireless Sensor Networks (WSN) have emerged easurements to the sink, such as in weather monitoring

Zn%mg:/'i? '?p;ﬁgggg:;gysvggﬂ gzmvséc;ﬁsefnr?‘gﬁgﬁgmg'itsaargppli_cat_ions; (i) Event-driven: sensors operate in a silent

ter management intrL;sion detection, target trackingj’cmc ﬁmmtormg state and are pro_gram_me_zd to T‘O“fy abogt events,

surveillance, etc ,A Wireless Sensor' Network is a muIti-SUCh.aS the presence O.f ol;_mjects n |ntr_L_JS|0n detectionettarg
’ trzcklng or military applications; and (iiQuery-basedthe

hop W|reles_,s network with tens, hundre(_js or thousands o nerated data reports are kept available within the sensor
sensors being deployed over an area of interest. Each serﬂs r

) . . : . ecfwork, and sensors react to the sink’s queries by retgrnin
is generally a constrained device with relatively small mem) .

. ) - the corresponding requested measurements and events.
ory resource, restricted computation capability, shortgea i o
wireless transmitter-receiver and limited built-in bagteThe  Several data dissemination protocols have been proposed
deployment of sensors can be done in a random fashiigy Wireless sensor networks with a static sieky. Directed

(e.g., airplane dropping in a disaster management scenarib)ffusion. This approach assumes that each sink needs to
or placed manually in strategic locations.d., for intrusion periodically flood its location information through the sen
detection or target tracking applications). field. This procedure sets up a gradient from the sensor nodes

These sensors measure and monitor ambient conditionéqnthe smk, so that each sensor is aware of the sink location
the surrounding environment. Typical sensing tasks ar¢, hégr sending future events a'f'd measurements. Howeyer, such
pressure, light, sound, vibration, presence of objegtts The a strategy does not scale with the network size and increases
measurements and monitored events are then forwarded it N€twork congestion. Moreover, the static sink may limit
data post-analysis towards a more resource rich devicedcali"® Network lifetime as the 1-hop neighbors of the sink aee th
a base station aink This procedure is calledata dissemina- Pottleneck of the qenllvork. Exploiting molia!le imks, msi:mf
tionand is generally performed from the sensors generating fffgtic ones, in a wireless sensor pet_vvor ISt us anin Bgest.
data, termed alssource nodesowards a static sink usingra concept to enhance the network lifetime by avoiding exeessi
to-1 communication paradigm, as shown on Figure 1. The S"t]rlgnsmission overhead at nodes that are close to the lacatio
can thus take the appropriate action according to the sgnstt would be occupied by a static sink.

input, e.g., sending an alarm notification or a report on the In such a context, the difficulty for sensor nodes is to
Internet or to a satellite. efficiently track the mobile sink to report the collected mea
surements. As flat architectures and flooding-based pristoco
Elyes Ben Hamida and Guilaume Chelius are with the INRIAJo not scale, overlaying a virtual infrastructure over the
ARES team, CITI Laboratory, National Institute of Appliecci&ce of hvsical k h i b . . d ffici
Lyon, F-69621, Villeurbanne, France. Email: elyes.bemida@insa-lyon.fr, physical networ as often been Investigated as an efficient

guillaume.chelius@insa-lyon.fr. strategy for an effective data dissemination in presence of
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mobile sinks. This strategy is implemented in protocolg liklocation information is known by the sensors, data reports
TTDD [1], GHT [2], LBDD [3], DDB [4], etc. They all use the can be sent directly to the sink. In such a case, periodic
concept of virtual infrastructure which acts as a rendazsvoand event-driven data reporting methods can be considered.
area for storing and retrieving the collected measurem@&hts However, in a wireless sensor network with a mobile sink,
sensor nodes belonging to the rendez-vous area are designa¢énsors do not have ararpriori knowledge of the mobile
to store the generated measurements during the absena osihk location. Thus, the difficulty is for sensors to effidign
sink. Once, the mobile sink crosses the network, the detgdnatrack the sink and report the measurements and events. A
nodes are queried to report the sensory input. This virtuadnvenient solution to this problem is to overlay a virtual
infrastructure can be built usingbeckbone-basedr arendez- infrastructure, or a backbone, over the physical netwonk, a
vous-baseapproach. The former is built according to a selfto exploit this structure during the data disseminatiorcpss.
organizing scheme, while in the latter some localized rendelThe underlying idea is to consider the structure as a rendez-
vous areas are defined within the sensor field. vous region for storing the generated data reports suchttbat

In this article, we discuss the advantages of using mobiteobile sink can easily collect them using a query-based data
sinks and the main challenges in the design of data dissemporting method. If this virtual structure is well desidnene
ination protocols. Next, we survey and classify the state ofn achieve scalability and energy-efficiency.
the art of data dissemination protocols that overlay a alrtu  Mobility support: The last issue concerns the management
infrastructure over the physical network to support mobilef the sink mobility. This can be performed using the-
sinks. Finally, we analyze and compare, using simulatiorngressive footprint chainingtrategy. The sink elects among its
threerendez-vous-basediata dissemination protocols and weneighbors asink manager This sink managerforwards the
show how the considered virtual infrastructure impacts thsnk queries’ towards the sensors, and transmits the meteiv
network performance in terms of network lifetime and energyata reports to the sink. If the distance between the sink and
consumption. its sink manageiexceeds a given value, a nesink manager

is chosen and a logical link towards the alshk managelis
Il. MOBILE SINKS: ADVANTAGES AND DESIGN ISSUES established. This approach is used by RailRoad [8], LBDD [3]

A. Why using a mobile sink ? DDB [4], etc

The sink mobility assumption may be useful for numerous
applications. A typical application scenariotarget tracking
and intrusion detection As shown on Figure 1, sensors are Data dissemination protocols can be classified according
deployed and placed in strategic locations to monitor tfie several general criteria, as shown on Table I, such as the
battlefield area and detect enemy intrusions. When an intrustype of the disseminated information, the target of theetiss
is being detected, sensors report an alarm to the mobiéation, and the virtual infrastructure used. More gergral
sink which monitors the progression of intruders and takagtual infrastructures can be divided intendez-vous-based
the appropriate action®(g., sending the enemy position toandbackbone-basedpproaches.
the command center via a satellite). The sink represents an
important component of a wireless sensor network as it ag{s Classification of data dissemination protocols
asa gat(_away bety\_/een SENsors and the end_-user. Data dissemination protocols can be classified according to

The sink mobility assumption can be imposed by thse

S ) . Several criteria. First, they vary in the nature of the disise
nature of the deployed application. For example, in segurit : C . -

. : S ated information(i) data disseminationthe measured data
constrained scenario the use of a mobile sink makes hareer th . . - : N .
damaae of such component. Indeed. if a static sink is lo atls disseminated(ii) meta-data disseminatiora meta-data is
) 9 . P N ! - %‘idssemlnated while the measured data remains storedytocall
it can be easily compromised and damaged by malicious . L . : S .

. . In"the sensor; andiii) sink location disseminationthe sink
users, thus making the sensors disconnected from the elnd- o . '
. . . ocation is stored in the sensor field. When a node detects a

user. On the other hand, sink mobility may improve th

- . . ew event, it determines the sink’s location and the data is
network connectivity by allowing the retrieval of colledte : .
. .then forwarded to this location.
measurements from several isolated parts of the sensor fiel o .
he protocols can also be classified depending on where

Furthermore, mobile sinks have been shown to improve the, & o 0o disseminatedi) a single node:the dis-

network lifetime by spreading the overhead of nodes that are . . L : :
. : seéminated information is stored in a particular node uguall
close to the sink location.

chosen in a deterministic and/or geographic w@iy;a node
o out of a group of nodesa group of nodes is defined and
B. Design issues the information is disseminated towards one node out of this
Despite the numerous advantages discussed above, the giitkip, generally the closest to the source; @iyl a set of
mobility brings several challenges when designing energyedes:the information is replicated over a set of nodes.
efficient data dissemination protocols. These issues ae di Finally, protocols vary in the virtual infrastructure foeah
cussed below in more details. by the set of potential storing nodes. In general, virtuakisr
Sink location and reporting method: The main goal of tructures can be divided inteendez-vous-basedpproaches
a sensor is to monitor the surrounding environment and amd backbone-base@pproaches. In both cases, the virtual
forward measurements and events towards the sink. If ttke sinfrastructure acts as a rendez-vous region for the quarids

IIl. A SURVEY ONDATA DISSEMINATION PROTOCOLS
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Protocols Disseminated Data reports Virtual Position

information location infrastructure  awareness

GHT [2] data 1 node hashed location yes

Locators [5]  sink location 1 out of N nodes hashed location yes
TTDD [1] data 1 node grid yes
QDD [6] data 1 out of N nodes quad-tree yes
LBDD [3] data 1 out of N nodes/replication line/strip yes
XY [7] data replication random line yes
Railroad [8] meta-data 1 out of N nodes rail yes
HCDD [9] data 1 out of N nodes clusters no
DDB [4] data 1 out of N nodes backbone no

TABLE |

DATA DISSEMINATION PROTOCOLS IMPLEMENTING A VIRTUAL INFRASTRUCTURE A SUMMARY.

the generated data. This concept brings several advantagestinues until the grid is completely built. A sink can thus
First, a virtual infrastructure allows to gather all the geated transmit a query which propagates along the grid to reach the
data in the network, and permits to carry out some dasaurce node. The data reports are then transmitted directly
optimisations €.g.,data aggregation) before sending them tthe sink. When the target is mobile, the number of sources
the sink. Second, in scenarios where sensors are deployednd grids increases and then may limit the network lifetime.
an hostile environment, source nodes can be put in jeopardy b QDD: The QDD [6] protocol defines a common hierarchy
several risk factorse(g.,wildfire, seism,etc), and thereby the of data forwarding nodes created by a Quadtree-based parti-
risk of losing some important data is high. To make durabtning of the physical network into successive quadramss,
the generated data, the source node can disseminate the sladan on Figure 2(e). In this approach, when a source node
towards the rendez-vous area instead of storing them jocatletects a new event, it calculates a setesfdez-vougpoints
Replication mechanisms can then be used inside the virtigl successively partitioning the sensor field into four digua
infrastructure to ensure data persistence against nollgefai logical quadrants, and the data reports are sent to the nodes
or malicious nodes. which are closer to the centroid of each successive partitio
However, the concept of virtual infrastructure presentaeso The mobile sink follows the same strategy for the query packe
drawbacks. A rendez-vous area can become a bottleneck intifa@smission. The main drawback of this approach is that few
sense that all the generated data and queries are conedntrstatic nodes will be selected asndez-vougoints inducing
on that area. To prevent the rendez-vous area from being &ot spot problem which may decrease the network lifetime
bottleneck, it is possible to design a large infrastructire and reliability.
better distribute the load among the nodes, at the cost of aGHT: Geographic Hash Table [2] was not designed to
higher data lookup overhead. For the rest of this section W@pport mobile sink but can be easily adapted. In GHT, the
survey the state-of-the-art data dissemination protdcolthe data-report type is hashed into geographic coordinates, an

rendez-vous-baseahd thebackbone-basedpproaches. the corresponding data reports are stored in the sensor, node
called home-nodewhich is the closest to these coordinates.
B. Rendez-vous-based approaches This home-nodeacts as a rendez-vous node for storing the

The first category of data dissemination protocols witBenerated data-reports of a given type. As shown on Fig-
mobile sinks is therendez-vous-basedrtual infrastructure. ure 2(d), there are as mudiome-nodess data types. The
Each node is aware of its geographic location through tieain drawback of this approach is the hot spot problem
use of GPS or some virtual coordinate system. This is not aa all data reports and queries, for a same meta-data, are
utopian assumption as in most sensor applicatiergs target concentrated on the sant®me-nodeThis may restrict the
tracking, intrusion detectiomtc) the data is generally stronglyscalability and the network lifetime.
correlated to the geographic location. Once the sensors aréocators: In [5], the authors propose a dissemination model
deployed, a virtual infrastructure is built over the physic using geographic routing withocators that track the sink
network such that its location is known or can be determind@cations and reply sinks’ location query from sensors.sThi
easily by the sensors and the sink. This overlay is then udedators are selected using a deterministic geographic hash
during the data dissemination process using a geographioction and replicated uniformly into the whole sensordiel
routing algorithm. Several protocols, implementing a end When a sink moves, an update location message is sent to
vous-based virtual infrastructure, have been proposetién the closest four locators. To obtain a sink’s location, arseu
literature. They vary in the virtual structure formed by e node requests recursively sink’s location frdatators and
of potential storing nodes. In the rest of this subsection wvigen sends its data reports directly to the sink.
summarize these protocols. RailRoad: Railroad [8] adopts a virtual infrastructure called

TTDD: In TTDD [1], upon the detection of a new eventa rail which is placed in the middle area of the network,
the source node pro-actively builds a virtual grid struefas as shown on Figure 2(b). The nodes inside this rail are
shown on Figure 2(a). The source node chooses itself as tadled rail-nodes When a source generates a new event, the
start crossing point in the grid and then sends a notificatieorresponding data report is stored locally and a corredipgn
to its four adjacent crossing points of the grid. This ogerat meta-data is forwarded to the nearest-nodes Once a sink
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Fig. 2. Rendez-vous-based data dissemination protocols: (a) grigcture (e.g., TTDD); (b) rail structure (e.g., RailRgdadc) line-based structure (e.g.,
LBDD); (d) hashed location (e.g., GHT); and (e) quad-trerusture (e.g., QDD).

node needs to collect the generated data reports, a quiign propagated along the backbone until reaching the leade
message is sent into the rail. This message travels aroenddtwning the requested data. This procedure allows to dihect t
rail until it reaches theail-nodeswhich store the relevant backbone such that data reports can be easily sent fronrteade
source node information. to the sink.

LBDD: LBDD [3] defines a verticaline or strip which
divides the sensor field into two equal parts, as shown on
Figure 2(c). Nodes within the boundaries of this wide line
are calledinline-nodes This line acts as aendez-vousarea
for data storage and lookup. When a sensor detects a new
event, it transmits a data report towards the virtiurgd. This
data is stored on the firstline-nodeencountered. To collect
the generated data reports, the sink sends its query towards
the rendez-vous area. The query is then propagated along the
virtual line until arriving to theinline-node that owns the
requested data. Data reports a.re thus S.ent dlr?Ctly to mlke.s ig. 3. Backbone-based data dissemination protocol.

XY: The Column-Row Location Service [7] is a proactive

location service which can be used to disseminate datateepor _ . . . o
In XY, source nodes disseminate and replicate the datatepor HCDD: The Hierarchical Cluster-based Data Dissemination

in the north and south direction, according to their currer'CDD) protocol [9] defines a hierarchical cluster archiee

location, such that sink queries can intersect it subsetyuen ©© keep the location of mobile sinks and find paths for the
data dissemination from the sensors to the sink. Each cluste

is composed by aluster heagdseveralgatewaysandordinary

C. Backbone-based approaches e
sensors The concept is similar to the one presented on

Tg‘.? S?Cl? n.d cr?;egokrg of dg\ta ?Z:.sserln!n?tlon protocc;l_i W'Igl'i‘gure 3. When a mobile sink crosses the network, it register
mobile sinks Is theackbone-basedriual infrastructure. The e 1 the nearestluster head A notification message is

underlying idea is to use a self-organization scheme tadbu en propagated to atiluster headsDuring this procedure,

a virtual structure (e.g., cluster, backbone, dominatiag Seach cluster head records the sink ID and its sender such that

over the physical network to facilitate the process of daa dy, e gata reports transmission can be easily performaed fr
semination. Such approach has already been used for roug%rces to sink

optimization, broadcasting and topologyl cont_rol in wigsle The main drawback of thdéackbone-basedpproach is
sensor and adhoc networks. Once the virtual mfrastruowrethe need to maintain the structure. In addition, the hot spot

bunt,_data dlssem!natlon p_rotocols can be |mplemented)pn tproblem can occur as the traffic is concentrated over a group
of this scheme with the virtual structu_re acting as a rende&f cluster headsr leaders
vous area for data reports and queries. In the rest of this
subsection we survey theackbone-basedata dissemination
protocols. IV. PERFORMANCEEVALUATION

DDB: Dynamic Directed Backbone (DDB) [4] defines a As highlighted in Section IlI-A, the use of a virtual in-
data dissemination protocol on top of a self-organizatidrastructure for the data dissemination can lead to the hot
scheme called LEGOS [4]. LEGOS provides and maintaispot problem. Indeed, as all data reports and queries are
a distributed and dynamic communication structure, with loconcentrated over theendez-vousrea, the hot spot problem
message cost, where each sensor node can be eit@mbaey can arise, limiting thus the network lifetime and the sciilgb
aleaderor agateway as shown on Figure 3. THeaderis in To prevent the rendez-vous area from being a bottleneck, it
charge of all itsmembercommunications, and can be linked tds possible to design a large virtual infrastructure to drett
anothereaderusing agatewaynode, thus forming a dynamic distribute the load among its nodes. However, using a large
backbone. When a sink crosses the network, it attache$ itsefrastructure implies an increase of the data lookup cast,
to the backbone and sends a query to the leader. This querthis query has to be flooded inside the virtual infrastructare

Q leader node

e gateway node
O member node
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(a) GHT’s energy map (b) LBDD's energy map (c) XY’s energy map

Fig. 4. Impact of rendez-vous-based data dissemination protamolthe energy consumption distribution aft&#0s of simulation.

reach the sensor node storing the requested data. Themnis game percentage of active nodé§)%. The second phase
a clear tradeoff between the infrastructure size, the conmmustarts from the instar200s with the sudden death of sensor
cation cost and congestion. In this section, we analyzdlyrienodes. The figure clearly shows an increase in the percentage

this tradeoff by mean of simulations. of active nodes for LBDD and XY compared to GHT. Indeed,
as GHT concentrates the whole traffic on a small se¢oflez-
A. Assumptions vous-nodesthe hot spot problem quickly occurs increasing

As a case study, we consider ttzaget trackingapplication thus the number of node premature deaths. On the other hand,
scenario of Figure 1. A mobile target is moving within thdhe overlay of a largerendez-vousrea, as in LBDD and XY,

sensor field according to an unpredictable mobility patterfilOWS to better distribute the load and the energy consiampt
Once a sensor node detects the presence of the target (among the sensors, and thus slowing down the sudden death

the mobile target is within reach communication of a sensBf nodes_. — _
node), a message is generated and sent towards the virtud|"® d|st.r|but|o.n of the energy consumpnon.aft}ﬂ() sec
infrastructure built by the data dissemination protocdheT ©NdS Of simulation among the sensor field is depicted on

mobile sink can thus send its queries towards this overlay figure 4. We observe on Figure 4-(a), that GHT presents a hot

collect the generated data. Three data disseminationqwisto spot prqblem with the energy consumption b(_aing concentrate
are considered in this comparative study: GHT [2], LBDD [3P" & smgleren(_dez-vous home-nodecate(_d in the square
and XY [7]. They are implemented in the WSNet simulatiof{eNter- Conceming LBDD and ,XY’,We,nO,t'Ce from Figure 4-
framework using a realistic radio medium modeling: BPSI(b/C) that the energy consumptlop |s.d|str|buteq amonghail t
modulation, emission power 6£25dBm, freespace propaga-nOdes of theendez-vousrea, which is Iocgted in the square
tion model ancR02.11 DC'F MAC protocol. Data dissemina- center for LBDD (.e.,the rendez-vous area is a central strip as
tion protocols are built on top of a greedy geographic r(gjtinShOW_n on Figure _2'(_6))' and select_ed according to the source
protocol with 1 hello packet transmission p&k. 2000 static location forXY. This illustrates the higher percentage cihe
nodes are deployed randomly ovet@0 x 10002 area. The Nodes obtained by LBDD and XY.

sink and the target are moving according tbiliard mobility

model We assume a sink data-rate bfquery per second C. Network lifetime

and a target data-rate af data reports per second. Finally, We now evaluate the network lifetime. Several definitions

Conce_”‘mg energy, the radio TX con_sumption is assumed dPnetwork lifetime can be found in the literature. In thisnkp
be twice higher than the R),( consumption. When a ”09'? ENEIG¥ define the network lifetime from aapplication point of
level reaches), the node silently dies and stops participatinga,y asthe time the application stops being operationdiich

to the network. All the simulation results are averaged OVRl'in our case study ithe time corresponding to the last report

10 different runs. received by the sinkin other words, when the sink is no
longer able to receive a report from the sensors, the sink is
B. Node lifetime said to be disconnected from the sensors and the network is
We analyze in what follows the impact of the virtual infrasnon-functional. To analyze the network lifetime, we plot on
tructure on the nodes lifetime through the evaluation of tHegure 5-(b) the average application success ratio. Thie ra
number of active nodes in the network during the simulationis defined as the ratio between the total number of data report
This number decreases in function of time due to battergceived by the sink and the total number of reports gengtrate
depletion. We plot on Figure 5-(a) the percentage of actimy the sensors since the simulation beginning.
nodes for LBDD and XY in comparison to GHT. From these Figure 5-(b) confirms the existence of the two phases
results we can identify two main phases in the evolution ef tldescribed in the previous subsection. The first phase, which
network lifetime. The first phase occurs during the f#80s we will call the regular phase occurs up to a duration of
of the simulation until the first node death in GHT. Durin@00s and represents the normal behavior of the network when
this period, the three data dissemination protocols ptetben all the sensor nodes are active. During this phase, we notice
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............ n T 7 2000 the network lifetime as well as the network connectivity.
™, XY o+ . . e
L 25 hY Bop <] Data dissemination protocols can be classified irendez-
z b GHT oo x o vous-base@ndbackbone-basedpproaches. They rely on the
2 o R X £3 1500 & concept of a virtual infrastructure which acts asemdez-
§ 15 (#.of.active.nodes B << WA 1950 é vous region for the queries and data reports. Through the
e 1 B 000 2 study of the different approaches, we have highlighted two
o : + o tradeoffs. The first one is that if, on one hand, the use of a
= hF >
'§ 5 S S Sk b 750 '§ large virtual infrastructure reduces the hot spot problem,
5 O N ] 800 “ the other hand it increases the data lookup cost. A second
S 5 "”“w N s0 5 tradeoff is that the use of a small virtual infrastructureyma
Nbr of active nodes = " - reduce the energy cost of data dissemination and collection
100 200 400 600 800 1000 but it may also reduce the protocol redundancy, reliabéityl

(a) Percentage of active nodes in comparison to GHT.

Fig. 5. Impact of rendez-vous-based data dissemination protoonlshe

Time(s)

0 200 400 600 800
Time(s)

1000

(b) Average application success ratio.

percentage of active nodes and the average applicationesscratio.

robustness as it concentrates the traffic over a small steict
inducing congestion, premature death of nodes, overused
nodes) and the existence of critical nodes.

o

B 1 Considering an application-oriented definition for the-net
@ work lifetime has lead to the identification of two phasedia t

§ 0.8 data dissemination protocol lifetime. The first one, tbgular

2 phase corresponds to the protocol behavior before any node
S 06 dies. During this phase, results show that a small virtuahg

'§ tructure offers a better performance considering data/elstli

5 04 However, this phase is shorter with such an infrastructure
& as the first node dies earlier. During the second phase, the
g 02 degraded ongthe redundancy and robustness induced by a
g larger virtual infrastructure results in a better perfonta

E 0 Death of nodes occur more slowly and the protocol offers a

better functioning.

These tradeoffs clearly show that the virtual infrastroetu
shape and the dissemination strategy must be guided by the
application requirements, behavior and in particular riédfic
pattern. For example, depending on the frequency of data
reports and queries, a data replication over the wholealirtu

infrastructure may be preferable to a single-node storage.
ﬁgse tradeoffs also raise the question of optimal shas th

would offer a good performance during all phases of the

network lifetime.

that GHT presents a higher average success ratio comp

to LBDD and XY. Because LBDD and XY have to flood

the sink queries within the virtual infrastructure to redbk

node storing the requested data, the probability of coliss

thus higher and the application is less reliable. This is why

their obtained average success ratio is slightly lower than REFERENCES

GHT. NeXt* the second phas_e, thiegraded phaseogcurs .~ [1] H. Luo, F. Ye, J. Cheng, S. Lu, and L. Zhang, “TTDD: Twortigata

at an instant~ 200s and the first node deaths. During this ~ dissemination in large-scale wireless sensor netwok&M Journal of

phase, as Shown on Flgure 5_(a)’ LBDD and XY present Mobile Networks and Appllcatlons (MONET), SpECIaI IssueAdtV
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