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Abstract

The paper proposes a novel approach for planar self-
calibration of radially symmetric cameras. We model these
camera images using notions of distortion center and con-
centric distortion circles around it. The rays corresponding
to pixels lying on a single distortion circle form a right cir-
cular cone. Each of these cones is associated with two un-
knowns; optical center and focal length (opening angle). In
the central case, we consider all distortion circles to have
the same optical center, whereas in the non-central case
they have different optical centers lying on the same optical
axis. Based on this model we provide a factorization based
self-calibration algorithm for planar scenes from dense im-
age matches. Our formulation provides a rich set of con-
straints to validate the correctness of the distortion center.
We also propose possible extensions of this algorithm in
terms of non-planar scenes, non-unit aspect ratio and multi-
view constraints. Experimental results are shown.

1 Introduction and Previous Work

Recently many unconventional camera models have been
studied by vision researchers for different applications. The
most popular ones are the omnidirectional cameras with
large fields of views. These cameras can be constructed
using only lenses (dioptric) or using a combination of mir-
rors and lenses (catadioptric) [2, 25, 5]. Tailor made cal-
ibration algorithms exist for all these models. In contrast
there has been some recent work on adopting a very generic
imaging model and calibrating it. This model considers
every camera as an unconstrained set of projection rays
[20, 7, 14, 15]. Here, calibration consists in determining the
non-parametric mapping between pixels and associated pro-
jection rays. These algorithms may perform well in prac-
tice, however they require the knowledge of the scene struc-
ture. Self-calibration has been recently shown to be possi-
ble for constrained camera motions [17, 16], but mainly as
proof of concept. It will remain quite involved to make it
stable in practice.

In reality a completely generic camera does not exist.
Most cameras are symmetric in some way. The most com-

mon form is radial symmetry. Practically used cameras such
as pinhole and fisheye are all radially symmetric (modulo a
non-unit aspect ratio). Most catadioptric configurations are
radially symmetric. For example, when the optical center
of the pinhole camera is located on the axis of revolution of
the mirror, the resulting configuration is radially symmetric.

In this work we propose a self-calibration algorithm for
radially symmetric cameras using two or more views of un-
known planar scenes. There are few works along this di-
rection [23, 24, 9]. The most closely related work is by
Tardif and Sturm [23], which uses the same camera model,
but the algorithm uses known calibration grids. Thirthala
and Pollefeys [24] propose a linear solution for recovering
radial distortion which can also include non-central cam-
eras. Every radial line passing through the distortion center
is mapped to coplanar rays. As a consequence their algo-
rithm involves projective reconstruction followed by met-
ric upgradation, using dual of the absolute conic, for self-
calibration. Hartley and Kang [9] proposed a planar calibra-
tion algorithm for correcting radial distortion. They provide
a method to compute the distortion center. However, their
model is again restricted to central cameras and the usage
of known calibration grids

Our approach maps every distortion circle around the
distortion center to a cone of rays. We transform the self-
calibration problem to a neat factorization framework re-
quiring only a singular value decomposition using dense
image matches. Dense matching is still an overhead, but
in practice, it is possible to interpolate sparse matches on
planar scenes. We also provide a rich set of constraints
to validate or to even estimate the distortion center. There
are several other works for estimating radial distortion, but
these use more specific distortion models and/or rely on the
extraction of line images [26, 6, 25, 10, 28, 29].

Organization: We formally introduce our camera model
and the problem statement in section 2. Next the factoriza-
tion framework for the self-calibration problem will be pro-
vided for non-central and central models. Then the possible
variants such as the usage of non-planar scenes, non-unit as-
pect ratio and usage of more than three views are discussed.
In the final section we discuss the experiments.
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2 Problem Definition

2.1 Camera Model

We model radially symmetric cameras using a unique dis-
tortion center and concentric distortion circles centered
about this point as shown on the left side of Figure 1.
The projection rays of pixels lying on a specific distor-
tion circle form a right viewing cone (see the right side of
Figure 1). These viewing cones may have different focal
lengths (opening angles) and optical centers. However all
the optical centers lie on the same line – the optical axis
– which also corresponds to the axis of all viewing cones.
We assume the z axis to be the optical axis. The viewing
cones intersect the xy plane in concentric circles. Vari-
ables di are used to parameterize the positions of optical
centers and, together with radii ri, the focal lengths. Note
that this model is sufficiently general to include both central
and non-central radially symmetric cameras.

For simplicity we translate the coordinate system of the
image such that the distortion center becomes the origin.
Let us consider a pixel on the distortion circle with ra-
dius r̆ at an angle θ. Its location can be specified by
(r̆cos(θ), r̆sin(θ)). The corresponding 3D ray in the view-
ing cone is specified by the optical center (0, 0, d) and the
point (rcos(θ), rsin(θ), 0) in the xy plane.

Figure 1: Radially symmetric camera model. Left: Distor-
tion center and two distortion circles. Right: Corresponding
viewing cones. They may have different vertices (optical
centers) and opening angles.

2.2 Problem Statement

This work focuses on the planar-based self-calibration of
radially symmetric cameras. Two or three views of a planar
scene are captured from different camera locations. The in-
put is the dense image matches between these views. The
goal is to compute the distortion center, optical centers (di)
and opening angles (ri/di) of the cones associated with
each of the distortion circles. In other words we are inter-
ested in computing the projection rays associated with every
pixel in a radially symmetric image.

Figure 2: Top: Two matching pixels p1 =
(r̆1cos(α), r̆2sin(α)) and p2 = (r̆2cos(β), r̆2sin(β))
in the images. Bottom: Triangulation of the corresponding
rays O1P1 and O2P2, coming from two different cameras,
intersecting at a point E on the plane.

3 Algorithm: Factorization Frame-
work

In the following we give the derivation of the self-
calibration algorithm. In the beginning we assume that the
distortion center is known. Later in section 3.3, we pro-
vide a technique to compute the distortion center. Consider
the corresponding images shown on the top of Figure 2. Let
p1 = (r̆1cos(α), r̆1sin(α)) and p2 = (r̆2cos(β), r̆2sin(β))
be two matching image pixels.

The main idea behind the self-calibration comes from
the popular triangulation constraint on the intersection of
projection rays corresponding to the matching pixels. In 3D
space we define the first camera coordinate system as shown
on the right side of Figure 1. Usually optical center will be
chosen for the origin. Since we have several optical centers,
corresponding to different viewing cones, the optical axis of
the camera is chosen as the z axis. The individual optical
centers of the cones lie at a distance of di from the origin.
We chose xy plane to intersect all the viewing cones and
we parameterize the individual ri on it. Now consider the
scenario at the bottom of the Figure 2, where we intersect
the corresponding 3D rays. The projection rays start from
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the respective optical centers and project towards the 3D
points (r1cos(α), r1sin(α), 0) and (r2cos(β), r2sin(β), 0)
respectively.

Let the equation of the planar scene be given by: Ax +
By + Cz = 1 in the coordinate system of the second
camera. Let (R, T ) be the motion between the first and
the second camera positions. The parameters of the plane
(A, B, C), motion (R, T ), two focal lengths (d1/r1, d2/r2)
and optical centers (d1, d2) are all unknown. The only in-
formation we have is the fact that the matching projection
rays intersect at a point on the plane. We use this constraint
to solve the unknowns and eventually calibrate the camera.
The second projection ray starts from (0, 0, d2) and passes
through the point (r2cos(β), r2sin(β), 0). Now we com-
pute the point of intersection of this ray with the plane, rep-
resented by the equation Ax + By + Cz = 1. We obtain
the intersection point Ĕ in the second coordinate system:

Ĕ =









r2cos(β)(1 − Cd2)
r2cos(β)(1 − Cd2)

d2(Ar2cos(β) + Br2sin(β) − 1)
Ar2cos(β) + Br2sin(β) − Cd2









On expressing Ĕ in the first coordinate frame we obtain E
(cf.Figure 2).

E =

(

R T
0T 1

)









r2cos(β)(1 − Cd2)
r2cos(β)(1 − Cd2)

d2(Ar2cos(β) + Br2sin(β) − 1)
Ar2cos(β) + Br2sin(β) − Cd2









We introduce a set of intermediate variables, coupling cam-
era motion and plane coefficients:

a1,1 = R1,1 + AT1

a1,2 = R1,2 + BT1

a2,1 = R2,1 + AT2

a2,2 = R2,2 + BT2

a3,1 = R3,1 + CT3

a3,2 = R3,2 + CT3

b1,1 = −CR1,1 + AR1,3

b1,2 = −CR1,2 + BR1,3

b1,3 = −R1,3 − CT1

b2,1 = −CR2,1 + AR2,3

b2,2 = −CR2,2 + BR2,3

b2,3 = −R2,3 − CT2

b3,1 = −CR3,1 + AR3,3

b3,2 = −CR3,2 + BR3,3

b3,3 = −R3,3 − CT3

Using the above notations we denote E as follows:

0

B

@

r2cos(β)(a1,1 + d2b1,1) + r2sin(β)(a1,2 + d2b1,2) + b1,3d2

r2cos(β)(a2,1 + d2b2,1) + r2sin(β)(a2,2 + d2b2,2) + b2,3d2

r2cos(β)(a3,1 + d2b3,1) + r2sin(β)(a3,2 + d2b3,2) + b3,3d2

Ar2cos(β) + Br2sin(β) − Cd2

1

C

A
(1)

This point must lie on the projection ray associated with
pixel p1 in the first view, i.e. it must be collinear with
the optical center O1 = (0, 0, d1), and the point P1 =
(r1cos(α), r1sin(α), 0) (cf. figure 2). Collinearity of three
points means that when stacking their homogeneous coor-
dinates in a 4 × 3 matrix, the determinants of all four sub-
matrices of size 3 × 3 must be zero. In our case, one of
them is always zero and the other three give conditions that
are algebraically dependent. One of them are thus used in
this work, cf. Equation 2. Note that the following equation
is independent of r1 and d1.

cos(α)cos(β)((
r2

d2
)a2,1 + r2b2,1)+

cos(α)sin(β)((
r2

d2
)a2,2 + r2b2,2)−

sin(α)cos(β)((
r2

d2
)a1,1 + r2b1,1)−

sin(α)sin(β)((
r2

d2
)a1,2 + r2b1,2)+

cos(α)b2,3 − sin(α)b1,3 = 0

(2)

Let us consider a specific distortion circle with radius
r̆2 in the second image. We select five pixels in this distor-
tion circle and denote the corresponding matches as follows:
(r̆2cos(βi), r̆2sin(βi)), (r̆

i
1cos(αi), r̆

i
1sin(αi)), i = 1..5.

The matching pixels from the second image have the same
r̆2. This implies that the corresponding viewing cone in 3D
space has fixed r2 and d2. On the other-hand the radii of the
pixels from the first image r̆i

1 are all different and conse-
quently their corresponding viewing cones are also differ-
ent. However equation 2 does not depend on the viewing
cones of the distortion circles from the first image. In other
words the equation is independent of ri

1 and di
1. As a re-

sult the only unknowns in our system are r2, d2, a and b.
Note that αi and βi are already known, though they differ
for every match. For brevity let us denote cos(α) by cα and
sin(α) by sα. Using this notation we obtain the following
linear system from equation 2.

Γ =







cα1cβ1 −cα1sβ1 −sα1cβ1 sα1sβ1 cα1 −sα1

cα2cβ2 −cα2sβ2 −sα2cβ2 sα2sβ2 cα2 −sα2

cα3cβ3 −cα3sβ3 −sα3cβ3 sα3sβ3 cα3 −sα3

cα4cβ4 −cα4sβ4 −sα4cβ4 sα4sβ4 cα4 −sα4

cα5cβ5 −cα5sβ5 −sα5cβ5 sα5sβ5 cα5 −sα5







(3)
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Σ =











((
r2

d2
)a2,1 + r2b2,1)

((
r2

d2
)a2,2 + r2b2,2)

((
r2

d2
)a1,1 + r2b1,1)

((
r2

d2
)a1,2 + r2b1,2)

b2,3

b1,3











(4)

Γ5×6 × Σ6×1 = 0 (5)

As described above, the matrix Γ5×6 is completely known
because it involves only the already known αi and βi. On
solving the above homogeneous linear system we compute
Σ and thereby the values of (( r2

d
)a2,1 +r2b2,1), (( r2

d
)a2,2 +

r2b2,2), (( r2

d
)a1,1+r2b1,1), (( r2

d
)a1,2+r2b1,2), b2,3 and b1,3

up to a scale. The sixth variable b1,3, as described earlier
as (−R13 − CT1), depends only on pose (R, T ) and the
plane parameter C, i.e. b1,3 is independent of the calibration
parameters. Thus we fix this value to a constant for all the
radii to obtain their corresponding equations in the same
scale. We rewrite this information in the following form
where ki’s are known.

(

( r
d
) r

)

(

a2,1 a2,2 a1,1 a1,2

b2,1 b2,2 b1,1 b1,2

)

=
(

k1 k2 k3 k4

)

We iterate the above process for different distortion circles,
having different radii ri

2, and obtain the following.











(
r1

2

d1
) r1

2

(
r2

2

d2
) r2

2

.

(
rn
2

dn
) rn

2











(

a2,1 a2,2 a1,1 a1,2

b2,1 b2,2 b1,1 b1,2

)

=









k11 k12 k13 k14

k21 k22 k23 k24

.
kn1 kn2 kn3 kn4









(6)

Ln×2M2×4 = Kn×4 (7)

The matrix K is known up to a scale and both L and M
are unknowns. Since L and M are both of rank 2. We use
singular value decomposition to compute the factors of K.

Kn×4 = Un×4S4×4V
T
4×4

Since K is of rank 2, S must have only two nonzero singular
values. Thus S must be of the following form.

S =









l1 0 0 0
0 l2 0 0
0 0 0 0
0 0 0 0









4×4

We remove the last few rows we obtain Ŭn×2, S̆2×2 and
V̆s×2 from the matrices U , S and V respectively.

K = Ŭn×2S̆2×2V̆
T
2×2

The matrices L and M can be computed up to 4 unknowns
(X2×2) as given below:

L = UX2×2, M = X−1
2×2V

The framework is very similar to the one used in [27]. With-
out loss of generality we can fix the distance of the optical
center of the first distortion circle to be 1 unit from the ori-
gin. This implies that we can reduce one degree of free-
dom in X . We use an approximate technique to compute
the remaining three variables. This is done using two as-
sumptions. First we assume that the ratio of the radii of
very small distortion circles, near the center of the image, is
equal to the ratio of the radii of their corresponding view-
ing cones. Second assumption is that the optical centers of
the viewing cones of very small distortion circles coincide.
It is important to understand the significance of these four
parameters. These four parameters represent the scale fac-
tor in the computation of the focal length and optical cen-
ters. In addition, there is a translational ambiguity in the
estimation of the optical centers along the optical axis. The
three unknowns can also be computed analytically using the
additional images. However for practical radially symmet-
ric non-central cameras (such as spherical catadioptric cam-
eras) this approximation works fine. The interesting part of
this framework is that the internal and external parameters
are disambiguated in the calibration process. Once we com-
pute X we can compute L and M uniquely. The computa-
tion of L provide us the necessary calibration information.
As given in equation 7, we obtain ri and di on the compu-
tation of L. This will provide us the cone of rays for every
distortion circle and eventually the calibration in the form
of mapping between image pixels and projection rays.

3.1 Central cameras

In the case of the central cameras, all distortion circles are
associated with the same optical center. This implies that
there will be a single d for all viewing cones. We can fix this
to be unity. The equation 2 simplifies itself to the following
form.

0

B

@

r1

r2

.
rn

1

C

A

`

a2,1 + b2,1 a2,2 + b2,2 a1,1 + b1,1 a1,2 + b1,2

´

=

0

B

@

k11 k12 k13 k14

k21 k22 k23 k24

.

kn1 kn2 kn3 kn4

1

C

A

We do a singular value decomposition of K to obtain U , S
and V . The rank of K is unity. This implies that the individ-
ual radii can be computed up to a common scale. By fixing
the radius of one distortion circle to unity we can compute
the other radii. The overall scale can be computed using
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more images. We briefly explain this procedure. We cap-
ture two images of a general 3D scene. We compute a 3× 3
fundamental matrix with respect to the projection rays. This
is equivalent to computing the fundamental matrix between
the distortion corrected images. From the fundamental ma-
trix we can extract the focal length [21].

3.2 Geometrical Interpretation

The constraint given in equation 2 is extremely rich. For
example we can consider a central model where α = π

2 .
The corresponding equation is given below.

(a1,1 + b1,1)r2cβ + (a1,2 + b1,2)r2sβ + b1,3 = 0

This considers all possible matches for different values of
r1, r2 and β. In the first image this constraint corresponds
to considering all pixels lying on the negative y axis (see
Figure 3. On the second image this refers to the equation
of a line. This implies that in a radially symmetric central
camera the mapping of a radial line passing through the dis-
tortion center is a line. Note that in the Figure 3 the mapping
in the second image is a distorted line. This is because the
distortion center was not fixed correctly. Thus by imposing
this constraint we can check for the correctness of the dis-
tortion center. In the next subsection we will see how to use
such constraints to compute the distortion center.In the case
of non-central case we have the following.

cβ(r2a1,1+r2d2b1,1)+sβ(r2a1,2 +r2d2b1,2)+b1,3d2 = 0

The above equation again represents a line in the first im-
age. However it is not mapped to a line in the second image.
Similarly we can obtain several constraints corresponding
to other scenarios (α = 0, β = 0, αβ = 0, αβ = 1, r1 =
r2, etc). We show some of these constraints which are ob-
tained from equation 2 in Table 1 for simple cases in a cen-
tral model.

Cases Equation 2

r2 = 0 b2,3cosα + b1,3sinα = 0
α = 0 r2cosβ(a2,1 + b2,1) + r2sinβ(a2,2 + b2,2)

+b2,3 = 0
α = π

2
(a1,1 + b1,1)r2cosβ + (a1,2 + b1,2)r2

+b1,3 = 0
β = 0 cosα(r2(a2,1 + b2,1) + b2,3)

+sinα(r2(a1,1 + b1,1) + b1,3) = 0
β = π

2
cosα(r2(a2,2 + b2,2) + b2,3)

+sinα(r2(a1,2 + b1,2) + b1,3) = 0

Table 1: Some constraints obtained from Equation 2 for
specific values of α, β and r2

.

3.3 Computation of the distortion center

In this section we will briefly explain our algorithm to verify
the correctness of the distortion center. We fix the distortion

center at the center of the image for fisheye and pinhole im-
ages. In the case of catadioptric cameras with full image
of the mirror boundary, observed as a conic, we can initial-
ize the distortion center at the center of the conic. From
the general equation 2 we learned how to compute r and d.
We validate the correctness of the matches by substituting
in the general equation 2. In addition by expanding another
3 × 3 sub-matrix of the Matrix 1 we obtain the following
equation.

cos(α)cos(β)((
r1

d1
)(

r2

d2
)a3,1 + (

r1

d1
)r2b3,1 + r1(

r2

d2
)c1,1)+

cos(α)sin(β)((
r1

d1
)(

r2

d2
)a3,2 + (

r1

d1
)r2b3,2 + r1(

r2

d2
)c1,2)+

cos(α)((
r1

d1
)b3,3 + r1c1,3)+

cos(β)((
r2

d2
)a1,1 + r2b1,1)+

sin(β)((
r2

d2
)a1,2 + r2b1,2) + b1,3 = 0

In addition to equation 2 we use the above equation in
checking the correctness of the distortion center. We com-
pute the error we obtain on using the different solutions of
r1, d1, r2 and d2. We compute the overall error using all
the matches. The correct distortion center will be the point
which minimizes this error. This technique can also be used
to compute the distortion center starting from the center of
the image and computing the error at various points sur-
rounding it.

4 Variants

4.1 Non-planar scenes

Using the earlier parameterization the intersection point can
be computed on the first and the second rays in the first
camera coordinate system:

P1 =









λ1r1cosα
λ1r1sinα
d1 − λ1d1

1









P2 =

(

R T
0T 1

)









λ2r2cosβ
λ2r2sinβ
d2 − λ2d2

1









λ1 and λ2 are two parameters used in locating the inter-
section point in the two rays. By matching P1 and P2 we
obtain three equations. Two equations are sufficient to elim-
inate λ1 and λ2. The third equation could be used to solve
for the calibration parameters.

4.2 Non-unit aspect ratio

In the presence of non-unit aspect ratio, γ, we can model the
projection ray of every pixel p(r̆cosθ, r̆sinθ) to the projec-
tion ray passing through (0, 0, d1) and (rcosθ, γrsinθ, 0).
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Figure 3: Top: Two planar scenes captured by fisheye
lenses. In polar coordinates the matches are represented by
(r̆1, α) and (r̆2, β). We show two matching curves under
the constraints of r2 = 100 and α = π

2 respectively. Bot-
tom: left:The pixels corresponding to specific values of r.
middle: The matching pixels in the second image. right:
We show the matching pixels from both the images. Note
that the curves need not intersect. Also note the matching
pixels do not form straight lines (refer to their relationship
in Equation 2).

Similar to the earlier scenario we can again construct a fac-
torization framework to calibrate the camera.









( r1

d1

) r1

( r2

d2
) r2

.
( rn

dn
) rn









(

a2,1 γa2,2 γa1,1 γ2a1,2

b2,1 γb2,2 γb1,1 γ2b1,2

)

=









k11 k12 k13 k14

k21 k22 k23 k24

.
kn1 kn2 kn3 kn4









(8)

In the case of known aspect ratio the problem is ex-
tremely simple. In the case of unknown aspect ratio
we can compute it along with the pose. We look at
the non-unit aspect ratio in a different way. Every pixel
p(r̆1cos(θ), r̆1sin(θ)) maps to a projection ray passing
through (0, 0, d1) and (r1cos(θ), γr1sin(θ)). An easier
way to understand this would be to think of every circle
in the image to map to a cone which is crushed along one
axis (distorted cone with an ellipsoidal base). By doing this
we avoid the aspect ratio problem in matching features in
the image planes.

4.3 Multi-View Relations

The factorization framework is easily extendable to multiple
views. The constraints from multiple views can be used in
the same framework as follows for central cameras. The
extension for non-central cameras is also straight-forward.
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where ai,j ,bi,j , kij are associated with first and the sec-
ond views. We extend this with a′

i,j ,b′i,j , k′

ij , which can be
associated with second and third or any other two views.

(a) (b)

(c) (d)

Figure 4: Distortion correction (perspective view synthe-
sis). (a) Original fisheye images (b) Using the distortion
center at the correct location. (c) The distortion center is at
an offset of 25 units from the correct distortion center. (d)
The distortion center is at a distance of 50 units from the
correct position. The image size is 1024 by 768.
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(a) (b)

(c) (d)

Figure 5: (a) Image taken by a spherical catadioptric cam-
era. (b) Distortion correction. Note that the camera model
is non-central and distortion correction is not possible. We
compute an approximate center close to all the projection
rays and performed distortion correction. (c) and (d) show
the reconstructed projection rays for spherical catadioptric
camera. Note that we do not show the distortion correction
for the complete image. This is because a single image pair
of the plane was not sufficient to calibrate the complete im-
age. By using more than two images we can calibrate the
whole image. This is similar in spirit to [15] and the multi-
view constraints are given in section 4.3.

5 Experiments

5.1 Cameras

We tested our algorithms on three different cameras: Nikon
coolpix 5400, E8 fisheye lens with a field of angle of 182
by 360 degrees, a non-central catadioptric camera with a
spherical mirror. We modeled all three cameras as radially
symmetric.

5.2 Dense matching in planar scenes

There are plenty of planar scenes in man made environ-
ments such as walls, posters, etc. In addition the matching
process is simplified in planar scenarios. For perspective

cameras points undergo a homography transformation be-
tween two views of a planar scene. This allows us to obtain
dense matching from initial set of sparse matches. For the
case of fisheye lenses we used Harris corner detection to
detect features on a plane. Then image matching is done
using cross-correlation based approach. This worked well
for planes which are not very close to the fisheye lens. In
Figure 3 we detected 270 feature matches. Using them we
can interpolate for other matches. We found that the cubic
interpolation to be very precise for planar scenes observed
by fisheye cameras. We also used planar boards with black
dots to simplify the matching process. These objects were
used for catadioptric cameras with spherical mirrors.

5.3 Distortion correction

We used distortion correction to study the accuracy of our
algorithm. In Figure 4 we show an undistorted original fish-
eye image and the distortion corrected images. Once we
estimate the parameters of the viewing cone the process of
distortion correction is very simple. We briefly explain the
distortion correction procedure. Every pixel with coordi-
nates (r̆cosθ, r̆sinθ) will be moved to (rcosθ, rsinθ) where
r is the radius of the associated viewing cone. Note that this
correction can not be applied for non-central images. In the
central cases the rank of matrix K (refer Equation 7) must
be 1. However in general the matrix was found to have
a higher rank. So RANSAC must be used to improve the
stability of the algorithm. It is applied in selecting five cor-
respondences in every distortion circle in the second image.

Sensitivity of the distortion center: We estimate the
distortion center as explained in section 3.3. In Figure 4(c)
and (d) we show the distortion correction when the distor-
tion center was placed at a distance of 25 and 50 pixels re-
spectively. The problem that appear in the two images are
very common if the distortion center is not fixed at the cor-
rect location. In Figure 4(a) the relative radii are not com-
puted correctly. This can be seen as artifacts at concentric
circles. In the second case (Figure 4(b)) the outer radii ex-
plode. This kind of errors happen in wide angle scenarios.
Both these errors don’t take place on using RANSAC and
the choice of correct distortion center.

5.4 Non-central model

We used a catadioptric camera with a spherical mirror to
study the non-central model. As per the theory we obtained
a K matrix of rank 2 (refer Equation 7). We did a singu-
lar value decomposition to get the first two columns of the
U matrix. However as we studied earlier the solution is
obtained in terms of three variables. Analytical computa-
tion of these three variables involves usage of the additional
conditions arising from the collinearity constraint and more
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views of the plane. Here we used an approximate method to
compute the three variables. First we assume that the radial
distortion is negligible near the center of the image. This
means that the ratio of the radii of two distortion circles
is the same as the ratio of radii of its corresponding view-
ing cones. Please note that this assumption is very close to
the correct ratio for fisheye cameras and central catadioptric
cameras. The second assumption is that the optical centers
of two viewing cones will be the same near the center of the
image. Using these two assumptions we were able to com-
pute the three unknown variables. Once the unknown vari-
ables were computed, we reconstruct the projection rays.
In Figure 5 (c) and (d) we show the reconstructed projec-
tion rays. Note that the camera is non-central and all the
projection rays intersect at the optical axis. On using the
exact algorithm to compute the re-projection rays we ex-
pect the rays to correlate well with the actual caustics of
this catadioptric configuration. The optical centers of all
the projection rays are already quite close, which is infact
the case of spherical catadioptric configuration. We also
tested distortion correction of an image taken by spherical
catadioptric camera (see Figure 5). Since the model is not
a central one we first compute an approximate center for all
the projection rays. Considering the fact that we are using
a non-central camera for distortion correction the algorithm
performs reasonably well. The distortions in the calibration
grid, corners of the wall, etc are removed (see Figure 5(b)).
These are only preliminary results in our approach to vali-
date our theory. We intend to use non-linear optimization to
improve the accuracy.

6 Conclusions
We propose a simple method to solve the planar self-
calibration problem for radially symmetric cameras, which
can be both, central or non-central. The theoretical for-
mulation is sufficiently general for extending to non-planar
scenes and cameras with non-unit and unknown aspect ra-
tio. Most of our efforts went in obtaining a neat factoriza-
tion framework for the self-calibration problem. Though
the initial experimental results are promising, we consider
this work to be a theoretical contribution rather than a prac-
tical one. In future we plan to conduct more experiments on
the extensions of this framework to non-planar scenes and
multiple views.
Acknowledgments: This work was supported by a grant
from the European Community under the EST Marie-Curie
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