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Abstract: We consider Distributed Information Systems with Autonarm@articipants (DISAP),
i.e., participants (consumers and providers) may haveiapeterests towards queries and other
participants. Recent applications of DISAP on the Intehate emerged to share data, services, or
computing resources at an unprecedented scale (e.g. SBEM@hWith autonomous participants,
the only way to avoid a participant to voluntarily leave tlystem is to satisfy its interests when
allocating queries. But, participants’ satisfaction méspae badly affected by other participants’
failures or comportment. In this context, replicating qesiis useful to address two different prob-
lems: tolerate providers’ failures and deal with Byzantmeviders. In this paper, we make the
following main contributions. First, we formalize the quextlocation problem over faulty partic-
ipants in the context of DISAP. Second, we define participasdtisfaction and define a notion of
global satisfaction, which considers participants’ $atison and their probability of failure. Third,
we propose a query replication algorith&,Q R, which deals with the participants’ failures by de-
ciding on-line whether a query should be replicated and athwviate. Fourth, we propose another
query replication algorithm, callefl,Q R+, which generalizes, QR with the goal of prioritizing
critical queries. Finally, we implemented both algorithamsl compared them to the popular base-
line algorithm. The results demonstrate that our algoritsignificantly outperform the baseline
algorithm from the performance and satisfaction pointsieiw In particular,S,Q R+ is excellent

at choosing the queries that must be replicated to guarhotegarticipants’ satisfaction and good
system performance.
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participants’ satisfaction, probability of participarfailure, query replication
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Réplication de Requétes dans les Systemes d’Information
Distribués avec des Participants Autonomes

Résumé : Nous considérons des Systémes Distribués d’Informatiant participants sont auto-
nomes (DISAP, pour ses initiales en anglais), i.e. les gipethts (consommateurs et fornisseurs)
peuvent avoir des intéréts particuliers envers les requéties autres participants. Des applications
récentes, sur les DISAP, ont vu le jour dans I'Internet corpmg objectif de partager de données,
de services ou de ressources a une trés grande échelle EEIff@Bome). Avec des participants
autonomes, la seule fagcon d’éviter qu’un participant guitsystéme par mécontentement est en
satisfaisant ses intéréts au moment d’allouer les requétgsendant, la satisfaction des participants
peut étre influencée par le comportement ou les pannes des gatrticipants. Dans ce contexte,
la réplication de requétes est utile pour adresser deuXgmas différents: tolérer les pannes des
participants et traiter avec des partipants malicieux(j:Byzantine). Dans cet article, nous faisons
les contributions suivantes. Primo, nous formalisons tbjgme d’allocation de requétes sur des
participants souceptibles de tomber en panne dans le ¢erdeDISAP. Secondo, nous définons la
satisfaction des participants dans les DISAP et définors ange notion de satisfaction globle, qui
considere al satisfaction et la probabilité de panne depants. Tertio, nous propososQ R,

un algorithme qui tolére les pannes des participants emldéta la volée si une requéte doit étre ré-
pliguée et combien de fois. Nous proposons ais§iR+ un algortihme de réplication de requétes,
qui généraliseS, Q R avec 'objectif de favoriser les requétes critiques poardensommateurs. Fi-
nalement, nous implementons nos deux algorithmes et lepa@ams a I'algorithme de base les plus
utilisé dans nos jours. Les résultats montrent que nositigoes sont beaucoup plus performants
deés le point de vue de performance du systéme ainsi que deilkede vue de la satisfaction des
participants.

Mots-clés : Systémes d’information distribués, participants autoesrmtentions des participants,
satisfaction des participants, probabilité de panne de&pants, réplication de requétes.
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1 Introduction

We consider Distributed Information Systems with AutonarmBarticipants (DISAP) whereby data,
services or computing resources can be shared at very leaige Participants are either resource
providers or consumers which submit queries to provﬂjﬁsamples of DISAP are BOINC][7] and
distributed.netl]2], which are systems that support thiabolation of high numbers, e.g. millions,
of participants over the Internet.

Participants (providers and consumers) are autonomousisdnse that they may leave and
join the system at will, but also, they may have special ggts (ntention3d for some queries and
other participants. For example, in BOINC and distributetl. a consumer may want to receive
results from highly reputed providers, and a provider maptvwa perform queries for some pre-
ferred projects. In this context, it is crucial to satisfyri@pants (i.e. to fill their intentions) since
dissatisfaction may lead them to leave the system, whichaaage some loss of system capacity to
perform queries as well as some loss of system function#titgarticular, a participant’s departure
may yield other participants to leave the system in a domifece[31].

Because of autonomy, a provider may act maliciously, i.ey tma Byzantine[[25], and thus
may return wrong or incomplete results for a query. This iy wbme systems (such as BOINC)
allow consumers to replicate queries on different pro\dder as to compare their results. Queries
usually have different importance (which we refer tocaisicality) for consumers. For instance,
it may be crucial for a consumer to receive all its requireslilts for some queries while it may
tolerate receiving less results for other queries. Morgasiace participants are normally linked
through the Internet, they are subject to network failurks.the scale of the system increases in
number of participants, the possibility that one of thentsfalso increases. Studies of participants’
availability in widely deployed distributed systems sushCavernet([1i1], Napster and Gnutellal[34]
demonstrate this. Thus, the responsiveness of applisabiaitt ontop of DISAP is increasingly
limited by providers’ availability rather than performan®n the one hand, providers’ failures may
significantly dissatisfy consumers with no results for thpieries. On the other hand, consumers’
failures may dissatisfy providers because their resuligotbe returned to failed consumers.

Recent solutions have been proposed to deal with differgemygprocessing problems in DISAP,
e.g., [23,[2B[ 311 38, 39], but availability is typically natldressed. A basic solution to deal
with providers’ failure is to re-allocate, after detectioha provider’s failure, the query to another
provider. However, this approach may significantly inceeessponse times. Thus, an alternative
solution is query replicatior [8] 9, 10,119,120, 40], whichmdze passiveor active Passive query
replication id based on checkpointing or logging techngy|l&,[18], which are not appropriate
to DISAP since they inherently assume that providers amgusie same algorithms and thus that
produce the same results for a query. Furthermore, this mgayfisantly increase response times
because there is a system overhead for detecting a praviddtre, determining which queries
have been stopped, and rescheduling stopped querieseAgtery replication is more adequate to
DISAP. It allocates queries to the number of providers nexfiby the consumer (called primary
providers) plus some other providers (called backup pergd so that results produced by backup

1we use the word “query” in the general sense of service rédquigormation systems, thus with a more general meaning
than query in databases.
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4 Quiané-Ruiz, Lamarre, and Valduriez

providers are returned to consumers in case of primary geo's failure. We henceforth refer to
those queries allocated to backup providers as backupeguédni our context, we observe that active
query replication is useful to deal with both Byzantine pdevs and providers’ failures. Usually,
replicating queries to deal with Byzantine providers i$ tefconsumer<]7,_16], while it is up to the
system to replicate queries to deal with providers’ fadupecause it may better know participants’
failure. None of existing query replication solutions cioiess autonomous participants.

In this paper, we consider active query replication in DIS#iéM a satisfaction point of view, to
tolerate participants’ failures. Supporting query regiion in DISAP is challenging for several rea-
sons. First, the overhead of query replication may outwigihenefits, by over-utilizing computing
resources or requiring either more powerful providers alitawhal providers. Second, a provider
may not have the same intention, and thus the same satisfacfibeing utilized as primary provider
or backup provider. This is because the query results pextibg a backup provider are only re-
turned to the consumer in case the primary providers failichvmeans that it may consume its
computing resources for nothing. Third, providers may atsesume their computing resources for
nothing in case of consumers’ failure. In the rest of thigisa¢we first illustrate typical applications
of DISAP, then provide a motivating example, and finally @ance our main contributions.

1.1 Applications

Applications of different domains need to deal, in an auttiavay, with participants’ failures in
order to operate correctlyblunteer computing/Veb servicesloud computingandGrid computing
are some examples.

VOLUNTEER COMPUTING. It involves a distributed computing system where compsitasn-
ers (the providers) donate, in a transparent, open, anatdeatiay, their services or resources to one
or more projects (the consumers). BOINC [7], XGiid [5], andd@VIP [6] are examples of such
systems. SETI@homE[22] and grid.org [3] are examples eingiic applications running on one
of these systems. An important requirement in these apjitais that the system should be able
to deal with participants’ failures.

WEB SERVICES Systems based on Web services [4] can also be DISAP. Welresgrare
rapidly becoming a standard way of communication amonggiyesoupled, heterogeneous systems.
Recently,[[3F] proposed the overall goal of a Web Service ag@ment System (WSMS) that allows
consumers to query a collection of Web services (the preos)dgmultaneously in a transparent and
integrated way. The authors focus on the query optimizasismes that arise in a WSMS in order to
speed up query execution. They assume that Web serviced d&lvahen they run queries, which
is not the case in practice. Thus, query replication can led by a WSMS to ensure results for
consumers. Nevertheless, because of Web services autamahyad management, queries cannot
be replicated in a systematic way.

CLoub CoMPUTING. This paradigm refers to the use of memory and capacity csqued
computers and servers around the world linked by a netwonkazon S3[[lL] and Google File Sys-
tem [17] are examples of available “clouds”. Cloud’s uséne Consumers) can then make use of a
considerable and scalable computing power (the providggeegation), but also of providers’ ser-
vices, data, and storage capacity. Cloud computing has theén features: (i) it is query-intensive,
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(ii) its network topology is highly dynamic, and particiganmay join, leave, or fail over time, and
(i) it should serve queries with short response times. éBise of these features, it is crucial that
providers’ failures be handled in a preventive way so thatdbery load be not significantly in-
creased.

GRID COMPUTING. It is a general form of parallel computing whereby sevetinorked,
loosely-coupled, and heterogeneous computer nodes durasi one large “supercomputer”. It has
been used by research labs or companies to mutualize tegibdied computing resources and par-
allelize the processing of heavy loads of queries or velgel@ueries. The geographical dispersion
and potentially high number of grid nodes makes the proltalof a node failure quite high and
thus makes it important to support node failures in a waydbat not loose queries or subqueries.

The solution we propose in this paper can be applied in theseihs to dynamically decide if a
guery must be replicated and at which rate depending on eziticality, participants’ probability
of failure, and participants’ satisfaction.

1.2 Motivating Example

Let us illustrate query replication in DISAP with an apptioa from volunteer computing using
BOINC (Berkeley Open Infrastructure for Network CompujinBOINC allows scientific commu-
nities to create and operate public-resource computingcappns by using computing resources
of thousands of volunteers across the world. The query geirng principle in BOINC is the fol-
lowing. Applications (the consumers) submit their quet@8OINC to be executed by providing
the number of providers from which they want results. Vobans (the providers) get queries from
BOINC and return their results to BOINC, which in turn retsithem to consumers.

Consider a simple scenario where a given research projectrraton BOINC (i.e., a consumer
in the BOINC system) sends a query, with a very high crittgatiequiring results from provider.
Suppose that, when the query arrives in the system, thearglpvoviders (those which can treat the
query) have low workload, high intentions to perform theaming query, and high failure proba-
bility, which raises the probability of restarting the aligion of the query or to have a dissatisfied
consumer. In this case, replicating the query seems a gead id contrast, consider now a scenario
where a consumer sends a query with low criticality reqginesults froml0 providers. Suppose
that, when the query comes in, the relevant providers hayte Wworkload, low failure probability,
and low intentions to perform the incoming query. In thisezasis better not to replicate the query
to neither overload nor dissatisfy providers. Furthermaod replicating this query allows to give
higher priority to queries with high criticality.

However, most cases are not so simple and raise the folloguiegtionswhich queries should
be replicatedandhow many query instances should be replicat&tign, a preliminary question is:
which information must be used to decide on query replic&iconsumers’ satisfaction? providers’
satisfaction? queries’ criticality? othersThis paper answers those questions.
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6 Quiané-Ruiz, Lamarre, and Valduriez

1.3 Contributions and Outline

After surveying related work in Sectidid 2, we present ourmm@intributions. First, in Sectidd 3,
we formally define the query allocation problem over faulgrticipants. To this end, we first for-
malize the query allocation problem in DISAP. Second, wengeifi Sectiofill4 a satisfaction model
that considers participants’ failures. In particular, viaiacterize the fact théi) queries have dif-
ferent criticality for consumergji) a consumer may receive less results than it expects(iind
provider may perform queries for nothing because of backigpigs and consumers’ failures. Third,
in Section b, we propose two autonomic query replicatiomtgms: S,QR and S, QR+. Both
algorithms consider queries’ criticality, participansgitisfaction, and participants’ failure probabil-
ity to decide on-line which queries should be replicated lao many backups should be created.
Sp@Q R+ complementsS, Q@ R with the ability to prioritize queries with high criticajit To do so, it
may voluntarily reduce the number of required providers bgrsumer. Fourth, in Sectibh 6, we ex-
perimentally show that our algorithms perform better tHangopular baseline algorithm. Overall,
we demonstrate our algorithms’ self-adaptability to thekémad, queries’ criticality, and partici-
pants’ failure probabilities. We also demonstrate thatespatic replication of all incoming queries
causes serious performance problems for high workloadisyanse, that it loses more query results
than with no replication. We show that neith&/Q R nor S, Q R+ have this problem, which allows
a system to scale up. Finally, Sectldn 7 concludes.

2 Related Work

Query replication approaches can be classified in two mopasiveor activequery replication. In
passive query replication, also known as primary-back@p, [drimary providers actively perform
queries and regularly checkpoint their state to backupidess [9], which are either waiting for

a checkpointing message or saving a checkpointing mesdagease a primary provider fails, a
backup provider takes over the role of the primary providerdading the last checkpointed state in
order to recover a state that existed before the primaryigeos failure. In this way, the failure can
be masked to consumers, but they can experience a long dedgyting results[40]. Furthermore,
this model is inappropriate for DISAP since it inherentlg@sies that providers are homogeneous
from a functionality and data point of view and thus provide same results for queries.

In active query replication, also calletiate-maching35], both primary and backup providers
play the same role: they actively perform queries and, erilikhe passive replication model, there
is no centralized control. Active replication does not riegjeheckpointing messages to maintain
backup queries and is thus appropriate to DISAP. Severatisnt have been proposed based on
this model. For example,_[86] proposes a query allocatignrithm that maximizes the reliability
of heterogeneous system5.[20] proposes a schedulingthlpao achieve fault tolerance in mul-
tiprocessor systems. But, these two algorithms can ongrdtg a single provider’s failure, while
DISAP may suffer from many more providers’ failure5. [19pposes an algorithm using a set of
scheduling heuristics that actively replicates each irogmuery a fixed number of times, say
thereby producing schedules that toleraggroviders’ failure. However, these active query replica-
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tion solutions replicate each incoming query, which maycklyi utilize all computing resources in
the system.

Recently, probabilistic approaches have been proposeeaiondth failures without replicating
each incoming query. For instance, in [8] each processimg mmd communication link is associ-
ated with a failure rate. The authors then tackle the proloescheduling a task graph with deadline
constraints and guaranteeing the best possible reliabMbwever, this work assumes a constant
probability of failure for nodes and considers parallel lnchogeneous computers. [n]10], authors
address the problem of scheduling a set of queries, whiathemcterized with the same probability
of failure, to a set of processors. Given a set of queries lamdet of relevant providers, a precise
analysis can determine whether replication is requiredtteeeguaranteeing high reliability or a
minimal set of processors for dealing with a set of queriesveéler, the authors consider multipro-
cessor systems and thus make strong assumptions that dgphpt@open distributed systems, such
as DISAP. An advantage of probabilistic approaches thosighgit, as in our proposal, no assump-
tion on the number of tolerated failures is made. In conti@stur algorithms, these probabilistic
solutions assume that providers have the same probalifilfgilore, the same capacity to perform
queries, and no intentions at all. None of these assumptsorealistic in large-scale distributed
systems, such as DISAP.

Our algorithms significantly differ from previous work indath main points. First, to the best
our knowledge, this is the first work that uses a probabslistiproach to replicate queries in large-
scale distributed systems. Second, in addition to therfajuobability of providers, they consider
the failure probability of consumers. This consideratismuite important in DISAP because re-
peated consumer failures may cause dissatisfaction oé thamsiders that perform their queries.
This is because such providers waste their computing resstior producing results that are finally
not returned to the consumer. Third, our algorithms go frthan simply considering failure proba-
bilities: they also consider both participants’ satisfaeand queries’ criticality to set the replication
rate of queries. This allows our algorithms to only repkictitose queries that increase participants
satisfaction. Finally, we consider query replication & dgenerality: besides replicating queries to
tolerate failures, we consider the fact that consumers risayraplicate queries to deal with Byzan-
tine providers.

3 Problem Definition

In this section, we first give a presentation of the systemehwadhich characterizes DISAP and
define the query allocation problem. Then, we formally defireeproblem of query allocation over
faulty participants.

3.1 System Model

We adopt the usual architecture of a mediatgrand of a sef of autonomous participants. Partici-
pants may play two different roles: consumer and providke 3et of consumers and providers are
denoted byC (C C 7) andP (P C 1), respectively. Besides autonomy, we assume that paatitsp
perform queries when they are required for. In other wordsviders must answer queries as much
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8 Quiané-Ruiz, Lamarre, and Valduriez

as they can: they can fail, but only for network failure or &ware dysfunction. To formalize this
aspect, we assume that each participantZ has a probabilityf; to fail per time unit. The way in
which participants’ failure probability is computed is We¢yond the scope of this paper. We simply
assume that the mediator is able to estimate this probabiliapplying for example the solutions
in [14,1214]. Mediatorm may also falil but this is orthogonal to the focus of this pap&eplicating
mediators is a solution to deal with mediator’s failure batthis paper, we simply assume that
never fails.

Providers inP are potentially heterogeneous in terms of capability, cipeand data. Hetero-
geneous capability means that providers usually do notigeathe same functionalities and thus
cannot deal with the same queries. Heterogeneous capagitysithat some providers may perform
more queries per time unit than others. Tdepacityof a providerp € P, cap(p), denotes the
number of computing units (e.g. expressed in time units)itHzas to perform queries. Thug's
utilizationat timet, U, (p), is defined as its load w.r.t. its capacity. Finally, dateehegeneity means
that providers may produce different results for a sameyquer

A consumer € C submits a query to mediatet when it cannot locally perform the query or
because it wants to outsource the query. A consumer foresitpieries in a format abstracted as
a 4-tupleq = < ¢,d,n,v >. Whereq.c € C is the identifier of the consumer that has issued the
query,q.d is the description of the task to be dopey € N* is the number of providers to which the
consumer wishes to see its query be allocated,gand: [0..1] denotes the criticality of the query.
The greater the value of this parameter is, the more critiealquery is. Notice that, a consumer
may desire to allocate a quegyto various providersgin > 1) for two main reasons(i) to avoid
Byzantine providers by comparing their results, éfdo select the best query result since providers
may produce different results for a same query. In the fahowwe simply use, d, n, or v when
there is no ambiguity on.

Because of their autonomy, participants are interestedrifopning some queries and in the way
their queries are treated. This is why, given a qugmgonsumet.c (respectively, each provider that
is able to perforny) gives its intentions, for getting results from each previd in set P, (resp.,

for performingg), to m. Mediatorm stores consumer’s intentions in vecﬁq and providers’
intention in vectorPI,. For example('I,[p] denotes the intention of consumgt to see its query

q be treated by provider andﬁq[p] denotes the intention of providerto perform query;. We

do not make any restriction on the way participants comphe# intentions and only assume they
provide them in the intervgl-1..1]. The greater the intention value is, the greater the degire o
a consumer (resp., provider) to see its query be treated byea grovider (to perform a given
query) is. Notice that, participants’ failures may dissigtiother participants with no results for their
queries or with results that are not returned to consumelngs Means that providers utilize their
computing resources for nothing. This is why providers abgoress the cost of performing a query
g and that consumers give the criticality of their queriessd the mediator strives to ensure results
for their critical queries. Providers’ costs are in the g [0.. + oo[ and stored byn in vector
P_C:,. For example, given an incoming querya COStP_C>'q[p] = 100 could mean the number of
milliseconds that provider needs to perform queky Finally, the way in which mediator obtains
this information strongly depends on the system architectun some cases, it may locally have all
this information available, as in cluster-based systemdjmother cases it must ask participants for
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this information, as in DISAP. In fact, in DISAP, particigarmre the only ones that can provide their
intentions for each incoming query since such intentionedd on participants’ precise context.

Having stated the system model, we can stress that a satisfajuery allocation is one that
not only strives to ensure the number of results desired bguwmers, but also, one that selects the
most interesting providers for consumers and allocatemibst interesting queries to providers. We
formalize this in the following section.

3.2 General Query Allocation Problem

We can now state the query allocation problem as followsearsef of autonomous participants,
mediatorm must allocate each incoming queryto a set of providers so that good system perfor-
mance, high participants’ satisfaction, and results fargas with high criticality are ensured. We
can divide this general problem it into the three followindépendent subproblems.

FINDING RELEVANT PROVIDERS To find those providers that can deal with a querfthe
relevant providers), denoted by st (P, C P), is a matchmaking problem. In our context, for
any incoming query;, parameter.d is intended to be used within a matchmaking mechanism to
find setP,. This problem has been extensively studied in the liteeaturd several matchmaking
mechanisms have been propoded [24, 26]. Such techniqueshteeyond the scope of this paper
and we simply assume there exists one in the system thatnslsmd complete.

RANKING RELEVANT PROVIDERS. To allocate a given incoming query the mediator usu-
ally considers a specific strategy. For example, the mediatty score providers by considering:
providers’ utilization for applications requiring to qydoad balancind 132, 33]; provider’'s relevance
to queries for web search applications|[12]; or participaimtentions for volunteer computing ap-
plications such as BOINC and Xgrid [31]. Thus, it could existmany scoring functions as types of
applications. This problem is also out the scope of this papd we assume that the mediator can
provide a vector]_%q of ranked providers, according to its strategy, so tﬁ@(l] is the best scored
provider andﬁq[||Pq||] is the worst scored provider. The way in which vectoris computed is a
choice of the system administrator depending on the systehgllenges she wants to solve.

SELECTING RELEVANT PROVIDERS The problem here is that of deciding the number of
providers to which to allocate a query. Formally, given acoiming queryg and vectorﬁq, the
mediator must choosebest ranked providers iﬁq to which to allocatey. Set]/DZ" denotes such a

set ofr best ranked providers, |d3§ = ]_%q[l..r]. As the providers’ ranking process, the providers’
selection process is key to the well operation of the syst&matural solution to this subproblem
is to allocate a query to the number of providers required by the consumer (whiadddgo have

r = ¢.n). However, this approach inherently assumes that eitheicjpants cannot fail or fail-

ures are treated after detection. Moreover, it is possitde instead of sebr, only a setﬁ; (with

73; C ]32") of providers returns results for a queryThus, the mediator should seby considering
this aspect.
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10 Quiané-Ruiz, Lamarre, and Valduriez

3.3 Query Allocation over Faulty Participants

In this paper, we address the problemsefecting relevant provider@he third subproblem of the
previous section) in DISAP, i.e. with faulty participant¥e formalize this problem as follows.

PROBLEM STATEMENT . Given an incoming query and vectorR , of providers, eac in vector

ﬁq with a failure probabilityf,,, mediatorm must determine to allocateg to Z_fq[l..r] providers
so that participants are satisfied with the query allocation

The difficulty of addressing this problem is in determininglone ther value so that consumers
receive in general their queries’ results from the requimehber of providers and are satisfied. For
low workloads, it is easy to address this problem since theeeenough computing resources to
perform queries, including backup queries, and thus oneeglicate queries without fearing the
consequences (except if such replication hurts partitgaatisfaction). Nevertheless, the above
problem’s difficulty increases as the workload gets higHhéuis is because the load due to backup
gueries may induce even more significant problems tharalrgtieries. In particular, replicating
queries for high workloads impacts performance with longsponse times, which increases the
probability that a provider fails before performing a query

A systematic solution to the above problemis to allogatetheq.n+m best ranked providers[21].
However, this solution only supports the failuresmefproviders. Moreover, allocating each query
to a high number of providers may quickly overload the systsnwell as decrease participants’ sat-
isfaction. Probabilistic approaches have been proposddftne at run time whether a query must
be replicated]8,_10]. Nevertheless, they do not considdigi@ants’ satisfaction nor consumers’
failures, and assume the same providers’ failure protigbilherefore, replicating queries in DISAP
is hard because one needs to ensure good system perforrhiagitparticipants’ satisfaction, and
results for queries with high criticality. To our knowledgelerating participants’ failures is still an
open issue in DISAP and has not been addressed before.

4 Satisfaction Model

In this section, we propose participants’ satisfactionndédins that consider query’s criticality and
the possibility of failure (Sectioris4.1 ahdl.2). We alsogwse a definition of global satisfaction,
which exploits the failure probability of participants (Sien[£3). We consider the satisfaction of
a participant w.r.t. the way in which queries are allocatedHe mediator. It is clear that the term
“satisfaction” can have a much broader interpretation aag be linked to many other points, for in-
stance, the quality of results. Indeed, it is possible fasr@samer to be satisfied of the way in which
queries are allocated (just because the allocation prédcksss its recommendations), but dissatis-
fied of the obtained results. Thus, “satisfaction” has médfigrént facets and exploring all the ways
to compute satisfaction is well beyond the scope of this papewever, anticipating Sectidn 5, the
algorithms we propose are quite general and can be used myitbagisfaction definition.
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Satisfaction-based Query Replication 11

4.1 Consumer’s Satisfaction

A consumer can evaluate by means of its satisfaction if & thed results it expects from the mediator.
There are two kinds of satisfaction: one with respect to véhabnsumer expects as results from
providers and another one with respect to what a consumercexfrom the mediator (i.e., query
allocations to its preferred providers)._[30] proposes tsfeaction definition that is of the first
kind. The authors define consumer’s satisfaction as theageeof the consumer’s satisfaction in
each query it has issued. Satisfaction is computed by a ocwgrsoly evaluating results with respect
to response times and information freshneésl [31] propasssgisfaction definition with regards
to what a consumer expects from the mediator (the seconddfisdtisfaction) as the average of
the consumer’s intentions in each query it has issued. Batikfaction definitions use the same
maths and are quite important for a consumer. However, wlglicating queries, the mediator is
interested in what a consumer expects from query allocatidtis is why we consider the latter
kind of satisfaction. Generally speaking, we define thes&attion of a consumer as in_131], but
we also take queries’ criticality and providers’ failuresa consideration. Intuitively, an incoming
guery withy = 1 (respectivelyy = 0) means that the consumer would not be satisfied at all if it
did not receive all the results it requires (resp. meanstti@satisfaction of the consumer strongly
depends on the number of results it receives). To considgrdiven a query;, we introduce the
consumer’s satisfaction coefficientr.t. ¢ (denoted byA), which we define as the importance of
the number of providers that return results. The role of toisfficient is to weight the average of
consumer’s intentions. We formally define this satisfattoefficient as follows.

Definition 1 CONSUMER SATISFACTION COEFFICIENTLetx denote the number of providers that

return results for a querya = ||ﬁq||), the satisfaction coefficient concerning the allocatidrao
querygq is defined as follows,

1—7

—— ify<
771 ify=1Ax=n
0 ify=1ANx#n

It is worth noting in Equatioflll that when the criticality ofjaery takes the value dfand the
number of providers returning results is the same as thaine|by the consumer, the satisfaction
coefficient taked. In contrast, ify = 1 and the number of results is smaller than that required
by the consumer, the satisfaction coefficient always takes.zWe illustrate the behavior of the
satisfaction coefficient in Figufg 1. Observe that as theygsleriticality increases and the number
providers producing results decreases, the satisfaabiefficient decreases. This leads to a decrease
of consumer’s satisfaction, which is defined as the conssrimentions average concerning the set
of providers that return results multiplied by the satitifaw coefficient (see Definitio 2).

Definition 2 CONSUMER SATISFACTION FOR A SINGLE QUERY Given an incoming query, the
satisfaction ofy.c concerning the allocation af is given by,

L3 (@l + )2

pePy

5o(e, Py) = Ayl
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12 Quiané-Ruiz, Lamarre, and Valduriez

satisfaction coefficient

Figure 1: Number of providers returning results versus yseriticality, when a consumer requires
6 providers.

—

Theds(c, I'Z) values are betweemandl. The closer the value frorhis, the greater the satis-
faction of a consumer is.

4.2 Provider's Satisfaction

A provider that has not failed can evaluate, by means of iisfaation, if the mediator allocates
queries according to its intentidh<Conversely to a consumer, the fact that a query has higbatrit
ity, or not, does not influence the satisfaction of a provitteturn, the fact that a provider performs
a query and its results are not returned to the consumer nraythisatisfaction (depending on its
cost). What can hurt a provider’s satisfaction is: (1) todmuired to treat a query it does not desire
to perform, (2) to be rejected for the treatment of an intimgsquery, and (3) to perform a query
as backup for nothing. This is because a provider is usuealfish and hence the fact of spending
computing resources to perform queries from which it olstaio benefit does not meet its intentions
at all. A relevant provider may have one of three possiblestafter the allocation of a given query,
which is formally stated in Definitiofl 3.

Definition 3 PROVIDER SATISFACTION FOR A SINGLE QUERY Given an incoming query, let
Pq"k denote the set of providers that did not fail in the time im&required to perforng andp be a

provider in P, N P;’“. The satisfaction gb concerningg is given by,
s (ﬁip]—i—l)/? ifpel,
0s(p, Py Py) = | (= Plalpl +1)/2  if pe (P\Py) N F*
1/(2+PCy[pl)  ifpe (Bj\Py) N P*

Each line of the above definition corresponds to one of theetpbossible cases discussed early.
Notice that the third line translates the cost values in®ithierval]0..0.5], which means that a

2A provider which fails simply does not compute its satisitact
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Satisfaction-based Query Replication 13

provider always has low satisfaction when working for nothi The provider's satisfaction values
are in the interval0..1] and the greater the value, the greater the satisfaction ahader.

4.3 Global Satisfaction

According to the satisfaction definitions of the previoust®ms, query replication can improve
consumer’s satisfaction, which is the goal of replicatingiges and is a positive aspect. However,
backup providers (those running query replicas) can seerésilts not be returned to the consumer
if no primary provider fails. This means that backup providetilize their resources for nothing,
which may significantly dissatisfy them. This is the negataspect of replicating queries. This
is why we introduce thglobal satisfactiomotion whose goal is to compare both aspects so as to
determine if it is a good idea to replicate a query. One mayktiiat global satisfaction may be
achieved by each participant being satisfied in averageefieless, participants usually compute
their satisfaction after query allocations, or even aféeeiving results, while decisions to replicate
queries are done before allocating queries. Thus, we defijiebal satisfaction notion that takes
place before query allocations. Since this global satigfamotion is computed before query al-
locations, it depends on the participants’ failure. Henee,must consider all the possible cases
of failure, which requires some work in probabilities. Withis aim, we first characterize, in Sec-
tion[£31, the successful probability that: (i) a query teated by some number of providers, and
(ii) the results produced by a provider be returned to coresam\e then define global satisfaction
in SectioZ3P.

4.3.1 Probabilities of success

We assume that faults are not correlated. Thus, the pratyahiat a participant does not fail in a
time unitis1 — f;, f; being the failure probability of a participantLet ¢ denote the time required
by a providerp to perform a query,. Consequently, the probabilimg that: does not fail in a
discrete time intervaf’ (i.e. to be always available during time intervg) is given by Equatiofl1.

AL =(1—f)'a 1)

Given this, the probability that at mobtproviders in seﬂ/D;T do not fail before returning results
of a queryy is given by,

siEp= > (I & II a-4a) @)
PPRCPy  pePgh  pePp\Pg
[1PF[I<h
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14 Quiané-Ruiz, Lamarre, and Valduriez

In the same spirit, but from the providers’ point of view, fir@bability that the results produced
— —
by a given provider? ,[a] andz — 1 other providers inP; be returned to consumerc is given by,

> (T4 I1 a-4)ife<an
P,CP}  peP, peP)\B,
|1 Pgll=2
So(Fa) = | ®
7"7:1: —
R Z (H.AZ H (l—Ag)) else
B RqlkleP,
RylalePy p&ﬁ’;

4.3.2 Global satisfaction definition

We can then define global satisfaction with respect to thacation of a given query. Informally,
given a queryy, global satisfaction denotes the most possible satisiad¢hat consumeq.c and
providersinP, may have ify is allocated to a given sé\g. Intuitively, the global satisfaction denotes
the sum of the relevant providers’ satisfactions plus thesamer’s satisfaction. Unfortunately,
possible participants’ failure make this a little more cdicgted. For a relevant provider that does
not fail, we must consider the three cases defined in SdcibriThe first case is when a provider is
allocated a query and its results are returned to the constmethis to happen, it is necessary that
the consumer does not fail and that no more thanl (wheren is the number of required providers)
best ranked providers do not fail and hence return resultthi$ case, the provider’s satisfaction is
based on its intention. Except in case that the consumetr fdae provider’s satisfaction is based
on the query’s cost. The second case is when a provider isatdld a query replica and its results
are not returned to the consumer. This happens if at ledstst ranked providers do not fail. In
this case, the provider’s satisfaction is based on the ¢pieogt. Finally, the third and last case is
when a provider is not allocated a query. Here, the prowsdsatisfaction is based on its negative
intention. For the consumer, we simply need to consider thbgbility that each relevant provider
has to return results. Definitidth 4 formalizes the globak&attion’s computation.

INRIA



Satisfaction-based Query Replication 15

Definition 4 GLOBAL SATISFACTION Given an incoming query, the global satisfactior@(ﬁq\r)
of allocatingq to a setI/DZ’ is defined as follows,

oFy) = 3 (Af“ﬂ (A sy P PLIRL) +
j=1

(1= Ag) -1 (B ) PO R[] +
(L-sp7' ) - ?cq[ﬁq[ju)) +

[1Pq]l

—

S A PILR, ) +
j=r+1
n 1 r P — —
Ag (Az IO CHIZ) -ch[Rq[an))
7=0 a=1

5 Algorithms

In this section, we describe two new algorithms to perforrargueplication in DISAP. The first
algorithm, calledS,Q R, implements a typical query replication strategy. Thaitiaims at creating
some query instances in addition to those asked by conswsuodlgmt consumers receive queries’
results from their required number of providers. The sealgdrithm, calledS,Q R+, implements

a more elaborated strategy. It considers the query instarecpiired by consumers and decides if
more or less instances must be created. Intuitively, foln igrkloads, it prioritizes highly critical
queries by creating less queries instances for low critjoaries, than required by consumers. Both
algorithms respect the strategy of the mediator to allogagégies and compare the global satisfaction
of different provider sets in order to select the best prersd We give some considerations of this
global satisfaction's comparison in Sect[onl5.3.

5.1 $SQR Algorithm

Satisfaction-based Query Replicatit#,Q R for short) is an algorithm to replicate queries in order
to support participant failures in DISAB, QR replicates incoming queries by considering global
satisfaction, that is, it only replicates a query when thédds an increase in global satisfaction. A
salient feature o, QR is that it decides on line which queries should be replicated at which
rate, based on both participants’ satisfaction and fajuobability. Algorithnl shows how$,Q R
works for a given incoming query. The basic idea is simplerd@ates as many backup providers as
long as global satisfaction increases. In more detailgrgan incoming query, S,Q R compares
the global satisfaction of the firgtn relevant providers (i.e. th§q[1..n]) providers) with the global
satisfaction of thequ[l..n+ 1] providers. If the global satisfaction d_fq[l..m— 1] is greaterS,QR
compares then such global satisfaction with tha@ﬂl..n + 2] and repeats the operation until it

finds a setﬁq[l..n + 4] of providers whose global satisfaction is greater t@{l..n +i+1]. In
other words S, @ R looks for the local maximum of global satisfaction.
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Algorithm 1: S,QR

— — — @ —
Input :g¢, R,,CI,, PI,, PC,
Output: 153
1 begin
2 r=q.n,
s | whier < R,.size && O(Py) < ©(Py+!) dor + +; returnPy;
4 end

A P D E
Local maxima Local maximum

Starting point

Starting point ©

Global satisfaction
Global satisfaction

SbQR path SbQR+ path
. I .
1234567891011121314... 12345673891011121314..
Provider Rank Provider Rank
(a) SLQR case. (b) S QR+ case.

Figure 2: Finding local maximum aroundn (with ¢.n = 6).

ExaMPLE. We illustrate in Figur§ 2(h) th&,Q R’s principle when looking for such local maxi-
mum w.r.t. a query; where consumaey.c requires results fror providers ¢.n = 6). Assume that
g has a medium criticalityy = 0.5) and that théth best ranked provider has a higher probability
of failure. Suppose now that th&h, 8th, and9th ranked providers have a low positive intention
to performg. Also, suppose thathas a medium and high positive intention to receive restdts f
the 7th and8th, respectively, ranked providers, but that it has a negatiention towards théth
ranked provider. In this casé&;, QR decides to creat® backup queries because providﬁg[éﬂ]
denotes the local maximum.

5.2 SQR+ Algorithm

SpQ R+ is an algorithm that addresses the problem stated in S&fidnom a more general point of
view. That s, it not only analyzes if backup queries mustisated, but also if the number of query
instances asked by consumers (paramgtefor a queryqg) can be reduced so as to increase global
satisfaction. This is quite useful for heavy workloads wheplicating queries may significantly
hurt system performance. Bufi;Q R+ always allocates at least one query instance so that queries
be treated (i.e.q.n > 1). Thus, it could be a good idea to allocate low critical geerio less
providers than those required so as to keep computing resefor highly critical queries. To do
S0, S, R+ looks for the local maximum of global satisfaction by alsalgming global satisfaction
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Algorithm 2: S, QR+
— —

- —
Input :¢q, Ry, Cl,, Ply, PC,
Output: Py
1 begin
— - == — —
2 P;f = SQR(q, R,,CI,, Pl,, PC,)
3 r=q.n,

—

4 | whiler>18&& O(P;) <O(P; ')dor——; Py =PI;
5 | if O(P;) < O(P;) thenreturn Py ;
6 elsereturnPy;

7 end
Theorem 1
7:1 /\7‘ _ T%q[T“‘l] c n—1 /\7‘ o7 B
@(Pq )_G(Pq) = A '<~Aq'8q (Pq)'PIq[Rq[T“’lH

(1— A5 - 8771 (By) - PCy[Rylr +1]]
(1—877H(By)) - PCy[Rylr + 1]

+ o+ 4+ o+

PI4[Rqlr+1]]

- 1 ~ e Tl -
AS'Z<AgJ'E'(Z(Sq(Pq+17])_Sq(P¢;7]))'Clq[a] +

7=0 a=1

Sy P ) - Ly [Ralr + 111))

when reducing queries’ instances. We illustrate $§@ R+ process in Algorithnll2.5,Q R+ has
the following two properties: (i) it never creates more bgekueries thats,Q R, and (ii) it exactly
operates as,Q R wheng.n = 1.

One can say that the instances of a query should not be reddmdits criticality is1 since,
according to Definitioll2, the consumer’s satisfaction dreling the mediator’s job) falls to zero if
its query is allocated to less than the desired number ofigeeos. However, as,QR, S,Q R+ also
works for providers and thus, in some cases, providers magftidrom the reduction of a query’s
instances. But also, a consumer may be satisfied, with tleéveztresults, even if it is not the desired
number.

ExampPLE. To exemplify theS,Q R+’s principle when looking for a local maximum w.r.t. a
queryq with g.n = 6, we consider again the example of previous section, butithis we assume
thatq has a low criticality ¢ = 0.1). Since, besides creating backup querigs) R+ also strives
to reduce query instances if necessary, we consider thas@prs with a better rank that (see
Figure[Z(0)). For these better ranked providers, suppasethie 5tk and 3th ranked providers
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18 Quiané-Ruiz, Lamarre, and Valduriez

have both a negative intention to perfogrbecause of overload and that thi& has a high positive
intention to perforng. On the other side, suppose thdias a high positive intention towards all three

providers. In this case, evendfn = 6, S,Q R+ allocates; to thel_fq[l..n — 2] providers because

ﬁq[4] represents the highest local maximum. This all&dy® R+ to save computing resources,
which could be devoted to highly critical queries.

5.3 Global Satisfaction Computation

Both S,QR and S,Q R+ compare the global satisfaction of two sets of relevantigerg so as to
allocate the query to the set having the highest globalfaatien. To know which providers’ set has
the highest global satisfaction, one should compute theadkatisfaction of both sets. One could be
afraid by such a comparison because it is complicated andythme long to realize. However, it is
possible to take advantage of the fact that providers’ setbuilt according to the query allocation
strategy (i.e., using vecton): the difference among two compared sets of providers iaydvone
and only one provider. Thus, global satisfaction comparesm be reduced to the study of the impact
of adding a provider from a given set of providers, which gigantly simplifies the computation.
We formalize this analysis in Theordih 1. See the proof ofttléerem in AppendikdA. Anticipating
the validation section, we experimentally analyze thidglsatisfaction comparison and see that its
required time i$0 milliseconds, which is negligible.

5.4 Discussion

We pointed out in Sectidd 4 that there may exist several digfitsi of satisfaction and that one may
see a satisfaction based on the quality of results as artivetdiefinition. However, in our context,
it is difficult to include satisfaction with respect to answeince(i) participants’ evaluations of a
particular answer are private data that the mediation pdees not have access to, &doy com-
position, our proposal takes place before answers conipntggefore query allocations) and hence
we do not have any information about the results produced. aldorithms are quite general and
independent of the way in which satisfaction is computedisTlone can adapt the satisfaction defi-
nition to fit a particular application. This also applies rficipants’ intentions, where participants
may consider any information they have, such as personarempnts, participants’ reputation, re-
sponse time, and load. Nonetheless, it is worth noting tiasystem’s behavior strongly depend
on the way participants compute their intentions. For imstaif participants do not care about their
preferences and compute their intentions by only considgrroviders’ load, as a result one will
have a system that ensures short response times.

Moreover, the scoring function (which produces veo%ris usually based on specific demands,
which are given by the application challenges that one wanmtolve. Thus, a large number of
specific query allocation methods with different behaviney exist. For example, the score function
of aglb method is designed for those applications whose goal istorergood system performance.
However, our algorithms treat the ranking function a blaok,lwhich allows them to preserve the
mediator’s strategy for allocating queries by preservirgrianking order of providers when finally
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Parameter Definition Value
nbConsumers Number of consumers 150
nbProviders Number of providers 300
nbMediators Number of mediators 1
gDistribution  Query arrival distribution Poisson
iniSatisfaction Initial satisfaction 0.5

¥ Query criticality from0.3t0 1
fRate Participant failure rate 0.03/second
nbRepeat Repetition of simulations 10

Table 1: Simulation parameters.

deciding which providers are allocated a query. Therefmue approach can be applied in any kind
of application.

Finally, notice that the complexity of our algorithmsagn - r2), but with a quite smath andr
(usuallyn < 10 andn ~ r).

6 Experimental Study

In this section, we validate our algorithms by comparingrtheith a popular baseline algortihm,
replicateAll. replicateAll allocates each incoming query to a single backup providematter
how many providers a consumer desiled [21]. In other worgd;cate All allocates an incoming
queryq to ¢.n + 1 providers. To clearly see our algorithms gains, we alsoysthd case where
no backup query is generated (we call it thene case). We carry out our experimental validation
with three main objectives: (i) to evaluate how well, fromadisfaction point of view, our algo-
rithms operate in DISAP; (ii) to evaluate the impact on parfance of backup queries generated by
Sp@QR; and (iii) to analyze if our algorithms can adapt to differgoery criticitie and to different
probabilities of participant failures.

6.1 Setup

We implemented our prototype in Java. To compute veﬁorwe first implemented,Q A [31]]
and then implementef,Q R, S,Q R+, andreplicate All algorithms on top of5,QA. For all the
query allocation methods we tested, the configuration €@pls the same and the only change is
the way in which each query replication algorithm creataskbp providers. Before defining our ex-
perimental setup, let us point out that the definition of alsgtic workload for environments where
participants are autonomous and have special interestésdswqueries is an open problem. [Ini[29]
the authors discuss the need for benchmarks of scenadnted cases, which are similar to the case
we consider, but this remains an open problem. Another pilissto validate our results would be
to consider real-world data over long periods of time. Hosreeven if we had the resources to ob-
tain real-world data, the validation would get biased tagahese specific applications. Therefore,
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in our experiments, we decided to generate a very gener&leaat that can be applied to different
applications and environments in order to thoroughly \aédur results.

We generated a network witth0 consumers and00 providers who compute their satisfaction
as presented in SectiohsH.1 4.2, respectively. Wedmmaisingle mediator. We initialize
participants’ satisfaction with a value 6f5. Then, participants make an average of their satisfac-
tion over the last 50 issued queries (for consumers) and 406 queries that have passed through
providers. We assume that 800 providers are able to perform any incoming query issued loy co
sumers. We assume that a participant has a probability8fof failure per second. This is a high
failure probability, but we want to stress the system in otdeconduct our experimental study un-
der difficult situations. Following the approach usedin][3¥e generate around 10% of providers
with low-capacity, 60% withmedium and 30% withhigh. Thehigh-capacity providers arg times
more powerful thamimediumcapacity providers and stifl times more powerful thalow-capacity
providers. We divide the set of providers into three classe®rding to the interests of consumers:
consumers that havdgh-interest (60% of providersimediuminterest (30% of providers), dow-
interest (10% of providers).

The way participants compute their intentions and utilarats beyond the scope of this paper
and orthogonal to the problem addressed here. Thus, withesitof generality, we assume that
participants work their intentions out as defined.in [31]t Lerecall, on the one hand, that providers
consider their preferences, utilization, and satisfactiocompute their intentions, while consumers
only consider their preferences. We assume that partitsmampute their preferences uniformly at
random between-1 and1. We assume that it is up to a provideto estimate the time it needs to
perform each incoming queryand gives it to the mediator. We assume that all participaate
the same network capacities. We rLhexperiments for each case to present the average results of
all experimentations. We produce, in averatf@00 incoming queries for a series of experiments.
We generate two classes of queries thigih-capacity providers perform ih.3 and 1.5 seconds,
respectively, and assume that they arrive iPoéssondistribution. Consumers issue queries with a
criticality that they generate at random betw@ehand1. We assume that consumers ask results for
six different providers (i.e = 6). Since our goal is to study how our algorithms replicaterpse
we assume captive participants in these experiments spdiatipant departures by dissatisfaction
do not impact the results. In the following, we always présesults for different workloads, where
the workload is with respect to the number of queries issyeddnsumers and any backup query
generated by the algorithms we test is added to such workload

6.2 Results

We can study many different aspects of our algorithms. Hewéwecause of space limitations, we
focus on only6 major aspects: the number of created backup queries (HEfale the average
criticality of backup queries (Figufe_3]b)), the number aésing results (Figurg_3(c)), the average
criticality of queries with missing results (Figyre 3(dj)e ensured response times (Fidure]3(e)), and
the consumer’s satisfaction (Figdire B(f)).

In Figure[3(d), we can observe that, for low workloadsylicate All has (around).01%) less
queries with missing results than the other algorithms. &l@x, we can observe in Figure_3(a)
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Figure 3: Results with queries requiring six providers amrddifferent workloads.

that it replicate0 times more queries. The disadvantages@fiicate All becomes clear in Fig-
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ure[3(c) when the workload is higher th&f%: the number of queries with missing results for
high workloads is twice as with our algorithms since providare more loaded and queries are
blinded-replicated. This does not happen with our algorghwhich automatically adapt the query
replication rate to the workload. This is because provitieke care of their load while expressing
intentions. Figur@_3(h) allows to clearly see that they ter@auch less backup queries as the work-
load increases. Furthermore, batf) R and S,Q R+ consider the criticality of queries by mainly
replicating queries whose criticality is greater than therage criticality of incoming queries (see
Figure[3(0)). This trend is more important as the workloakigger, in particular folS,Q R+. The
advantage is that the number of missing results is similéineémnes of theione case and ensures
more results for highly critical queries (see Fighire B(d)).

It is worth noting that, in th&S;, Q R+ case, the number of aborted queries, i.e. those which were
allocated to less providers than those required, increagbshe workload. S,Q R+ voluntarily
aborts lowly critical queries (see Figre_3(d)) to priagtihighly critical queries (see Figure 3(b)).
As a result, the number of queries with missing results (duproviders’ failure) also increases,
but much more slowly (see Figure 3(c)). Figlire]3(f) cleatipws that consumers appreciate this.
Furthermore, aborting lowly critical queries allowsQ R+ to guarantee short response times (see
Figure[3(g)). Notice that, evenf,Q R has slightly longer response times than when doing no repli-
cation (thenone case)S,Q R also significantly outperforms:plicate All. During our experiments,
we observed that the required time to compare the globaifaation of two sets of providers is in
averageb0 milliseconds. We also observed that the smaller the numbemaired resultsi(), our
algorithms are much better thanplicate All. For example, whem = 2, replicateAll starts to
have have problems with workloads higher thaf% while our algorithms remain stable.

In summary, the results demonstrate that our algorithrosvahsuring participants’ satisfaction,
results for critical queries, and short response times gtleg cost, in numbers of backup queries
and computing cost. Furthermore, our algorithms are sidptable to the workload as well as to
queries’ criticality, participants’ intentions, and peipants’ failure probability. In the following, we
go further with our validation with the aim of evaluating hawell S,QR and.S,Q R+ (i) operate in
environments where participants have no preference,da) dith different queries criticality, and
(iii) deal with high probabilities of participants’ failer

6.2.1 Results with passive participants

One may wonder whether the previous results are impactedtbigipants’ preferences. To address
this question, we ran again the series of experiments oiquesection, but now assuming that the
participants act as nodes in a cluBtéFhis means that consumers are not able to make any differenc
between two providers and that providers do not have angprete on what they do. Technically, in
our context, this means that participants’ preferenceuskig 1. In other words, consumers always
express intentions equal tand providers only consider their utilization to computeitintentions.

We also assume that backup providers express a query cOst Difiis means that providers are
completely at the system’s disposal. Notice that resuttthfenone andreplicate All cases are the
same as in the previous section since they do not considécipants’ intentions to operate.

3This assumption only holds for this section.
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Figure 4: Results with queries requiring six providersjwaarticipants having no preferences, and
for different workloads.

We can observe in Figuf@ 4 that the results are similar tcetbbgained in the previous section,
which demonstrates the efficiency of our algorithms to penfin DISAP as well as in systems
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Figure 5: Created backup queries for different workload$: ga) two different levels of query’s
criticality; (b) two different providers’ failure probaltiy.

with non-autonomous participants. More interestingly,ca@ see in Figurg 4{a) that bothQR
and S,Q R+ create much more backup queries than in previous resufisciedly those having a
high criticality (see FigurE4{b)). Such an increase in thenber of backup queries is reflected by
having almost the same number of missing resultseagicate All for low workloads, and as the
none case for high workloads (see Figlire 3(a)). An interestingtdo highlight in these results is
that S, Q R+ voluntary abort more queries than it misses due to providigitare. This proves its
capacity to deal with providers’ failure. Now, in Figyre J(eve can observe that our algorithms
also improve their performance by preserving more critipgdries. These results clearly illustrate
the aim of our algorithms at mainly replicating highly acél queries. Finally, we can observe in
Figure[4(d) that, even though,QR and S,Q R+ create now more backup queries, their ensured
response time is only degraded By milliseconds in average. This proves their effectiveness f
environments such as cluster-based systems.

Comparing these results with those of the previous sectiencan conclude that the previous
results were indeed impacted by participants’ preferenkcethe previous section, we can see that
the number of backup queries created®y® R and.S,Q R+ is lower in order to avoid participants’
dissatisfaction, which proves the adaptation of our athors to participants’ intentions.

6.2.2 Varying queries’ criticality

To analyze the sensitivity of our algorithms to differeneqes’ criticities, we present the results
of two series of experiments: one with lowly critical and titeer one with highly critical queries,
i.e. with a criticality of0 and1 respectively. Notice that the criticality of queries doeg im-
pactreplicate All's nor none’s results because they do not consider this criteria. Thishy we
only show the results for our algorithms. For these expeanisiave assume again that participants
have again some preferences as stated in the setup sectgure[B(@) illustrates the number of
created backup queries for different workloads. Theseltsesanfirm the results of Figule 6.2.2
in the fact that our algorithms tend to replicate less queaiethe workload increases in order not
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to overload providers. We can also observe the sensitifiuo algorithms to queries’ criticality
by creating more backup queries for the highly critical dgeger We confirm that, as stated in Sec-
tion[&2, 5,Q R+ never replicates more queries thgyQ R. As the workload increases, the number
of queries replicated by, Q@ R+ is much smaller than those replicated$y) R. Once again, this is
because providers quickly become overloaded and thus bgghessing negative intentions, which
are considered b, R+ to reduce the number of required providers. This resultsafestnate the
self-adaptability of our algorithms to the queries’ criity by modifying on-line the rate at which
gueries are replicated.

6.2.3 Varying providers’ failure probability

We finally runS,QR and S, Q R+ in systems where providers have quite different probasliof
failure per second.006 (low probability),0.05 (medium probability), and.1 (high probability).
Moreover, we assume that queries arrive with a criticalftyl .o For clarity of results, we assume
that consumers ask for a single answer per queryyi.es, 1. Because of this last assumption and
SyQR+'s properties (see Sectign b.2), the results o€ R are the same as f&, QR+, so the
results we present here are valid for both of them.

In Figure[5(H), we can see that, as the failure probabilitpraividers increases, more backup
queries are created by our algorithms to ensure that consigaeanswers for their queries. How-
ever, when providers become overutilized, our algorithexsrélase the number of backup queries.
This proves the high sensitivity of our algorithms to praasist failure probability. We also observed
in our experimentations that our algorithms have in avetage queries with missing results than
none andreplicate All.

Concerning participants’ satisfaction (we do not illustrthe results because of space reasons),
we observed that our algorithms better satisfy participéiman other algorithms in most cases. In
some cases, consumers feel better satisfied with otheithlgst but the difference is quite small
(similar to Figure 3(l)). Finally, we could also observettloair algorithms always better satisfy
providers than other algorithms.

7 Conclusion

In this paper, we considered query replication in Distréolinformation Systems with Autonomous
Participants DISAP). In particular, we focused on query replication based endttive replication
model. Query replication is hard to support in DISAP becaus®y decrease system performance
and may also dissatisfy providers. With autonomous paditis, the only way to avoid having
several participants to voluntarily leave the system isatis/ their interests. This is why we
studied query replication from a satisfaction point of vi€@ur analysis of query replication reveals
that it is useful to address two different problems: to talerproviders’ failures and to deal with
Byzantine providers. To our knowledge, this is the first witv&kt analyzes active query replication
in its whole generality and from a satisfaction point of viewsummary, our main contributions are
the following.
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First, we proposed a satisfaction model that considerscg@ahts’ failures. In particular, we
defined a notion of consumer’s satisfaction which consitterdact that queries have different criti-
cality and that a consumer may receive less results thapéatg because of providers’ failures. We
also defined a notion of provider's satisfaction, which ¢ders the fact that a provider may perform
queries for nothing because of backup queries or consuffadtg’es. Then, to complete the satis-
faction model, we defined a notion of global satisfactior tuasiders participants’ satisfaction and
their probability of failure.

Second, we proposed a query replication algoritSpd) R, which deals with participants’ fail-
ures by deciding on-line whether a query should be replitatel at which rate. A salient feature
of SyQR is that it replicates only those queries that allow incneggjlobal satisfaction. Third, we
proposed another query replication algorithm, calte@ R+, which also considers the replication
required by a consumer because of Byzantine providers. r@agnspeaking,S,QQ R+ generalizes
Sp@QR with the goal of prioritizing critical queries. To this enitlmay voluntarily fail to allocate
as many replicas as required by consumers for their loncatitjueries so as to keep resources for
the critical ones. An important feature of bathQ R and.S,Q R+ algorithms is that they make no
assumption on how many providers’ failures can occur at ang.t

Finally, we implemented both algorithms and compared thethd popular baseline algorithm
which replicates a query to all providers (theplicate All algorithm). Our experimental results
demonstrated that our algorithms significantly outperfoepiicate All from the performance and
satisfaction points of view. In particular, we demonstiateat our algorithms dynamically adapt to
the workload and ensures good system’s performance evdrefay workloads. Also, the results
show that while replicating systematically all queriesfers from serious performance problems,
both S,QR and S,Q R+ correctly adapt the query replication rate to queriesiaality and par-
ticipants’ failure probabilities in order to ensure goodteyn’s performance and high participants’
satisfaction. Furthermore, we demonstrated that whijdicate All loses in average medium and
high-critical queries, our algorithms mainly miss resattslowly critical queries.

In summary, we can conclude that, for ensuring the numbeuefyginstances required by con-
sumers in DISAPS,QR is the most adequate algorithm to replicate queries. Butinreasing
participants’ satisfaction as well as prioritizing higlusitical queries S, Q@ R+ is the best choice to
select relevant providers.
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A Proof of Theorem 1

Proof 1 Our demonstration is derived from algebraic reductions effibition[4 (the@(PEIl) -
O(Py) case). For clarity, we proceed to demonstrate equation @ofénl line by line. First, in

case that a provider is considered to get a quegnd is also considered to be in s/é\; we have:

—

S (AT Ay Sy P PR L)) -
Zj:l (-Aq 'AZ '32’_1(135_1) Iq[ﬁ

Thus, all values from up tor are eliminated by the subtraction because of Equdfion 2. s€en
quently, we only consider the+ 1 value, that is:

ARalr 1. g Sn=V(Pr) . PL,[R,lr + 1]]

which demonstrates the first line (of Theofdm 1). When a genvs expected to get quegyand not
expected to bein seft;, we have the case in which consumeris expected to fail:

S (A (1= A5) - S5 (P PER L) -
S (AT (1 Ag) - S (R - PC[R L)

and also the case where at least other providers with a ranking smaller thgnare in J/DZ N Pk,

—

Sy (AR (1= 83 (BY) - PR L)

In both cases, values frofnup tor are eliminated by the subtraction and hence we only consider
ther + 1 value. Consequently, we have the following equation fofithecase:

St (AT (L= sy P ) - PER,L)) -
R

AR (1= A2) - 871 (By) - POy Ryfr +1]
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and - _
ARt (1 = 82 Y(Br)) - PCy[R g + 1]]

for the second case. The above two equations demonstras2 lamd3, respectively. Now, for those
providers that are expected to not get quenye have:

1P 1Bl
ST AR _PIR) - > AR —PI R[]
j=r+2 j=r+l

Notice that all values from+-2 up to|| P, || are again eliminated by the subtraction. But, conversely
to previous equations, the+ 1 value remains in the right side and thus we take its negatiaey
which implies the following equation:

AR+ PR [ +1]]

This equation demonstrates the fourth line. Finally, to dastrate the final line (i.e. the expected
satisfaction concerning the consumer), we focus on theurnass side of Theorefd 1 and thus we
have the following subtraction:

n r+l — — =
A Z <Ag . % : Z (Sg(P(;T+1,j) : Iq[Rq[a]])>_

7=0 a=1
A5 (Aé S (SiE ) cﬁ@[aﬂ))
j=0 a=1

Conversely to all previous equations, even though we hayeated iterations (fromk up tor), the
subtraction cannot eliminate such values because of Eouigti which considers seﬁ;. In other
Words,Sg(PqT“,j) is different frormgg(]/?g’,j) even for a same valug which is not the case for

Sg]*l(Pg). Therefore, we can only reduce the equation above by grgugfues froml up tor,
c . 1 - a /T\ . a/pr s ~7
'Aq ' Z <A31 ' E ' (Z (Sq (Pq+1a.]) - Sq(Pt;aj)) ' CIq[a])>
j=0 a=1
and separating the + 1 value,

- o1 TN SR
Ay > (8 - Sy BT g) - CLy Rl + 1)
§=0
Thus, we have the following equation:

T

Az <Ag : % (X (Sa(P, ) - S(Fy, ) -

j=0 a=1

Iq[al+

—

C
St;Jrl(P/qT-Ilvj) : CIq[]_%)q[T + 1]]))
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which demonstrate the fifth line (of Theor@m 1).
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