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Abstract:  Although the spike-trains in neural networks are mainlystoained by
the neural dynamics itself, global temporal constraire§réctoriness, time precision,
propagation delays, ..) are also to be taken into accoumisd bonstraints are revisited
in this paper in order to use them in event-based simulattwagigms.

We first review these constraints, and discuss their corsems at the simula-
tion level, showing how event-based simulation of timestoained networks can be
simplified in this context: the underlying data-structuses strongly simplified, while
event-based and clock-based mechanisms can be easily.fitxesk ideas are applied
to punctual conductance-based generalized integratdi@ndeural networks simu-
lation, while spike-response model (SRM) simulations dse aevisited within this
framework.

As an outcome, a fast minimal complementary alternativl vaspect to existing
simulation event-based methods, with the possibility taudate interesting neuron
models is implemented and experimented.

Key-words: Spiking neural network, Neural code, Simulation.

* Laboratoire J. A. Dieudonné, U.M.R. C.N.R.S. N 6621, Ursit¢ de Nice Sophia-Antipolis,France
 Cortex & Neuromathcomp EPI, INRIA, 2004 Route des Lucio®8902 Sophia-Antipolis, France.

Centre de recherche INRIA Sophia Antipolis — Méditerranée

2004, route des Lucioles, BP 93, 06902 Sophia Antipolis €ede
Téléphone : +33 4 92 38 77 77 — Télécopie : +33 4 92 38 77 65



Utilisation de bornes nunériques
pour améliorer la simulation eévennementielle de
réseaux de neurones

Résune : Bien que les trains de spikes des réseaux de neurones goieipalement
contraints par la dynamique neuronale elle-méme, desaiotds temporelles globales
(période réfractaire, précision temporelle limité&lais de propagation, etc...) sont
aussi a prendre en compte. Ces contraintes sont regisitaes ce papier de facon a
etre utilisées lors de simulations évenementielles.

Nous commen cons par revoir ces contraintes et discutons demséquences au
niveau de la simulation, montrant comment la simulatioar@mentielle de réseaux
contraints temporellement peut &tre simplifiee dans cdeste: Ces idées sont ap-
pliquées aux modeles de ponctuels généralisés deomesiintegre-et-tire basé sur
des conductances synaptiques, tandis que les modelepele&SBM sont aussi pris
en compte dans ce cadre.

En terme de résultat, une alternative minimale et rapidsimelation est mise a
disposition, avec la possibilité de I'utiliser dans le casles performances de simula-
tion sont critiques.

Mots-clés : Réseaux de neurones évenementiels, Code neuronalaBonu



Introducing numerical bounds to improve event-based riewetavork simulation 3

1 Introduction

Let us consider the simulation of large-scale networks offols, in a context where
the spiking nature of neurons activity is made explicifl [1€ither from a biological
point of view or for computer simulation. From the detailedddkin-Huxley model
[18], (still considered as the reference but unfortunaitetivactable when considering
neural maps), back to the simplest integrated and fire (IFjeha large family of
continuous-time models have been produced, often compétkdespect to their (i)
biological plausibility and their (ii) simulation efficiey.

As far as this contribution is concerned, we consider a weadgon of biological
plausibility: a simulation is biologically plausible if iterifies an explicit set of con-
straints observed in biology. More precisely, we are gomgdnsider a few global
time constraints and develop their consequences at théaiorulevel. It appears here
that these biological temporal limits are very preciousmjitiative elements, allowing
us on one hand to bound and estimate the coding capabilityabf systems and, on
the other hand, to improve simulations.

Simulation efficiency of neural network simulators

Simulation efficiency is a twofold issue of precision andfpanances. Seé[4] for a
recent review about both event-based and clock-basedatimmuimethods.

Regarding precision, event-based simulations, in whidhgfitimes are not regu-
larly discretized but calculated event by event at the mracprecision level, provides
(in principle) anunbiasedsolution. On the reverse, it has been shown that a regu-
lar clock-based discretization of continuous neural systenay introduce systematic
errors, with drastic consequences at the numerical leveh @hen considering very
small sampling timeg [39].

Furthermore, the computational cost is in theory an orderagnitude better using
event-based sampling metholds [5], although this may belwaya the case in practice
[29], as further discussed in this paper.

However, using event-based simulation methods is qui#gsdine: Models can be
simulated if and only if the next spike-time can be explictbmputed in reasonable
time. This is the case only for a subset of existing neuronetsosb that not all models
can be used. An event-based simulation kernel is more coatpll to use than a
clock-based. Existing simulators are essentially cloakdnl. Some of them integrate
event-based as a marginal tool or in mixtures with clockedamethod<14]. According
to this collective review, only the fully supported, sciéinglly validated, pure event-
based simulators is MVASpik&186], the NEURON software msipg a well-defined
event-based mechanisin [17], while several other impleatients (e.g.: DAMNED
[31], MONSTER [38]) exists but are not publicly supported.

In other words, event-based simulation methods may sawéspre and computa-
tion time, but not the scientist time.

The goal of this paper is to propose solutions to overconsett#ficulties, in order
to have an easy to use unbiased simulation method.

Considering integrate and fire models.

At the present state of the art, considering adaptive, tiedlisional, non-linear, integrate-
and-fire model with conductance based synaptic intera¢tsre.g. in[[14}13,-39]),
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4 Cortex

called “punctual conductance based generalized integratéire models” (gIF), presents
several advantages:

- They seem to provide an effective description of the nealraativity allowing to
reproduce several important neuronal regires [20], witb@gdequacy with respect
to biological data, especially in high-conductance statgsical of cortical in-vivo
activity [13].

- They provide nevertheless a simplification of Hodgkin-kyxmodels, useful
both for a mathematical analysis and numerical simulatib8$19].

In addition, though these models have mainly consideredn@ueon dynamics,
they are easy to extend to network structure, including ptfoglasticity [27,[32].
See, e.g.[133] for further elements in the context of experital frameworks and[7] 8]
for a review.

After a spike, it is assumed in such integrate and fired maithels aninstanta-
neousreset of the membrane potential occurs. This is the casdlforoglels except
the Spike Response Model af [16]. From the information te&ormpoint of view, it
is a temptation to relate this spurious property toeéh®neoudact that the neuronal
network information is not bounded. In the biological rgaltime synchronization
is indeed not instantaneous (action potential time-couaweaptic delays, refractori-
ness, ..). More than that, these biological temporal liitsvery precious quantitative
elements, allowing one to bound and estimate the codindodiéipaf the system.

Taking time-constraints into account

The output of a spiking neural network is a set of events, ddfloy their occurrence
times, up to some precision:

}':{...t?...}’t% <tz2 < .. <t;’b< - Vi,n
wheret corresponds to theth spike time of the neuron of indeéxwith related inter-
spike intervalsi? = 7 — 71,

In computational or biological contexts, not all sequengesorrespond to spike
trains since they are constrained by the neural dynamidewdmporal constraints are
also to be taken into accouht]10]. This is the key point h8ggke-times are
[C1] bounded by a refractory periag
[C2] defined up to some absolute precisisnwhile
[C3] there is always a minimal delal for one spike to propagate to another unit, and
there might be (depending on the model assumptions) a
[C4] maximal inter-spike intervaD such that either the neuron fires within a time
delay< D or remains quiescent forever). For biological neuronsemradf magnitude
are typically, in milliseconds:

r ot dt D
101 [ 1072 | 10B4

The derivations of these numerical values are reviewedvilse [10]. This has
several consequence. On one hand, this allows us ti deriveoper bound for the
amount of information:

N L log, (%) bits duringT” seconds,
while taking the numerical values into account it meansdogé?’, a straight-forward
numerical derivation leads to abolk bits/neuron.

On the other hand [9,11], it appears that for generalizegbiatte and fire neu-
ron models with conductance synapses and constant extammahts, the raster plot
is generically periodic, with arbitrary large periods, \ehihere is a one-to-one cor-
respondence between orbits and rasters. This last factharfdct that more general
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Introducing numerical bounds to improve event-based riewetavork simulation 5

models such as Hodgkin-Huxley neuron assemblies can béagadwuring a bounded
period of time[[10] provides theoretical justifications fbe present work.

What is the paper about

We develop here the consequences of the reviewed time aonistat the simulation
level. Sectiol2 shows how event-based simulation of tiorestrained networks can
be impacted and somehow improved in this context. Selionriders punctual
conductance based generalized integrate and fire neuvarketimulation, while sec-
tion[ revisits spike-response model simulation withirs thamework. These mecha-
nisms are experimented in sectldn 5, where the computeeimghtation choices are
discussed.

Since the content of this paper requires the integratioratd ¢rom the literature
reused here, we have collected these elements in the apendier to ease the main
text reading, while maintaining the self-completenes$efdontribution.

2 Event-based simulation of time-constrained networks.

Clock-based and event-based simulations of neural netvoeke already use at dif-
ferent level of the global time-constraints reviewed h&ee e.g.[[4] for an introduc-
tion and a large review and 186, [5.138) 30] for simulationdweavent-based or hybrid
mechanisms. However, it appears that existing event-bsisaalation mechanisms
gain at being revisited.

In event-based simulation the exact simulation of netwofksnits (e.g. neurons)
and firing events (e.g. spikes) fits in the discrete evenesystamework[[36] and is
defined at the neural unit level by :

-1- the calculation of the next event-time (spike firing),
-2- the update of the unit when a new event occurs.

At the network level, the following two-stage mechanism pbetely implements
the simulation:

-a- retrieve the next event-time and the related unit,
-b- require the update of the state of this unit, inform effeunits that
this unit has emitted an event, and update the related ¢vees;

repeating -a- and -b- when ever events occur or when someadbsueached.

This mechanism may also take external events into accoentifiot produced by
the network units, but by external mechanisms).

Such a strategy is thus based on two key features:

« The calculation of the next event-time, conditioned toghesent state and to the
fact that, by definition, no event is received in the meanevfdl each unit;

« The “future” event-time list, often named “priority quéuavhere times are
sorted and in which event-times are retrieved and updated.

The goal of this section is to revisit these two features icteming [C3] and [C4].
Let us consider in this section a network withunits, an average @ connections
per units, with an average numhif < N of firing units.
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6 Cortex

2.1 Event-time queue for time-constrained networks

Although, in the general case, spike-times must be sortexhgmpending events, yield-
ing a O(log(M)) complexity for each insertion, there exists data strucali@ving
to perform retrieve/update operations in constamt1)” time. Several efficient data
structures and algorithms have been proposed to handleesectt scheduling task.
They are usually based on heap-like structures [36] or ddtsifters associated with
some time intervals (such as the calendar queue in [5]). Birifgers with fixed time
step are used i [29].

The basic idea of these structures is to introduce bucketsiring event-times in
a given time interval. Indexing these buckets allows onectiess to the related times
without considering what is outside the given time intervdbwever, depending on
the fixed or adaptive bucket time intervals, bucket indexmeghanisms and times list
managements inside a bucket, retrieve/update performaacehighly vary.

Let us now consider [C3] and assume that the bucket timevigltes lower thandt,
the propagation delay, lower than the refractory peri@hd the spike time precision
ot. If an event in this bucket occurs, there is at least delay before influencing any
other event. Since other events in this bucket occursdn iaterval they are going
to occur before being influenced by another event. As a corser, they do not
influence each others. They thus can be treated independdiitis means that, in
such a bucket, events can be taken into account in any orgiIrtdang that for a given
neuron the synaptic effect of incoming spikes can be tremtesy order within adt
window, since they are considered as synchronous at thésdale).

It thus appears a simple efficient solution to consider aétimstogram” withdt
large buckets, as used in_[29] under the name of “ring buffaifiis optimization is
also available in([36] as an option, whil€ [5] uses a standalendar queue, thus more
general, but a-priory less tuned to such simulation. Séearaulation methods take
into account [C3] (e.gL122,12]).

The drawback of this idea could be that the buffer size mighttloge. Let us now
consider [C4], i.e. the fact that relative event-time atbegiinfinite (thus not stored
in the time queue) or bounded. In this case with= 101>4ms (considering fire rate
down t00.1H z) and10~ "2 (considering gap junctions) the buffer sige= D /dt =
105-6, which is easily affordable with computer memories. In otiverds,thanks to
biological order of magnitudes reviewed previously, th&dgram mechanism appears
to be feasible

If [C4] does not hold, the data-structure can be easily athpsing a two scale
mechanism. A value oD, such that almost all relative event-time are lower tihan
is to be chosen. Almost all event-times are stored in thealrdata structure, whereas
larger event-times are stored in a transient calendar duefioee being reintroduced in
the initial data structure. This add-on allows one to eagdyrid of [C4] if needed,
and still makes profit of the initial data structure for alrmalt events. In other words,
this idea corresponds to considering a sliding window oftvid to manage efficiently
events in a near future. This is not implemented here, sinmgets considered in the
sequel verify [C4].

The fact that we use such a time-histogram and treat the ®ireatbucket in any
order allows us to drastically simplify and speed-up theusation.

Considering the software implementation evaluated in Xipeemental section, we
have observed the following. Event retrieval requires thas 5 machine operations
and event update less than 10, including the on-line deteofi[C3] or [C4] violation.
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The simulation kernBlis minimal (a 10Kb C++ source code), usingdD/dt + N)
buffer size and abou®(1 + C + ¢/dt) ~ 10 — 50 operations/spike, thus we a small
overhead < 1, corresponding to the histogram scan. In other words, treharésm
is “O(1)” as for others simulation methods. Moreover, the time camtss minimal in
this case. Here, we save computation time, paying the griogemory.

Remarks

The fact that we use such a time-histogram does not mean ehaave discretized
the event-times. The approximation only concerns the way é@ents are processed.
Each eventtime is stored and retrieved with its full numanzecision. Although [C2]
limits the validity of this numerical value, it is indeed ilmant to avoid any additional
cumulative round-off. This is crucial in particular to as@irtificial synchrony{[3@. 29].

Using [C3] is not only a “trick”. It changes the kind of netwodynamics that
can be simulated. For instance, consider a very standagdrate and fire neuron
model. It can not be simulated in such a network, since it cgatantaneously fire after
receiving a spike, whereas in this framework adding an audit delay is required.
Furthermore, avalanche phenomena (the fact that neurstemtaneously fire after
receiving a spike, instantaneously driven other neurodssanon..) cannot occur. A
step further, temporal paradoxes (the fact, e.g., thatibitohy neuron instantaneously
fires inhibiting itself thus . . is not supposed to fire) canaotur and have not to
be taken into account. When considering the simulation olblgical systems, [C3]
indeed holds.

Only sequential implementation is discussed here. Theeptefata structure is
intrinsically sequential. In parallel implementations;emntral time-histogram can dis-
tribute the unit next-time and state update calculationeeal processors, with the
drawback that the slower calculation limits the perforr@an&nother idea is to con-
sider several time-histograms on different processorssgndhronize them. Seke [31]
and [30] for developments of these ideas.

The fact that we use such a tiny simulation kernel has sepeaatical advantages.
e.g. to use spiking network mechanisms in embedded syst&tms, However, it is
clear that this is not “yet another” simulator because a detapsimulator requires
much more that an event quelué [4]. On the contrary, the imgheation has been
designed to be used as a plug-in in existing simulators, INMKASpike [36].

2.2 From next event-time to lower-bound estimation

Let us now consider the following modification in the eveaséd simulation paradigm.
Each unit provides:

-1'- the calculation okitherthe next event-time,
or the calculation of a lower-bouraf the next event-time,

-2- the update of the neural unit when an internal or exteenaht
occurs,
with the indication whether the previously provided next ewame or
lower-bound is still valid.

At the network level the mechanism’s loop is now:

1 Source code available bt t p: / / enas. gforge.inria.fr.
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8 Cortex

-a’- retrieveeitherthe next event-time and proceed to -bi-a lower-
bound and proceed to -c-

-b’- require the update of the state of this unit, inform effg units
that this unit has emitted an event, and update the relatut-¢vnesonly
if this event-time is lower than its previous estimation,

-c- store the event-time lower-bound in order to re-ask thieat that
time.

A simple way to interpret this modification is to considertthaunit can generate
“silent events” which write: “Ask me again at that time, | idletter know”.

As soon as each unit is able poovide the next event-time after a finite number of
lower-bound estimationshe previous process is valid.

This new paradigm is fully compatible with the original, imetsense that units
simulated by the original mechanism are obviously simdldere, they simply never
return lower-bounds.

It appears that the implementation of this “variant” in thm@ation kernel is no
more than a few additional line of codes. However, the spetifins of an event-unit
deeply change, since the underlying calculations can béyatifferent.

We refer to this modified paradigm as tlagy event-based simulation mechanism.

The reason of this change of paradigm is twofold:

« Event-based and clock-based calculations can be eastgdmising the same
mechanism.

Units that must be simulated with a clock-based mechanismplgireturn the
next clock-tick as lower-bound, unless they are ready tcdfirevent. However
in this case, each unit can choose its own clock, requireséte/update when
its state is stable or require higher-rate update wheninsieat stage, etc.. Units
with different strategies can be mixed, etc..

For instance, in[[29] units corresponding to synapses dmiladed in event-
based mode, while units corresponding to the neuron bodyalated in
clock-based mode, minimizing the overall computation IoEtey however use
a more complicated specific mechanism and introduce appaiions on the
next spike-time calculations.

At the applicative level, this changes the point of view witspect to the choice
of event-based/clock-based simulations. Now, an evesgdanechanism can
always simulate clock-based mechanisms, using this usifil

< Computation time can be saved by postponing some calonkati

Event-based calculation is considered as costless thak-blased calculation
because the neuron state is not recalculated at each tapgestly when a new
event is input. However, as pointed out by several authdisyva large amount
of events arrive to a unit, the next event-time is recaledat large amount of
time which can be much higher than a reasonable clock radecing a fall of
performances.

Here this drawback can be limited. When a unit receives anteitedoes not
need to recalculate the next event-time, as soon as it is ka@¥ower that the
last provided event-time bound. This means that if the iepant is “inhibitory”

(i.e. tends to increase the next event-time) or if the uniis“hyper-polarized”

INRIA



Introducing numerical bounds to improve event-based riewetavork simulation 9

(i.e. not close to the firing threshold, which is not trivialdetermine) the calcu-
lation can be avoided, while the opportunity to update thiesiate again later is
to be required instead.

Remarks

Mixing event-based and clock-based calculations that wagasonable, only be-
cause the event-time queue retrieve/update operatioesshasry low cost. Otherwise,
clock-ticks would have generated prohibitory time ovediea

Changing the event-based paradigm is not a simple trick andrequire to recon-
sider the simulation of neural units. This is addressedénsttquel for two important
classes of biologically plausible neural units, at the edfythe state of the art and
of common use: Synaptic conductance based models [14] akel rgsponse models
[18].

3 Event-based simulation of adaptive non-linear glIF mod-
els

Let us consider mormalizedandreduced“punctual conductance based generalized
integrate and fire” (gIF) neural unit modEL[14] as reviewe(3d].

The model is normalized in the sense that variables havedumeded and redundant
constants reduced. This is a standard usual one-to-orsédramation, discussed in the
next subsection.

The model is reduced in the sense that ahptivecurrents and non-lineawnic
currents are no more explicitly depending on the potentaiiorane, but on time and
previous spikes only. This is a non-standard approximatiaha choice of representa-
tion carefully discussed in appendix3.1.

Let v be the normalized membrane potential and= {---¢?--- } the list of all
spike timest? < t. Heret] is the n-th spike-time of the neuron of index The
dynamic of the integrate regime writes:

Wy gt @) v = it Be), 1)

dt
while the fire regime (spike emission) writeét) = 1 = v(t*) = 0 with a firing
threshold at 1 and a reset potential at 0, for a normalizeeiiad.
Equation[(l) expands:

dv

1 n
E_'—_U_EL —|—ZZTJ f—f U—E]—Zm.(wt)a (2)

wherer;, andE; are the membrane leak time-constant and reverse potewtie,r; ()
andE; the spike responses and reverse potentials for excitatbigitory synapses and
gap-junctions as made explicit in appenix A. Heirg() is the reduced membrane
current, including simplified adaptive and non-linear oirrent.

3.1 Reduction of internal currents

Let us now discuss choices of modeling fgy = 7edert 1 ionic
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Adaptive current

In the Fitzhugh-Nagumo reduction of the original Hodgkinxtey model [18] the av-
erage kinematics of the membrane channels is simulated higaeiadaptive current.
Its dynamics is thus defined, between two spikes, by a seapmatien of the form:

d Iadp
dt

Tw = 9w (V= Br) = I*" + A, 6 (V ~ Vinreshold -
with a slow time-constant adaptatiep ~ 144ms, a sub-threshold equivalent conduc-
tanceg,, ~ 4nS and a levelA,, ~ 0.008nA of spike-triggered adaptation current.
It has been shown [19] that when a model with a quadratic et response is in-
creased by this adaptation current, it can be tuned to repedualitatively all major
classes of neuronal in-vitro electro-physiologically defi regimes.
Let us write:
—(t—tg) —(t—s)
I9P(V,) = eT T I (tg) + 22 [y e (V(s) = Er)ds + A #(to, 1)

Tw
—(t—tg)

—(t—tg) —
~ e Tw Iadp(tg) + Juw (1 —e Tw 0 ) (V — EL) + Au) #(th t)
—

spike—time dependent

slow variation

where#(to, ) is the number of spikes in thigy, t] interval while V' is the average
value betweemn andt, the previous spike-time.

Since the time-constant adaptation is slow, and since teedependency in the
exact membrane potential value is removed when resettiegslow-variation term is
almost constant. This adaptive term is mainly governed bystike-triggered adap-
tation current, the other part of the adaptive current beirandard leak. This is
also verified, by considering the linear part of the diffdi@nsystem of two equa-
tions in vV and I??, for an average value of the conductar@e ~ 0.3---1.5nS
andG~ ~ 0.6---2.5nS. It appears that the solutions are defined by two decreasing
exponential profiles with; ~ 16ms << m ~ 115ms time-constants, the former
being very close to the membrane leak time-constant anattes Inducing very slow
variations.

In other wordscurrent adaptation is, in this context, mainly due to spikewo-
rencesand the adaptive currentis no more directly a function ohtieenbrane potential
but function of the spikes only.

Non-linear ionic currents

Let us now consider the non-linear active (mainly SodiumBathssium) currents re-
sponsible for the spike generation. In models designedpldly the complex struc-
ture of Hodgkin-Huxley equations, the sub-threshold membmpotential is defined by
a supra-linear kinematics, taken as e.g. quadratic or exgi@, the latter form closer
to observed biological datBl[3]. It writes, for example:

C(SaeV;aEa 2 0W|th dI _ g (3)
TL dV V=E, TL,

Iion(v) _

with £, ~ —40mV the threshold membrane state at which the slope of the I-Vecur
vanishes, whil&y, = 2mV is the slope factor which determines the sharpness of the
threshold. There is no need to define a precise thresholdsicdlse, since the neuron
fires when the potential diverges to infinity.

INRIA
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A recent contributionI43] re-analyzes such non-lineareuis, proposes an origi-
nal form of the ionic current, with an important sub-thrdsteharacteristic not present
in previous modeld 19, 3] and show that one obtains the cbdgnamics, provided
that the profile is mainly non-negative and strictly convéhis is not necessarily a
guadratic or exponential function.

Making profit of this general remark, we propose to use a grofithe form of [B),
but simply freeze the value df to the the previous value obtained at the last spike
time occurrence. This allows us to consider a supra-lineafile which depends only
on the previous spike tim@sThis approximation may slightly underestimate the ionic
current before a spike, sindé is increasing with time. However, when many spikes
are input, as it is the case for cortical neurons, errors anémiized since the ionic
current update is made at high rate.

At a phenomenological level[19] the real goal of this narehr currentin synergy
with adaptive currents is to provide several firing regim&ge are going to verify
experimentally that even coarser approximations allovitairathis goal.

3.2 Derivation of a spike-time lower-bound.

Knowing the membrane potential at timigand the list of spike times arrival, one can
obtain the membrane potential at timdrom (1):

v(t) = v(to, t, &, ) v(to) + /t v(s,t,0, ) i(8, 0, ) ds (4)

to

2In fact a more rigorous result can be derived, although aitipementation level, the simple heuristic
proposed here seems sufficient. Let us wiite, ¢, &:) = 4/ (t, o) + IGon) (V¢ &) thus separate the
I(ion) from all other currents writtedf (¢, ot ). Let us consider the last spike timeg of this neuron and let
us writeV' the solution of the linear differential equation “withoutfe ionic currentf (ion);

C L+ g(t, @)V =4 (t, &)
With V (to) = Vyeset, as obtained above. Define ndw= V — V, with V' (to) = 0, V being the solution
of the previous equation (without the ionic current). Thialgs:
C LY+ g(t, ) V =T (V + V(L @), t,00)

as easily obtained by superposition of the linear partsegtiuation. .
Let h(t,o¢) be any regular function anfi(V') any bijective regular function wittf (V') # 0. These two
functions allow us to model a whole family of ionic currents:

L6om (U V(8 @0), 1, 30) = g(t,00) V + 22
The choice ofh and f is simply related to specific properties: The reader canyeasrify, by a simple
integration, that it allows to obtain a closed form:

V(t, o) = F1 (ftto h(s, @) ds) with F/ = f and F(0) = 0.

so thatV is now a function ofos, t with V(t,@¢) = 0, and so isI ™) (V (¢, &¢) + V (t,&¢), ¢, @),
removing the direct dependence &n In other words, it now depends only oand on the spike times (thus
on @;) and not anymore on the membrane potential explicitly. @Btethis only applies to neurons which
have fired at least once during the period of observatione@tise, we assume that its initial condition was
alsoVieset -

We can, .e.g, choose:
) V(t)=Bq (t,5¢)
16 (V ¢, @) = Lae %a

TL 5
Eal(t, &) V(t, 1) — 6a ln (%)

for anyg > 0 which allows to control the threshold for different concarate.

Hereh = g andf(v) = (keB% — v)~! for somek.

In this case the threshold is no more fixed, but adaptive veipect toy(): the higher the conductance, the
higher the threshold (via th&). This is coherent with what has been observed experimgifita/49], since
the higher the conductance, the higher the frame rate iseseaith the spiking threshold.
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with: .
log(1(to,1,31,)) == [ gls.1) s (5)
to
Furthermore,
g(t7(‘:}to) = % +Z] Zn/r] (t_t?) > 0 (6)
Z'(t,a)to) = EEL_FZ]’ Zn’l"j (t—t?) Ej +Z'm(u~.1t0) > 0

since the leak time-constant, the conductance spike resgare positive, the reverse
potential are positive (i.e. they are larger than or equéhéoreset potential) and the
membrane current is chosen positive.

The spike-response profile schematized in Elg. 1 and a femesieary algebra
yields to the following bounds:

t € [to, t1] = ralto, t1) < 7(t) < ry(to,t1) +tr,(to, t1) (7)

writing ' the time derivative of, with
ra(to,t1) = min(r(to), r(¢1)) andry (to, t1) = max(r(to), r(t1))
with a similar definition for-, (¢, t1).
Here we thus consider a constant lower-bourdand a linear or constant upper-
boundr, + t{,. The related two parameters are obtained considering ineseg the
following cases:

to € t, € rv (to, t1) r (to, t1)
O [ [t —r@)/r (1), ta] | [ta,te] r(t1) —tir’(t1) r’(t1)
(i) [ta,ts] [to, +00] r(to) — tor (to) " (to)
(iii) [te, +o0] Jto, +oo] | (r(to)t1 — r(t1) to)/(t1 —to) | (r(t1) — r(t0))/(t1 — to)
(iv) [ — oo, 1] [to, to] r(t1) 0
(v) ] — oo, t] [to, +00] r(ts) 0
(VI) [tb7t1] [t07 +OO] T‘(to) 0

In words, conditions (i) and (ii) correspond to the fact ttiet the convex profile is
below its tangent (schematized &yn Fig.[), condition (iii) that the profile is concave
(schematized byl” in Fig.[). In other cases, it can be observed that 1st order (i
linear) bounds are not possible. We thus use constant bdgsodematized byi’ in
Fig.[). Conditions (iv) and (vi) correspond to the fact thefibe is monotonic, while
condition (v) corresponds to the fact the profile is conveanditions (iv), (v) and (vi)
correspond to all possible cases. Similarly, the constamé¢ll bound corresponds to
the fact the profile is either monotonic or convex.

From these bounds we derive:

~ 1
9, @) =2 e

def
= =42 rinlte,t)
i(t, @) < iv(to tr) + il (to, t1) (8)
def ) 5
= |:% Er + 27 En Tj\/(t(h tl) EJ + Zm‘(wt(’)
+ X Lt 1) By

while i{, (to, t1) > 0 as the positive sum of,,, values is always positive in our case.
Combining with [, since values are positive, yields:

W(t) < v () 2 (0lte) — ve) e T+ ve +iat (9)
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.

't tg

Figure 1: The spike response profile. It has a flat response during thalwdb delay interval
[0, 4], an increasing convex profile until reaching its maximum,afollowed by a decreasing
convex and then concave profile, with an inflexion point.aAfter ¢4 the response is negligible.
See text for details about d’ andd”.

writing:
. def .
le é T/\(t07t1)1</(t07t1)
def . .
ve = Ta(to t1) (iv(to.t1) — 7a(to, t1) i, (to. 1)) (10)
def .
Vo - Ve + o tO

Finally we can solve the equation fof def vy (1) and obtain:

to , o(t0) >1
v | (it)e) . il (to,t1) > 0

tY (to, t1) = ) v —vA(t.) D
to + 7 log (ﬁ) » i (to, 1) = 0,0 > 1
+00 , otherwise

Herey = L(z) is the Lambert function defined as the solution, analytic,aifO
ye¥ = x and is easily tabulated.

The derivations details are omitted since they have bedly edstained using a
symbolic calculator.

In the case wher€, (to,t1) = 0 thusie = 0, vy (t) corresponds to a simple leaky
integrate and fire neuron (LIF) dynamics and the method tbasists of upper bound-
ing the glF dynamics by a LIF in order to estimate a spikingetimwer-bound. This
occurs when constant upper-bounds is used for the curr@tterwise [P) and{10)
corresponds to more general dynamics.

3.3 Event-based iterative solution

Let us apply the previous derivation to the calculation & tfext spike-time lower-
bound for a gIF model, up to a precisien One sample run is shown FIg. 2

Given a set of spike-times and an intervalto, t1], from @) 7, iv andi{, are
calculated in about0* M C operations, for an average Gfconnections per units, and
with an average numbéil < N of firing units. This is the costly part of the calcula-
tiorfl, and is equivalent to a single clock-based integration Sgjke response profiles

3|t appears, that since each synapse response correspoadimear differential equation which could
be analytically integrated, the global synaptic responge) = >, r;(t — t;?) can be put in closed form,
and then bounded by constant values, thus reducing the datigpucomplexity fromO(MC) to O(C)
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Figure 2: An example of gIF normalized membrane potentidie Teft trace corre-
sponds tos0ms of simulation, the neuron being artificially connected toeaigdic
excitatory/inhibitory input neuron pair at 50/33 Hz of higynaptic weight, in order to
make explicit the double exponential profiles. The rightéraorresponds td00ms
of simulation, with a higher inhibition. The weights haveebhechosen, in order to
make the neuron adaptation explicit: the firing frequenayréi@ses until obtaining a
sub-threshold membrane potential.

r;() and profile derivatives’() for excitatory/inhibitory synapses and gap junctions
are tabulated with a; step. Then, fron{{10) anfi{lL1) we obtaif(to, ¢1).

The potentiab(ty) is calculated using any well-established method, as eetéail,
e.g., [37], and not reviewed here.

The following algorithm guarantees the estimation of a repike-time lower-
bound aftett,. Let us consider an initial interval of estimatidnsayd ~ 10ms:

-a- The lower-bound, =tV (to,to + d) is calculated.
the lower-bound valug&, + d is returned
-b- < RO :
b-1f o +d <t the estimation interval is doubletl— 2 d
the lower-bound valug, is returned
the estimation interval is reduceld— 1/v/2 d
-d-If tg < ty < to +d, d < ¢, the next spike-time,, is returned.

-C-If to+e, <ty < to+d

Step -b- corresponds to the case where the neuron is not firitiee estimation
interval. Sinceu(t) is bounded by (¢) and the latter is reaching the threshold only
outsidelty, tg + d], to + d is a time lower-bound. In addition, a heuristic is introddice
in order to increase the estimation interval in order to smraputation steps.

Step -c- corresponds to a strict lower-bound computatiath e relative value
higher than the precision.

Step -d- assumes that the lower-bound estimation convargasds the true spike-
time estimation when, — .

This additional convergence property is easy to deriveceSin

1imt1_,t0 T5A (tg, tl) = 1imt1_,t0 Tjv (tg, tl) =Ty (to), limtl_,to T;v(to, tl) = 7’; (t()),
then:
limtlﬂto ]./T/\(to, tl) = g(to), limtlﬂto iv(to, tl) = i(to), limtlﬂto i</(t0, tl) = i/(to),
yielding:
limyg, g, vy (t) = Dy (t) < (0(to) — To) e=9(t0) t=t0) 1 5, 474t

as detailed in[I37]. This well-known issue is not re-addedssere, simply to avoid making derivations too
heavy.
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writing:
i = 1/g(to) i (to)
5o % 1/g(to) (i(to) — 1/g(to) 7' (o))
bo X Betiato

We thus obtain a limit expressian of v, whent; — ty. From this limit expression
we easily derive:

u(t) — oy (t) = —1/24'(to) v(to) t* + O(t?),
and finally obtain a quadratic convergence, with an errcgezieform estimation.

The methods thus corresponds to a semi-interval estimatigthods of the next
spike-time, the precisiogy being adjustable at will.

The interval of estimatiorl is adjusted by a very simple heuristic, which is of
standard use in non-linear numerical calculation adjustme

The unit calculation corresponds to one step of the itezagatimation, the estima-
tion loop being embedded in the simulator interactionssThian important property
as far as real-time computation is concerned, since a mimaunt of calculation is
produced to provide, as soon as possible, as suboptimakansw

This “lazy” evaluation method is to be completed by otherrigties:

- if the input spike is inhibitory thus only delaying the nesytike-time, re-calculation
can be avoided;

- if all excitatory contributiong, = M r™(t,) are below the spiking threshold, spike-
time is obviously infinity;

- after a spike the refractory period allows us to postpoheatulation (although
synaptic conductances still integrate incoming spikes).

In any case, comparing to other glF models event-basedaiionlmethod< 15,16,
34d], this alternative method allows one to control the sttikee precision, does not
constraint the synaptic response profile and seems of ritivecomputational cost,
due to the “lazy” evaluation mechanisms.

Numerical convergence of the lower-bound iteration

Considering biologically plausible parameters as reviéhere and in appendiX A, we
have experimented carefully the numerical convergenchisflower-bound iterative
estimation, considering a glF neuron with adaptive and lirear internal currents,
implemented as proposed here, and providing membranet@bteng., as shown in
Fig.[2.

Let us report our numerical experimentation.

We have always observed the convergence of the method (etksasesely exper-
imented at the network level in a next section), with a cogeace in abou? — 20
iterations (mean~ 11, standard-deviatior: 5), the lower-bound iteration generating
steps of aboul.01 — 10ms (mean~ 3ms, standard-deviatiory 4ms) from one lower-
bound to another, with three distinct qualitative behasior
-a- Sub-threshold maximal potential: the previous calimaestimates a maximal
membrane potential below the threshold and calculatigpsstihe neuron being quiet;
in this mode the event-based strategy is optimal and a larg#ar of calculations are
avoided with respect to clock-based paradigms.

-b- Sub-threshold lower-bound estimation: the maximal foeme potential is still
estimated over the threshold, with a next-spike time lowarrid. In this mode, we
observed an exponential increase of the next-spike timerld®ound and ir2 — 5 it-
erations the maximal membrane potential estimation isnegéid under the threshold,
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switching to mode -a-; in this mode the estimation intenalttistic introduced previ-
ously is essential and the next-spike time lower bound edtim allows the calculation
to quickly detect if the neuron is quiet.

-c- Iterative next-spike time estimation: if a spike is pinyl the previous calculation
estimates in about) — 20 iterations the next-spike time up to a tunable precision-(co
responding to thdt of the simulation mechanism). The present mechanism aets as
iterative estimation of the next spike time, as expected.

4 About event-based simulation of SRM models

Among spiking-neuron models, the Gerstner and Kistlerespéisponse model (SRM)
[18] of a biological neuron defines the state of a neuron viagles variable:

ul(f) = Tij(t) + l/i(t — tr) + Z Z Wij é‘ij(t — tr, (t — t?) - 513) (12)

J tyeF;

whereuw, is the normalized membrane potentig() is the continuous input current
for an input resistance;. The neuron fires when;(t) > 6;, for a given threshold,

v; describes the neuronal response to its own spike (neureinattoriness):; is the

last spiking time of théth neurong;; is the synaptic response to pre-synaptic spikes at
timet} post-synaptic potential (see Fig. 3),; is theconnection strengttexcitatory if

w;; > 0 or inhibitory if w;; < 0) andd;; is theconnection delagincluding axonal de-
lay). Here we consider only the last spiking tirtjefor the sake of simplicity, whereas
the present implementation is easily generalizable to #ise evhere several are taken
into account.

=

Eij

Figure 3: Potential profiles used in equati@nl(12). The oabexponential profiles
derived by the authors of the model are shown as thin curvéshenpiece-wise linear
approximation as thick lines. Any other piece-wise lineafites could be considered,
including piece-wise finer linear approximation of expotiedrprofiles.

Let us call here ISRM such piece-wise linear approximatafrSRM models.

This model is very useful both at the theoretical and sinnutelevels. At a compu-
tational level, it has been used (skel[26] for a review) tavstiat any feed-forward or
recurrent (multi-layer) analog neuronal network (a-lgpfield, e.g., McCulloch-Pitts)
can be simulated arbitrarily closely by an insignifican#lger network of spiking neu-
rons, even in the presence of noise, while the reverse isu®{24[25]. In this case,
inputs and outputs are encoded by temporal delays of spikbsse results highly
motivate the use of spiking neural networks.

This ISRM model has also been used elsewhere (seele.y. [Aa]rkview), in-
cluding high-level specifications of neural network praieg related to variational
approached145], using spiking networksl[46]. The authsexagain a ISRM to im-
plement their non-linear computations.

INRIA



Introducing numerical bounds to improve event-based rieweavork simulation17

Let us make explicit here the fact a ISRM can be simulated cevant-based sim-
ulator for two simple reasons:
- the membrane potential is a piece-wise linear functiomasum of piece-wise linear
functions (as soon as the optional input current is alsoepigise constant or linear),
- the next spike-time calculation is obvious to calculateaguiece-wise linear poten-
tial profile, scanning the linear segments and detectind éhéntersection withy = 1
if any. The related piece-wise linear curve data-strucha®been implementéand
support three main operations:
- At each spike occurrence, add linear pieces to the curvegponding to refractori-
ness or synaptic response.
- Reset the curve, after a spike occurrence.
- Solve the next spike-time calculation.
This is illustrated in Fidl4.

ssssssssssssssssss

Figure 4: An example of ISRM normalized membrane potentighe traces corre-
sponds tal 00m.s of simulation. The leftward trace uses the fastest pospiblee-wise

linear approximation of the SRM model profiles. The rightsMaace is simulated with
a lower excitation inhibition and using a thinner piecelisear approximation. The
neuron is defined by biologically plausible parameters digweed in appendikA . Itis

connected to a pair of periodic excitatory and inhibitorgutneurons, with different
time constants, as in Fifl 2.

This is to be compared with other simulations (elg.l [28, 40jere stronger sim-
plifications of the SRM models have been introduced to obgagimilar efficiency,
whereas other authors propose heavy numerical resolwtt@ach step. When switch-
ing from piece-wise linear profiles to the original exponaiyrofiles [16], the equation
to solve is now of the formal form:

L= 370 Aie'/T,
without any closed-form solution as soonm@as> 1. One elegant solutiori|[6] is to
approximate the time-constant by rational numbers andoethis problem to a poly-
nomial root finding problem. Another solution is to uppemnhd the exponential pro-
files by piece-wise linear profiles in order to obtain a lowernd estimation of the
next spike-time and refine in the same way as what has beeongedjin the previous
section. Since the mechanism is identical, we are not goifigrther develop.

In any case, this very powerful phenomenological model ofdgjical dynamics
can be simulated with several event-based methods, imgudia fine degree of preci-
sion, using more complex piece-linear profiles.
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5 Experimental results

5.1 Kernel performances and features

In order to estimate the kernel sampling capability we haseduas a first test, a ran-
dom spiking network with parameter less connections, thémgpbeing purely random
thus not dependent on any input.

In term of performances, on a standard portable compBeettiim M 750 1.86 GHz,
512Mo of memory we process aboui)®~7 spike-time updates / second, given the net-
work size and connectivity. Performances reported in Higosfirm that the algo-
rithmic complexity only marginally depends on the netwoizes while it is mainly
function of the number of synapses (although both quastéie indeed linked). We
also notice the expected tiny overhead when iterating ortyehgxes in the histogram,
mainly visible when the number of spikes is small. This oeadhis constant for a
given simulation time. The lack of proportionality in penfeances is due to the intro-
duction of some optimization in the evaluation of spikedsnwhich are not updated
if unchanged.

We have also observed that the spike-time structure uppdoarer boundd and
dt have only a marginal influence on the performances, as eaghect

Moreover, the numbers in Fifll 5 allows to derive an importanhber: the over-
head for an event-based implementation of a clock-basetianésm. Since we can
process about 108 updates/second while we have measured independentlyttiat a
imal clock-based mechanism process alioli” updates/second, we see that the cost
the overhead is of abo0t5.s / update. This number is in coherence with the number
of operations to realize at time modification in the undexdydlata structure.

It is important to clarify these apparently “huge” performeas. The reason is that
the event-based simulation kernehignimal As detailed in TablEl1, the implementa-
tion make a simple but extensive use of the best mechanisotgedt oriented imple-
mentations. The network mechanism (i.e., the kernel) spords to about 10Kb of
C++ source code, using@(D/dt + N) buffer size and abouP(1 + C + ¢/dt) ~
10 — 50 operations/spike, for a sizZ&¥€ network withC' connections in average, while
e < 1. Thise corresponds to the overhead when iterating on empty boxiée ihis-
togram. We can use such a simple spike-time data structeaube of the temporal
constraints taken into account in our specifications.

As a consequence, not all spiking mechanisms are going torhaated with this
kernel: units with event-time intervals or input/outpueatdelay belowit are going
to generate a fatal error; units with inter-event intervagsher thanD are also going
to defeat this mechanism (unless an extension of the presecitanism, discussed
previously, is not implemented). Note that despite thesgtditions the event-time
accuracy itself is the natt but the floating point machine precision.

Clock-based sampling in event-based environment. A step further, we have imple-
mented a discretized version of a gIF network, called BM$edailed in[9[111] (equa-
tions not reported here). The interest of this test is thetfeat we can compare spike
by spike an event-based and clock-based simulation sirecéatter is well-defined,
thus without any approximation with respect to the formee(gL1] for details).

We have run simulation with fully connected networks of siegy. N = 100 —
1000 over observation periods @f = 1000 — 10000 clocks, with the same random
initial conditions and the same randomly chosen weightshasv in Figl6. We have
observed:
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kernel perfornances
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Figure 5: Simulation performances, fod® spike firings and about.1s of simulation
time. The CPU time is aboats for 2'2 neurons an@?' synapses and does not depend
on D or dt values, as expected. Spike-time insertion/deletion avaten as elementary
updates. The network size in abscissa varies ftomto about10% and the number
of connections from from 0 ta0®, corresponding to curve end-points. Curves are
shown for a connection probability & = 0 (black, upper curve)P? = 103 (brown),
P = 1072 (red), P = 107! (orange). The performance is mainly function of the
number of synapses, and marginally of the number of neurons.

tenplate <class C class Unit {

/1 Gets the next alter tinme: event time or a |ower-bound of the next

event tine.
inline virtual double getNext(double present-tine);

// Called to update the unit state, when the next spiking tinme or a
| ower - bound occurs.

/! Returns true if an event occurs, false it was a | ower-bound
inline virtual bool next(double present-tine);

/1 Called when an input unit fires an event.

/1 Returns true if the next alert tinme is to be updated, false otherwise.
inline virtual bool add(int neuron-index, C& connection-paraneter, double
present-tine);

H

Table 1: Specification of an event-based unit (pseudo-colt@ch unit (neuron or
group of neurons) specifies is next “alert” time and inforims metwork about event-
occurrence. Lazy evaluation is implemented, at this lexialthe fact that alert time
is optional updated when receiving an event. The conneiitemplated in order for
the kernel to be optimally recompiled for each kind of cortiwet; while unit's mech-
anisms are inlined, allowing the compiler to eliminate coderface. The connection
parameters is passed by reference, in order adaptatioramisaofrs to be implemented.
See text for further details.

-1- the same raster (i.e., with a Victor-Purpura distandg[ddl]); this exactitude is
not surprising despite the fact that floating point errocuiaculatd: we are performing

4 Note that even if time is discretized, for BMS networks, tlyaanics is based on floating point cal-
culations, thus floating point errors accumulate. Howesgesaon as spike is fired, the potential is reset and
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the same floating point calculations in both cases, sincembiet-based implementation
is exact, thus . . with the same errors;

-2- the overhead of the event-based implementation of thekdbased sampling
is negligible (we obtain a numbet 0.1us/step), as expected. Again this surpris-
ingly slow number is simply due to the minimal implementatibased on global time
constraints, and the extensive use of@eC++ optimization mechanisms.

BHS network sinulation
1688

ga b !

68 [

48

20

Figure 6: An example of BMS neural network simulation useéwualuate the clock-
based sampling in the event-based kernel,for= 1000 andT = 10000 thus 108
events. The first 100 neurons activity is shown at the endeo$itmulation. The figure
simply shows the strong network activity with the choserapzaters, and .

Kernel usage. A large set of research groups in the field have identified whathe
required features for such simulation toals [4]. Althoufk present implementation
is not a simulator, but a simple simulator plug-in, we have madeettercise to list
to which extends what is proposed here fits with existing irequents, as detailed in
Table[3. We emphasize the fact the required programmingrisligt, for instance a

“clock” neuron (allowing to mix clock-based and event-lithegechanisms) writes:
class ClockUnit : public Unit<bool> {
Cl ockUni t (doubl e DT) : DT(DT), t(DT) doubl e DT, t;
inline virtual doubl e getNext(double present-tinme) returnt; ;
inline virtual bool next(double present-time) t += DT; return true; ;
inline virtual bool add(int neuron-index, bool connection-paraneter,
doubl e present-tinme) return false; ;

b
providing DT is the sampling period. It is not easy to make things simpbe, sev-
eral possible choices of implementations have been imgagstl before proposing the
interface proposed in TaHlé 1.

previous errors are canceled. This explains why time-éised simulations of IF networks are numerically
rather stable.
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See [[35] for a further description of how event-based sgikiauron mechanisms
can be implemented within such framework. Although presgtihiere at a very prag-
matical level, note that these mechanisms are based on tHalanwr hierarchical
modeling strategy borrowed from the DEVS formalism (seg., ¢35]).

5.2 Experimenting reduced adaptive and ionic currents

In order to experiment about our proposal to reduce ionic aaaptive currents to
a function depending only on spike time, we consider a vemypk model whose
evolution equation at time for the membrane potentialis:

if (t =0)

v =0, u=0; tO0 =0;
elseif (v > 1)

v=0 u=u+k tO0-=t; (13)
el se

v=-g(v-E -u+i;

if (t >t0+d) v=0

whereu is the adaptive current (entirely defined by equatioth (13)),the last spiking
time, d the non-linear current delay. The differential equatiosimulated using an
Euler interpolation as i [19, 43] to compare our result tawhas been obtained by
the other authors. The obvious event-based simulationisftodel has been also
implementell. The input current is either a step or a ramp as detailed in Elg. 7 and
Tablel2.

Four parameters, the constant leak conductancene reversal potentiel, the
adaptation currerit step and the (eventually infinite) non-linear current delajiows
to fix the firing regime. These parameters are to be recatmliafter the occurrence
of each internal or external spike. In the present contextas sufficient to use con-
stant value except for one regime, as made explicit in[Hig\V2. use the two-stages
current whose action is to reset the membrane current aftertain delay. We made
this choice because it was the simplest and leads to a veriyrfplementation.

Experimental results are given in FIg. 7 for the parameisted in Fig[2. These
results correspond to almost all well-defined regimes pedan [19]. The parameter
adjustment is very easy, we in fact use parameters givendhvjith some tiny ad-
justments. Itis an interesting numerical result: The défe regimes are generated by
parameters values closed to those chosen for the quadratielfthe dynamic phase
diagram being likely similar. SeE 4 3] for a theoretic dission.

This places a new point on the performance/efficiency plaopgsed byl[20] at a
very challenging place, and see that we can easily simuifisgeht neuronal regimes
with event-based simulations.

However, it is clear that such model dasst simulates properly the neuron mem-
brane potential as it is the case for the exponential mofelt[® usable if and only if
spike emission is considered, whereas the membrane paiteaitie is ignored.

5.3 Experimental benchmarks

We have reproduced the benchmark 4 proposed in Appendix ] aftjich is ded-
icated to event-based simulation: it consistst060 IF neurons, whict80/20% of

excitatory/inhibitory neurons, connected randomly usingonnection probability of
1/32 ~ 3%. So called “voltage-jump” synaptic interactions are usid membrane
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Figure 7: Typical results showing the versatility of the wedd model for spiking,
bursting and other modes, including and different curfeequency-responses (CFR).
For each mode, the upper trace shows the action potentialdpwer trace the input
current. These results include the excitatory mode of typkdre the spike frequency
can be as small as possible inla- 103Hz range and of type Il where the spike
frequency remains bounded. Tonic spiking is not shown gsofavious to obtain.

spiking leak reverse | adaptation| non-linear input input
mode conductance| potential step delay magnitude form
g E k d i(t)
phasic-spiking 0.04 0 30 +00 0.5 step
tonic-bursting 0.18 1.6 14.6 60 15 step
phasic-bursting 0.06 11 11.2 +o00 0.5 step
mixed-mode 0.01 0 K 150 10 step
resonator 0.04 -27 0 400 38 bi-pulse
bistability 0.88 80 1.8 +o00 65 pulse
positive CFR 0.01 0 0 +o00 30 ramp
negative CFR 0.52 80 4 +o00 30 ramp
constant CFR 0.52 0 4 100 30 ramp

Table 2: Examples of parameters used to generate the spilodgs shown in Fidl 7.
The mixed mode is simulated by a variable adaptation step{ —20, 20}.

potential is abruptly increased/decreased by a value2sf/2.25mV for each excita-
tory/inhibitory event (thus using fixed randomly chosengid$). Here, we also intro-
duce a synaptic delay @f/4ms respectively and an absolute refractory periodsfs,
both delays being corrupted by an additive random noise)pt of magnitude. We
also have increased the network size and decreased thectionrobability to study
the related performances. In this network a synapse is gidgfined by an index,
weights are constant. Seé [4] for further details. One tésyiroposed in Figl]8 to
qualitatively verify the related network dynamics. Thetfae find small inter-spike
intervals in this case is coherent with previous observedite

A step further, we also made profit of the new proposed appration of gIF
neuron models to run another test, inspired by another meadhproposed irL14], after
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a 1
o 0.1 .

Figure 8: Inter-spike interval histogram (left view) indiar coordinates measured after
t > 0.1s, and corresponding raster plot (right-view) durihgof simulation, for the
benchmark 4 proposed in Appendix 2 of (Brette etal, 2007).

[44], considering current-based interactions (CUBA mpdab/or conductance-based
interactions (COBA model). In our context, current basddrictions correspond to
gap junctions, while conductance-based interactionespond to synaptic junctions.
It was useless to reproduce the original benchmarkis|in [44d};, but interesting to
experiment if we can explore the network dynamics with thpriowed model proposed
here, using the method proposeddnl 3.1, and the parameteéesesl in appendikd,
thus beyond CUBA/COBA models.

One result is shown in FigEl 9. Results are coherent with vghdtscussed in
details in [47], and in particular close to what has beerensed in [48]. This is clearly
a preliminary test and the influence, on the network dynanoicthus alternate model
is out of the scope of the present work, and a perspectivefiattzer study.

6 Discussion

Taking global temporal constraints into account, it hasnbheessible to better under-
stand, at the simulation levels to which extends spikinghmmatsms are bounded and
simplified. At this simulation level, the challenge is to geste spike-trains corre-
sponding to what is observed in biology or to what is requfreccomputational pro-
cessing, without the necessitypeecisely reproduce the internal neuron staléis is
a very important simplification when the goal is to switchnfrthe neural scale to the
network one.

The proposed mechanism is a complement of existing sinonlatiols [4] in the
following quantitative and qualitative senses:

Quantitative complementarity

As a software module, it has been designed to be as fast ablposs

The cost for this choice is that a programmatic interfacedgiired, while in order
to be available on any platform with the fastest performapa@ C++implementation
is required (interfaces to other programming languageasgoavailable). The fact that
it is also a “small kernel” allows us to target embedded agpions: since computing
with spikes is now a mature methodology, a tool to run sucbrittyns on various
platforms (e.g., in robotics) or embedded systems (e.tgllient reactive devices)
was required.
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Figure 9: Inter-spike interval histogram for excitatoryunens (top-left) and inhibitory

neurons (down-left) with the corresponding raster heagh{yi The abscissa is the
decimal of the histogram log of the interval and the ordirtageinter-spike observed
probability.

This has been possible here, without any loss in precistonunhderlying data-
structures being strongly simplified, but with another draek: the network dynamics
is constrained since spiking units must verify temporalstaints.

A step further, the use of models at the edge of the state cdrthsuch adaptive
non-linear gIF networks, or SRM networks is made possibnievent-based frame-
work, thus with expected better performances.

Regarding glF networks. 6] has proposed a pure event-basétbd taking step-
wise synapses with exponential decays into account, The saral of modeling has
been proposed by [29], mixed with clock-based mechanisrie B8] have investi-
gated how to take synaptic alpha profiles into account. Thpgsed methods are based
on sophisticated analytical derivations with the risk ofihg a rather huge number of
operations to perform at each step. As a complementaryntasfahese methods, we
propose here to introduce another degree of freedom, usiredive lower-bound esti-
mations of the next spike time. This heuristic applied toiggrons seems to converge
quickly in practice.

Regarding SRM networks, we have generalized the simpletalaae piece-wise
linear profiles, approximating the original exponentiadfes roughly (replacing the
exponential curve by a line-segment) or at any level of gieni (approximating the
exponential curve by any number of line-segments). Theisicedperformance trade-
off is thus adjustable at will.

The reason to consider glF and SRM neuron simulation hereaisthey corre-
spond, up to our best knowledge, to the most interestingtpahneuron models ac-
tually used in biologically plausible neural network simtibn, in the deterministic
case.
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Qualitative complementarity

Two key points allow us to performs new simulations with tioigl:

Event-based and clock-based mechanisms can be easily méxedh an event-
based simulation mechanisimwhereas other implementations mix clock-based and
event-based mechanisms in a clock-based simulator (a.f£9]), or use spike-time
interpolation mechanisms in order to better approximaemnebased mechanisms in
such clock-based environment. Using an event-based diontwtasimulate a clock is
obvious, but usually stupid, because the event-based mischaisually generates an
heavy overhead, thus making the clock-based part of thelaiion intractable. This
is not the case here, since we use this minimal data-steietudl have been able to
see that the overhead is less than one micro-second on asidagtop. It is thus
appears a good design choice to use an event-based simuladichanism to mixed
both strategies.

The second key point is that, we have proposed a waytwsider adaptive non-
linear gIF networks in an event-based framewotlk is easy to get convinced that
2D integrate and fire neurons differential equations with-fioear ionic currents (e.g.
exponential, quartic or quadratic]42]) do not have cloBada solutions (unless in very
special cases). Therefore, the next spike time is not bl except numerically, and
the exact event-based implementation is not possiblerrdteves strategies have been
proposed such as simulations with constant voltage stéijs[lowing to implement
quadratic 1D (thus without adaptive currents) glF netwadnka modified event-base
framework. In order to get rid of these limitations, one gsal developed here is to
consider adaptive currents which depends only on the pusvpiking time neuron
state and non-linear ionic currents updated only at the m@oming spike occurrence.
With these additional approximations, the event-basedesiy can be used with such
complex models. This is a complementary heuristic with eesfo existing choices.

We notice that the present study only considers deterrdnmsbdels, while the
simulation of stochastic networks is also a key issue. Hdapefevent-based imple-
mentations of network of neurons with stochastic dynanscs topic already investi-
gated, both at the computer implementation level [35] andeting level [34]. In the
latter case, authors propose to reduce the multiple stichesuronal input activity
to a dedicated stochastic input current, and investigasectivice of modeling in an
event-based framework, making explicit very good perforoees. This method seems
to be easily implementable in our present kernel, thoughithbut of the scope of the
present work.

Conclusion

At a practical level, event-based simulation of spikingwarks has been made avail-
able, using the simplest possible programmatic interfaseajetailed previously. The
kernel usage has been carefully studied, following theyaiproposed in[J4] and
detailed in Tabl€l3

The present implementation thus offers a complementagyradtive with respect
to existing methods, and allows us to enrich the presentrgpiketwork simulation
capabilities.
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A Appendix: About gIlF model normalization
Let us review how to derive an equation of the form[df (2). Wiofe [20, [3,[38] in

this section. We consider here a voltage dynamics of the:form

av
dt
thus with leak, synaptic, gap-junction, external curreligsussed in this section.

+ Ileak + J5yn + J99P — Iezt + Iadp + Iion

Membrane voltage range and passive properties

The membrane potential, outside spiking events, verifies:

V(t) € [Vreset Vihreshold
with typically Vieset~ Er, ~ —80mV and a threshold valuépesholg —50mV £
10mV. When the threshold is reached an action potential of ab@uns is issued and
followed by refractory period of 2-4 ms (more precisely, &s@ute refractory period
of 1-2 ms without any possibility of another spike occurrefallowed by a relative
refraction to other firing). Voltage peaks are at abtiutV and voltage undershoots
about—90mV. The threshold is in fact not sharply defined.

The reset value is typically fixed, whereas the firing thrégliminversely related
to the rate of rise of the action potential upstrok= [2]. Hiéris taken as constant.
This adaptive threshold diverging mechanism can be repteddy a non-linear ionic
current [2Z0[8], as discussed in sectiod 3.1.

From now on, we renormalize each voltage betwi@h] writing:

y— V.~ Vreset (14)
Vihreshold— Vreset

The membrane leak time constant ~ 20ms is defined for a reversal potential
Er ~ —80mV, as made explicit if{2).

The membrane capacity = S Cr ~ 300pF, whereCy, ~ 1 puFem~2 and the
membrane ared ~ 38.013 um?, is integrated in the membrane time constant=
Cr/Gr whereG ~ 0.0452 mScm~2 is the membrane passive conductance.

From now on, we renormalize each current and conductanaediby the mem-
brane capacity. Normalized conductance unitssareand normalized current units
V/s.

Synaptic currents

In conductance based model the occurrence of a post synqegiéatial on a synapse
results in a change of the conductance of the neuron. Coags#yuit generates a
current of the form:

I3V, @y, 1) Zm V(t) - Ey +ZG;(t,&t) V(t)— E_],

for excitatory+ and inhibitory— synapses, where conductances are positive and de-
pend on previous spike-timés.

In the absence of spike, the synaptic conductance vani@igsdnd spikes are
considered having an additive effect:

GF Giz (t—1t7)
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while the conductance time-coursé(t — t7) is usually modeled as an “exponential”,
“alpha” (see Figlll0) or two-states kinetic (see Eig. 11fifgrpowhereH is the Heavi-
side function (related to causality).

Note, that the conductances may depend omwthele past historpf the network,

via wy.
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Figure 10: The “alpha” profilex(t) = H(t) ﬁe—f plotted here forr = 1. ltis
maximal att = 7 with «(7) = 1/e, the slope at the origin i$/7 and its integral
valuefOJroo a(s)ds = 7 since([ @)(t) = (1 —t)e~* + k. This profile is concave for
t €]0,2 7] and convex fot €]2 7, +oo|, while a(2 7) = 2/¢? at the inflexion point.

The “exponential” profile«(t) = H(t) e~7) introduces a potentially spurious dis-
continuity at the origin. The “beta” profile is closer tharettalpha” profile to what
is obtained from a bio-chemical model of a synapse. Howéisrnot clear whether
the introduction of this additional degree of freedom imfigant here. Anyway, any
of these can be used for simulation with the proposed metinde their properties
correspond to what is stated in Fig. 1.

Figure 11: The two-states kinetic or “beta” profikét) = H(t) - (e7r —e"7)

is plotted with a normalized magnitude for the same- 1 as the “alpha” profile but
differentk = 1.1, 1.5, 2, 5, 10 showing the effect of this additional degree of freedom,
while lim,_106(t) = «(t). The slope at the origin and the profile maximum can be
adjusted independently with “beta” profiles. It is maximata= 7in(k)/(x — 1)

the slope at the origin i$/7 and its integral value /x. The profile is concave for

t €]0,2t,[ and convex for €]2t,, +00.

There are typically, in real neural networki)* excitatory and abou2 103 in-
hibitory synapses. The corresponding reversal potentiaFa ~ 0mV andE_ ~
—75mV, usually related to AMPA and GABA receptors. In avera@gﬁ ~ 0.66nS, 7T ~
2ms and(?; ~ 0.63nS,7~ ~ 10 ms, for excitatory and inhibitory synapses respec-
tively, thus aboub70ms—!, 600ms~! in normalized units, respectively. The coeffi-
cientsG* give a measure of the synaptic strength (unit of charge) anglfvom one
synapse to another and are also subject to adaptation.
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This framework affords straightforward extensions inviedy synaptic plasticity
(e.g. STDP, adjusting the synaptic strength), not disaliksee.

Gap junctions

It has been recently shown, that many local inter-neuroaahections in the cortex
are realized though electrical gap junctidns [15], this\ggiredominant between cells
of the same sub-population! [1]. At a functional level thegragto have an important
influence on the synchronicity between the neuron splkels B&h junctions are also
important in the retingd 150].

The electrotonic effect of both the sub-threshold and stipeshold portion of the
membrane potentidl; () of the pre-junction neuron of indekseems an important
component of the electrical coupling. This writesI[50, 23]:

LIV = Y G Vi) = V)] + B S, (- 1))
whereG? is the electrical coupling conductance, the téfp(¥) — V' (¢) accounts for the
sub-threshold electrical influence while af¢g parametrizes the spike supra-threshold
voltage influence.

Regarding the supra-threshold influence, a vdliJe~ 80mV corresponds to the
usual spike voltage magnitude of the spiking threshold)evhi ~ 1ms corresponds
to the spike raise time. Heré) profile accounts for the action potential itself, slightly
filtered by the biological media, while the gap junctioninsic delay is of aboutOs.
These choices seem reasonable with respect to biologitza| T 23]

A step further, we propose to neglect the sub-threshold terthree main reasons.
On one hand, obviously the supra-threshold mechanism haghartmagnitude than
the sub-threshold mechanism, since related to action palenFurthermore, because
of the media diffusion, slower mechanisms are smoothed bydiffusion, whereas
faster mechanisms better propagate. On the other hanceléusical influence re-
mains local (quadratic decrease with the distance) anctgoninant between cells of
the same sub-population which are either synchronizedw adaimilar behavior, as a
consequench/;(t) — V (¢)| remains small for cells with non-negligible electrical eou
pling. Furthermore, a careful analysis of such electricalpding [23] clearly shows
that the sub-threshold part of the contribution has not aagamist effect on the neu-
ron synchrony, i.e., it could be omitted without changinglifatively the gap junction
function.

As a conclusion, we are able to take gap junction into accuuitht a minimal
increase of complexity, since we obtain a form similar toagfic currents, using very
different parameters

External currents

Direct input (or external) current is often related to elegthysiological clamps. At
another level of representation, the average activity efrtburon can be modeled by
a constant or random input current. In both cases, the wapnbgosed simulation
methods is proposed requires to assume such external ttorea taken as constant
between two spikes, i.e. having temporal variations smadugh to be neglected. If
not, it is easy to associate to the external current an evénthich fires at each new
current value, in order the neuron to take this new valueactmunt.
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Features

Clock-based : can it simulate clock-based strategies ? yes

: in this case, does it use extrapolation for spike times ? useless
Event-based : can it simulate event-based strategies ? yes

. in this case, is the integration scheme exact ? yes
Parallelism : does it support parallel processing ? no’
Graphics : does it have a graphical interface ? no, but a programmatic interface
Simple analysis . is it possible to perform simple analysis ? yes with visualization
Complex analysis : can more complex analysis be done ? it car?
Interface . is interface to outside signals possible ? indeed

: is it interoperable with other simulators ? yest
Save option : can simulation be halted / resumed ? yes
Neuron models : can it simulate HH models ? it car?

: can it simulate leaky IF models ? yes

: can it simulate multivariate IF models ? it car?

: can it simulate conductance-based synaptic interaclons/es

: can it simulate short-term plasticity ? it car?

: can it simulate long-term plasticity ? it car?

: can it simulate compartmental models with dendrites ? no

Usage

Development . is it currently developed ? yes, stilla-version

: how may developers yet ? half-time researcher + students
Support : is it supported yes

: what kind of support email + phone

: are they user cooperative tools ? not yet, tools availabfe
Manual : are there tutorials and reference material availab yes

: are there published books on the simulator ? no (useless)

. is there a list of publications of articles that used it ? | yes
Import/export . is standard (XML) specification import/expavailable ?| it car?
Web site . is there a web site where all can be found ? http://enas.gforge.inria.fr
Source code : are there codes available on the web ? yes
Operating system : does it run under Linux yes, tested

: does it run under Max-OS X yes, tested

: does it run under Windows likely (untested)
Interoperability : using which language can it be used ? C/C++, Python, Java, Php

: can it be used from other platforms ? yes

Notes:

1: Since clock/event-based mechanisms can be mixed in a-baset simulation, spike times extrapolation is no moreetaged, but exact event-time instead.
2: Exact integration scheme is to be used when allowed by tliemlmwer-bound spike time evaluation is a new alterngtiaposed here when the former is not
possible.

3: More complex analysis and XML specification import/expsrindeed possible, using this kernel within the PyNN envinent. The goal was tonly develop
here, what was not available elsewhere. The API has beefultadesigned for this purpose.

4: The interface capability is a key feature of this middlerevemplementation, including in real time applicationsngsspike computations.

5: Plasticity and other existing models, not discussed tezme be implemented with this middle-ware, and STDP is ajreadsidered at that time. The real goal
is however not to implement “all” models, other simulatoesthat better, but to propose also alternatives to existindets, as discussed in this paper.

6: The present development is installed on a forge, thus hésrain/bug-tracking/user-resquest-ticketting, etvaitable.

7: Though parallelism is not available yet, and the issue ddtessed here, the network simulation kernel has beenrgeband implemented in order to be able
to connect to other kernels, via input/output events. hista feasible extension to run several kernels in paraliti,the drawback that the slower kernel is going
to drive other kernels local times.

8: Links with these external platforms such as PyNN (thus NElBRMvaSpike, ..), NeuroConstruct are made available byrthki-language operability, while
Scilab and Matlab usage is documented.

Table 3;: Summary of the main features of the implementedtdvased simulation
kernel, using the criteria proposed to compare existingikitors, see text for details.

RR n° 6924



/<

Centre de recherche INRIA Sophia Antipolis — Méditerranée
2004, route des Lucioles - BP 93 - 06902 Sophia Antipolis @€Beance)

Centre de recherche INRIA Bordeaux — Sud Ouest : Domainedsitaire - 351, cours de la Libération - 33405 Talence Cedex
Centre de recherche INRIA Grenoble — Rhéne-Alpes : 655, @ele I'Europe - 38334 Montbonnot Saint-Ismier
Centre de recherche INRIA Lille — Nord Europe : Parc Sciani#i de la Haute Borne - 40, avenue Halley - 59650 Villeneuveatj
Centre de recherche INRIA Nancy — Grand Est : LORIA, Techfepé Nancy-Brabois - Campus scientifique
615, rue du Jardin Botanique - BP 101 - 54602 Villers-lésdyabedex
Centre de recherche INRIA Paris — Rocquencourt : Domaineotiee¥au - Rocquencourt - BP 105 - 78153 Le Chesnay Cedex
Centre de recherche INRIA Rennes — Bretagne Atlantique SARCampus universitaire de Beaulieu - 35042 Rennes Cedex
Centre de recherche INRIA Saclay — lle-de-France : ParcyQusiversité - ZAC des Vignes : 4, rue Jacques Monod - 9189&yD@&edex

Editeur
INRIA - Domaine de Voluceau - Rocquencourt, BP 105 - 78153 hesbay Cedex (France)
http://www.inria.fr

ISSN 0249-6399



	Introduction
	Event-based simulation of time-constrained networks.
	Event-time queue for time-constrained networks
	From next event-time to lower-bound estimation

	Event-based simulation of adaptive non-linear gIF models
	Reduction of internal currents
	Derivation of a spike-time lower-bound.
	Event-based iterative solution

	About event-based simulation of SRM models
	Experimental results
	Kernel performances and features
	Experimenting reduced adaptive and ionic currents
	Experimental benchmarks

	Discussion
	Appendix: About gIF model normalization

