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Abstract: Distributed Collaborative Editors (DCE) provide compusepport for modifying si-
multaneously shared documents, such as articles, wikispagd programming source code, by
dispersed users. Controlling access in such systemslis stiallenging problem, as they need
dynamic access changes and low latency access to shareshelatsu In this paper, we propose a
Mandatory Access Control (MAC) based on replicating theasti@ocument and its authorization
policy at the local memory of each user. To deal with latenuoy dynamic access changes, we use
an optimistic access control technique where enforcenfemttborizations is retroactive. We show
that naive coordination between updates of both copies ietecsecurity hole on the shared docu-
ment by permitting illegal modification, or rejecting legabdification. Finally, we present a novel
framework for managing authorizations in collaborativéiad work which may be deployed easily
on P2P networks.
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Modele Optimiste de Conttole d’Acces Obligatoire pour les
Editeurs Collaboratifs

Résun® : Les éditeurs collaboratifs fournissent un support lagipobur la modification simultanée
des documents partagés, comme des articles, des pagex dikcode source des programmes, par
des utilisateurs dispersés géographiquement. Leaerttacces dans de tels systemes demeure tou-
jours un challenge difficile, car ils nécessitent des acly@amiques ainsi qu’une faible latence pour
accéder aux documents partagés. Dans ce rapport, nqussprs un contrdle d’acces obligatoire
qui se base sur la réplication du document partagé airessgipolitique d’acces. Pour traiter des
problemes de la latence et les accés dynamiques, nois®usilune technique de contrdle d’acces
optimiste ou I'exécution des autorisations est réttiwacNous montrons qu’une coordination naive
entre les mises & jour des deux copies peut causer des f@ddleécurité en permettant des modi-
fications illegales ou en rejetant des modifications egaEnfin, nous présentons un nouvel envi-
ronnement pour la gestion des autorisations dans desiéglitellaboratifs qui peut étre facilement
déployé sur des réseaux P2P.

Mots-clés : Controle d’acces, Réplication Optimiste, Editeursl@lmbratifs.
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4 A.Imine et al.

1 Introduction

Distributed Collaborative Editors (DCE) belong to a partér class of distributed systems that en-
ables several and dispersed users to form a group for editngments€.g. Google Docs). To
ensure data availability, the shared documents are répdican the site of each participating user.
Each user modifies locally his copy and then sends this updatier users.

DCE are distributed systems that have to consider humaratttens. So, they are characterised
by the following requirements: (Bligh local responsivenesthe system has to be as responsive as
its single-user editors [3,15,16]; (iHigh concurrencythe users must be able to concurrently and
freely modify any part of the shared document at any tine 3B, (i) Consistencythe users must
eventually see a converged view of all copi€5 [3,15] in otdesupport WY SIWIS (What You See Is
What | See) principle; (ivDecentralized coordinatiarall concurrent updates must be synchronized
in decentralized fashion in order to avoid a single pointadiufe; (v) Scalability a group must be
dynamic in the sense that users may join or leave the groupyatrae.

Motivations. One of the most challenging problem in DCE is balancing themmating goals of
collaboration and access control to shared informatfioij. [1ideed interaction in collaborative
editors is aimed at making shared document available to fadl meed it, whereas access control
seeks to ensure this availability only to users with propgharization. Moreover, the requirements
of DCE include high responsiveness of local updates. Howexreen adding an access control layer,
high responsiveness is lost because every update must bedjtay some authorization coming
from a distant user (as a central server). The major probleratency in access control-based
collaborative editors is due to using one shared datatstr®icontaining access rights that is stored
on a central server. So controlling access consists inhgakiis data-structure and verifying whether
this access is valid. Furthermore, unlike traditional Eragser models, collaborative applications
have to allow for dynamic change of access rights, as usar®itaand leave the group in an ad-hoc
manner.

Contributions. To overcome the latency problem, we propose to replicata¢hess data-structure
on every site. Thus, a user will own two copies: the sharedish@nt and the access data-structure.
It is clear that this replication enable users to gain pentorce since when they want to manipulate
(read or update) the shared document, this manipulatidrb@igranted or denied by controlling
only the local copy of the access data-structure. As DCE twatow for dynamic change of access
rights, it is possible to achieve this goal when duplicatiegess rights. To do that, we propose a
Mandatory Access Control model (MAC) [11], in the sense trdy one user, calleddministrator
can modify the shared access data-structure. Thus, updatdly generated by the administrator
are then broadcast to other users. We choose dynamic atwesses initiated by one user in order
to avoid the occurrence and the resolution of conflict change

The shared document’s updates and the access data-stisictpdates are applied in different
orders at different user sites. The absence of safe codialinzetween these different updates may
cause security hole$.¢. permitting illegal updates or rejecting legal updates anghared docu-
ment). Inspired by theptimistic securityconcept introduced in_[8], we propose an optimistic ap-
proach that tolerates momentary violation of access rightshen ensures the copies to be restored
in valid states with respect to the stabilized access copaiay.

INRIA
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Outline of the paper. This paper is organized as follows: Section Il discussegedlwork. Section

Il presents the ingredients of our collaboration modelSéetion IV, we investigate the issues raised
by replicating the shared document and its access datettateu Section V presents our concurrency
control algorithm for managing MAC-based collaborativéiad sessions. Section VI describes our
prototype and its evaluation on experiments. Section Mithiarizes our contributions and sketch
future works.

2 Related Works

A survey on access control for collaborative systems carobad in [17]. We only recall some
representative approaches and their shortcomings. Abooldive environment has to manage the
frequent changing of access rights by users. Access Cdristsl (ACL) and Capability Lists (CL)
cannot support very well dynamic change of permissions.celgtne administrator of collaborative
environments often sets stricter permissions, as multipégs with varying levels of privileges will
try to access shared resources| [13]. Role Based AccessaCORBAC) [12] overcomes some
problems with dynamic change of rights. RBAC has the notiba session which is a per-user
abstraction[[5]. However, the "session” concept also preva dynamic reassignment of roles since
the user roles cannot be changed within a single sessioms biage to authenticate again to obtain
new roles. Spatial Access Control (SAC) has been propossal¥e this problem of role migration
within a sessior [2]. Instead of splitting users into groap& RBAC, SAC divides the collaborative
environment into abstract spaces. However, SAC implentientaeeds prior knowledge of the
practice used in some collaborative system, in order toymed set of rules that are generic enough
to match most of the daily access patterns. Every access teetieck the underlying access data-
structures; this requires locking data-structures andaesl collaborative work performance.

The majority of works on replicating authorization poligigppears in database ariea [10, 1, 18].
For maintaining authorization consistency, these workeegaly rely on concurrency control tech-
niques that are suitable for database systems. As outlinf8],ithese techniques are inappropriate
for DCE. Nevertheless,[ [10] is related to our work as it ergplan optimistic approach. Indeed,
changes in authorizations can arrive in different ordeiifégrent sites. Unlike our MAC approach,
conflict authorizations may appear as updates are inittatestveral sites.

3 Our Collaboration Model

We give here the ingredients of our model.

3.1 Shared Data Object

Itis known that collaborative editors manipulate shareoty that admit a linear structufel[3/[14, 16].
This structure can be modelled by thst abstract data type. The type of the list elements is a
parameter that can be instantiated by each needed typendtance, an element may be regarded
as a character, a paragraph, a page, an XML node, etc. lInif{1g&]s been shown that this linear

RR n°1



6 A. Imine et al.

structure can be easily extended to a range of multimediardeats, such as MicroSoft Wdtdand
PowerPoirit documents.

Definition 3.1 [Cooperative Operations]. The shared document state can be altered by the follow-
ing set ofcooperative operations$) Ins(p, e) wherep is the insertion positiorg the element to be
added at positiom; (ii) Del(p, e) which deletes the elementt positionp; (iii) Up(p, e, ¢’) which
replaces the elemeatat positionp by the new element. O

It is clear that combinations of these operations enable define more complex ones, such as
cut/copy and paste, that are intensively used in profeabtert editors.

3.2 Shared Policy Object

We consider an access control model basedwhorization policiesAn authorization policy spec-
ifies the operations a user can execute on a shared documierge Jets are used for specifying
authorization policies, namely:

1. S is the set obubjects A subject can be a user or a group of users.

2. O is the set obbjects An object can be the whole shared document, an element oup gf
elements of this shared document.

3. Ris the set ofaccess rightsEach right is associated with an operation that user caonper
on shared document. Thus, we consider the right of readingeanent ¢ R), inserting an
element{R), deleting an element ) and updating an element(().

Definition 3.2 [Policy]. A policy is a function that maps a set of subjects and a set of objects to
a set of signed rights. We denote this functionfby P(S) x P(O) — P(R) x {+,—}, where
P(S), P(O) andP(R) are the power sets of subjects, objects and rights resgaygtiVhe sign 4"
represents a righattributionand the sign “-" represents a rightrevocation O

We represent a polick as an indexed list of authorizations. Each authorizaBiois a quadruple
(Si, 0;, Ri,w;) whereS; C S, 0; C O, R; C Randw; € {—,+}. An authorization is saigositive
(resp. negativ@ whenw = + (resp.w = —). Negative authorizations are just used to accelerate
the checking process. We use a first-match semantics: whepeaatiorv is generated, the system
checkso against its authorizations one by one, starting from theé &wghorization and stopping
when it reaches the first authorizatibtihat matches. If no matching authorizations are founcis
rejected.

Definition 3.3 [Administrative Operations]. The state of a policy is represented by a triple
(P, S,0) where P is the list of authorizations. The administrator can altbetstate policy by
the following set ofadministrative operations(i) AddUser/DelUser to add/remove a user in
S; (i) AddObj/DelObj to add/remove an object i®; (i) AddAuth(p,l)/Del Auth(p,l) to
add/remove authorizatioh at positionp. An administrative operation is called restrictive iff

r = AddAuth(p,l) and!l is negative orr = Del Auth(p,1). O

INRIA
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3.3 Collaboration Protocol

In our collaboration protocol, we consider that a user naémst two copies: the shared document
and its access policy object. Each group consists of onerastngitor and several users. Only
administrator can specify authorizations in the policyealj It can also modify directly the shared
documents. As for users, they only modify the shared doctimvih respect to the local policy
object. Our collaboration protocol proceeds as follows:

1. When a user manipulates the local copy of the shared dadugegenerating a cooperative
operation, this operation will be granted or denied by origaking the local copy of the
policy object.

2. Once granted and executed, the local operations are tbaddast to the other users. A user
has to check whether or not the remote operations are amdiubby its local policy object
before executing them.

3. When an administrator modifies its local policy object bgiag or removing authorizations,
he sends these modifications to the other users in order Eteifiteir local copies. Note that
the administrator site does not coordinate concurrent@@tye operations.

We assume that messages are sent via secure and reliableio@ation network, and users are
identified and authenticated by the administrator in ordessociate correctly access to these users.

4 Consistency and Security Issues

The replication of the shared document and the policy oligemtofold beneficial: firstly it ensures
the availability of the shared document, and secondly dvedlfor flexibility in access rights check-
ing. However, this replication may create violation of e&eights which may fail to meet one of
the most important requirements of DEC, the consistench@thared document’s copies. Indeed,
the cooperative and administrative operations are peddrim different orders on different copies
of the shared document and the policy object.

In the following, we investigate the issues raised by theafstne collaboration protocol de-
scribed in Sectioh 313 and we informally present our sohgitw address these issues.

4.1 Out-of-order Execution of Cooperative Operations

What happens if cooperative operations arrive in arbitmaders even with stable policy object?
Consider the scenario in Figure 1.(a) where two users work simred document represented by a
sequence of characters and they have the same policy dihiegiafe authorized to insert and delete
characters). These characters are addressediftortihe end of the document. Initially, both copies
hold the string “efecte”. Uset executes operatiooy, = Ins(2, f) to insert the character ‘f’ at
position2. Concurrently, use2 performso, = Del(6, e) to delete the character ‘e’ at positién
Wheno; is received and executed on siteit produces the expected string “effect”. But, at dite

0o does not take into account that; has been executed before it and it produces the string ‘&ffec
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8 A. Imine et al.

The result at sitd is different from the result of sit2 and it apparently violates the intention @&f
since the last character ‘e’, which was intended to be delétestill present in the final string.

site 1 site 2 site 1 site 2
“efe_cte” “efe_cte" “efe_cte" “efe_cte”

01 = Iﬁs(Q, f) o2= Del(6,e) 01 = Iﬁs(Q,f) 09 = ljel(G,e)
‘eféct” / 1 “eféct”|
Del{G,e) Ins(fQ,f) IT(02,01) izDel(?,e) Ins(iQ,f)

(a) Incorrect integration. (a) Correct integration.

Figure 1: Serialization of concurrent cooperative opersi

To maintain consistency of the shared document, even ththalpolicy object remains un-
changed, we use the Operational Transformation (OT) appradich has been proposed id [3].
In general, it consists of application-dependent tramsdion algorithm, calledT’, such that for
every possible pair of concurrent operations, the aptingirogrammer has to specify how to in-
tegrate these operations regardless of reception ord€iglme].(b), we illustrate the effect ¢f"
on the previous example. At sitg o, needs to be transformed in order to include the effects of
oh = IT((Del(6,¢€),Ins(2, f)) = Del(7,e). The deletion position of; is incremented because
has inserted a character at positignvhich is before the character deletedday It should be noted
that OT enables us to ensure the consistencagrnumbef concurrent operations which can be
executed irarbitrary order[9.[7] (i.e. no global order is necessary).

For managing collaborative editing work in a decentraliaed scalable fashion, we reuse an
OT-based framework that is not presented here due to spaitefior more details semg. [4]. Our
objective here is to develop on the top of this framework aiggclayer for controlling access to the
shared documents.

4.2 Out-of-order Execution of Cooperative and Administraive Operations

Performing cooperative and administrative operationsfiergnt orders at every user site may in-
evitably lead to security holes. To underline these issueawil present in the following three
scenarios.

First scenario:Consider a group composed of an administratbn, and two standard usegs and
s2. Initially, the three sites have the same shared documéat ‘@nd the same policy object where
s1 is authorized to insert characters (see Fidure 2). Suppasedm revokes the insertion right
of s; and sends this administrative operatiorstcand s, so that it is applied on their local policy
copies. Concurrently; executes a cooperative operatibms(1, ) to derive the state “xabc” as it
is granted by its local policy. Whesim receives the;’s operation, it will be ignored (as it is not

INRIA



An Optimistic Mandatory Access Control Model for DistriedtCollaborative Editors 9

granted by thexdm'’s local policy) and then the final state still remain “abc”s A, receives the
s1’s insert operation before its revocation, he gets the Skatiec” that will be unchanged even after
having executed the revocation operation. We are in presafratata inconsistency (the stateaalin

is different from the state of; ands;) even though the policy object is same in all sites.

adm S1 S2
HabCH “abC” HabCH

revoke insertion

rightto s, I”S(él’x)

Accépted

1 gmiored “Xaébc”

revoke insertion revoke insertion
rightto s; rightto s;

@ “xabc” “xabc”

Figure 2: Divergence caused by introducing administratjyerations

The new policy object is not uniformly enforced among alesibecause of the out-of-order
execution of administrative and cooperative operatiortsus] security holes may be created. For
instance some sites can accept cooperative operatiorarthdliegal with respect to the new policy
(e.g.sitess; andss).

As our objective is to deploy such DCE in a P2P environmeststilution based on enforcing a
total order between both operations is discarded as it wagjdire a central server. Achieving this
objective raises a critical question: how the enforcemétii@mnew policy is performed with respect
to concurrent cooperative operations? It should be notatittiis enforcement may be delayed by
either the latency of the network or malicious users.

To solve this problem, we apply the principles of optimigtecurity [8] in such a way that the
enforcement of the new policy may be retroactive with resfmeconcurrent cooperative operations.
In this case, only illegal operations are undone. For ircgtaim Figuré 2/ns(1, z) should be undone
in s; ands, after the execution of the revocation.

Second scenaridsuppose now that we use some technique to detect concuredatigns between
administrative and cooperative operations. In the scerarFigure[3, three users see initially the
same document “abc” and they use the same policy obijeck {s2}, {doc}, {rD},+ >. Firstly,
adm revokes the deletion right te, by removing an authorization fror® (P becomes empty).
Concurrently,s, performsDel(1, a) to obtain the state “bc”. Once the revocation arrives»atit
updates the local policy copy and it enforces the new policyriidoingDel(1, a) and restoring the
state to “abc”.

RR n°1



10 A. Imine et al.

How to integrate the remote operatidl(1,a) at adm ands;? Before to execute this op-
eration, if we check it directly against the local policyaitm, it will be rejected (the policy is
empty). After a while of receiving and ignoring operatidtel(1,a), adm decides to grant once
again the deletion right t82. At s;, the execution of both administrative operations leads to
P =< {s2},{doc},{rD},+ >. Before to execut®el(1, a), if we check it directly with respect to
the local policy ofs; then it will be granted and its execution will lead to dataonsistency.

This security hole comes from the fact that the generationecd of Del(1, a) (the local policy
on which it was checked) at is different from the current execution contextdin ands; (due to
preceding executions of concurrent administrative opmraj.

adm S1 So
nabcn uabcn uabcu
Revoke déletion G2 Del(l,a)

Revoke déletion ()
undo(Del(1,a))

Allow deletion tos, abc

Acceézpted Allow delétion toss

“abc” [“bc”] “abc”

Figure 3: Necessity of admin Log.

Intuitively, our solution consists in capturing the causddtions between cooperative operations
and the policy copies on which they are generated. In othedsyevery local policy copy maintains
a monotonically increasing counter that is incrementedieyyeadministrative operation performed
on this copy. If each granted cooperative operation is asatwith the local counter of the policy
object at the time of its creation, then we can correctlygraée it in every remote site. However,
when the cooperative operation’s counter is less than theypmopy’s counter of another site then
this operation need to be checked with respect to preceaingucrent administrative operations
before its execution. Therefore, we propose in our modetdeesadministrative operations in a
log at every site in order to validate the remote cooperaiperations at appropriate context. For
instance, in Figurgl2, we can deduce tiiat/(1, a) will be ignored ats; by simply checking it
against the first revocation.

Third scenario: Using the above solution, the administrative operatioribei totally ordered as
only administrator modifies the policy object and we asdecia every version of this object a
monotonically increasing counter.

INRIA



An Optimistic Mandatory Access Control Model for DistribdtCollaborative Editors 11

Consider the scenario illustrated in Figlie 4 wherés initially authorized to insert any charac-
ter. Whenadm revokes the insertion right te, he has already seen the effect of th&s insertion.
If s receives the revocation before the insertion, he will igrtbis insertion as it is checked against
the revocation. It is clear that the insertion may be delated either by the latency of the network
or by a malicious user. We observe that there is a causainelatadm between the insertion and
the revocation. This causal relation is not respecteg, &nd the out-of-execution of operations
creates a security hole agrejects a legal insertion.

adm S1 S2
“abc” uabCH Habcl!

Ins(él,x)

Acceépted xabc
“xa?bc” |

revoke insertion

right to s,

revoke insertion
rightto s,

Figure 4: Validation of operations

revoke insertion
rightto sz

1 gnbred

Before it is received at the administrator site, we cons@eooperative operation as tentative.
So, our solution consists of an additional administratiperation that doesn’t modify the policy
object but increments the local counter. This operatioidasds each received and accepted cooper-
ative operation at the administrator site. Consequentbryeadministrative operation is concurrent
to all tentative operations. The policy modifications dofterahe validation of a cooperative oper-
ation are executed after this operation in all sites, as aidinative operations are totally ordered.

In case of our scenario in Figuré 4, the revocation received will not be executed until the
validation of the insertion is received. This avoids blaakiegal operations and data divergence.

5 Concurrency Control Algorithm

Now we formally present the different components of our dthm. We also give its asymptotic
time complexity.

RR n°1



12 A. Imine et al.

5.1 Cooperative and Administrative Requests

We define acooperative requestas a tupldc, r, a, o, v, f) where: (i)c is the identity of the collab-
orator site (or the user) issuing the request./{i§ its serial number (note that the concatenation of
g.c andq.r is defined as the request identityf (iii) « is the identity of the preceding cooperative
requeﬂ. If a isnull then the request does not depend on any other request.igivie cooperative
operation (see Definitidn_3.1) to be executed on the shaagel giv)v is the number version of the
policy copy on which the operation is granted. (¥i)s the kind of cooperative (tentative, valid or
invalid). We consider three kinds of cooperative requests:

1. tentative : when an operation is locally accepted, it is stored as agstgumaiting for valida-
tion from the administrator.

2. valid : itis generated by a given site and validated by the locatpalf the administrator.

3. inwalid : this means that it is not confirmed by the receiver localgyolit is then stored in
the log and flagged in order to memorize its reception.

To detect causal dependency and concurrent relations eete@perative requests, we use a
technique proposed inl[4] which allows for dynamic groupé @ independenof the number of
users (unlike to vector timestamp-based technigue [3])is Téchnique builds a dependency tree
where each requesgthas only to store ig.a the request identity whose it directly depends on. For
more details, see[4].

We consider aadministrative request as the triple- = (id, o, v) where: (i)id is the identity of
the administrator; (iip is the administrative operation (see Definition 3.3); (iiils the last version
number of the policy object. As only administrator specifieghorizations in the policy object, the
administrative requests are totally ordered. Indeed, patiby copy maintains a monotonically in-
creasing counter that is stored (in the version composemtd incremented by every administrative
operation performed on this copy.

As seen in Sectionl 4, it is crucial to correctly deal with the-of-order execution between co-
operative and administrative requests in order to avoidétearity holes. Leg andr be cooperative
and administrative requests respectivelyg(@epends causally aniff g.v > r.v, i.e. g already has
seen the effect of; (ii) if ¢ is tentative then it is concurrent g i.e. the administrator has not yet
seen the effect of when it generates.

5.2 Control Procedure

In our approach, a group consists of one administrator siieNauser sites (wheré/ is variable in
time) starting a collaboration session from the same indileument state),. Each site stores all
cooperative requests in Idg and administrative requestd{d Auth andDel Auth) in alog L. Our
concurrency control procedure is given in Algorithim 1. Ibshd be noted that Algorithfd 1 is mainly
based on framework proposed in [4]. This framework reliegipusing OT approach [3] in order
to execute cooperative requests in any order; (ii) usingrcpéar class of logs, calledanonical
where insertion requests are stored before deletion r&gjimesrder to ensure data convergence.

1According to the dependency relation described’in [4].

INRIA
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1: Main:

2: INITIALIZATION

3: while not abortecio

4: if there is an inpub then

5: if o is cooperativehen

6: GENERATE_.COOP.REQUEST
7. else ifi = admin then

8: GENERATE_ADMIN _-REQUEST
9: end if

10: else

11: RECEIVE_REQUEST

12 RECEIVE_.COOR-REQUEST

13: RECEIVE_ADMIN _REQUEST
14:  endif

15: end while

16: INITIALIZATION :

17: D — Dy {Actual state of the sife

18: s « Identification of local site

19: version « 0 {Initial Version of local site
20: H «— [] {Cooperative log

21: L « [] {Administrative log

22: F — [] {Cooperative requests buffer
23: Q < [] {Administrative requests buffgr
24: compteurCoopOp «— 0

25: RECEIVE_REQUEST

26: if there is a cooperative requesfrom a networkhen
27: F—F+4gq

28: end if

29: if there is an administrative requesfrom a networkthen
300 Q+—Q+r

31: end if

Algorithm 1: Control Concurrency Algorithm at the i-th site

Generation of local cooperative requestln Algorithm[2, when an operatianis locally generated,

it is first checked against the local policy objece( using boolean function @Eck_LocCAL). If

it is granted locally, it is immediately executed on its gettien state ile. Do(o, D) computes
the resulting state when executing operationon stateD). Once the request is formed, it is
considered either as valid when the issuer is the admitostea otherwise as tentative. Function
ComPUTEBF(q,L) is called to detect insid& whether or noy is causally dependent on precedent
cooperative request. Integratiggafter H may result in not canonical log. To transfofii; g] in
canonical form, we use functionABioNize. Finally, the requesf’ (the result of @ MPUTEBF) is
propagated to all sites in order to be executed on other sagi¢he shared document. For more
details on functions GMPUTEBF and GA\NONIZE, see [[4].

Reception of cooperative requestEach site has the use of quebgo store the remote requests
coming from other sites. Requesgenerated on siteis added taF’ when it arrives at sitg (with

1 # 7). In Algorithm[3, to preserve the causality dependency waipect to precedent administrative
requests and precedent cooperative requesExtracted from the queue when itdausally-ready
(i.e. q.v < wersion and the precedent cooperative requestgltdve been already integrated on site
7). Using function GiECK_REMOTE(q,L), ¢ is checked against the administrative lbgo verify
whether or not; is granted. Ifg is received by the administrator then it is validated andl@aton
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1: GENERATE.COOP.REQUEST

2: if CHECK_LOCAL(0) then

3 D «— Do(o, D)

4 compteurCoopOp «— compteurCoopOp + 1

5: if i = admin then

6: q — (s, compteurCoopOp, o, null, Valid, version)
7. else

8 q — (s, compteurCoopOp, o, null, Tentative, version)
9: endif

10: ¢ «—ComPUTEBF(q,H)

11: H < CanonNize(q’ ,H)

12:  Dbroadcasy’;

13: end if

Algorithm 2: Cooperative request generation at a site

requestis generated in order to broadcast it to other $itest, function @MPUTEFF(g,L) is called

in order to compute the transformed fogfrto be executed on current stdbe This functionis given

in [4]. Finally, the transformed form af, namelyq’, is executed on the current state and function
CANONIZE is called in order to turn agaii{; ¢'] in canonical form.

Generation and Reception of administrative requestin Algorithm[4, the policy copy maintains
a version counter that is incremented by the request gertebgtthe administrator and performed
on this copy. This request is next broadcast to other usemfiorcing the new policy. When the
received requestis causally readyife. r.v = version + 1 and ifr is a validation of a cooperative
requesty then this one has been already executed on this site), ittiacted from@. If r.o is
AddAuth or Del Auth: (i) it is performed on the the policy copy; and, (ii) it undoéae tentative
cooperative request that are no longer granted by the neaypdlowever, ifr is a validation of
cooperative requesgtthen it setg; to valid.

1: RECEIVE_.COOP.REQUEST(q):
2: if q is causally readshen

3. F—F—q

4: if (CHECK_-REMOTE(gq,L)) then

5: if i = adm then

6: q.f < wvalid

7. r «— GENERATE.ADMIN_REQUEST(V alidate(q))
8: end if

9: else

10: q.f « invalid

11:  endif

12: q' «— COMPUTEFF (q,H)
13: D « Do(q', D)

14:  CaNonize(q’ ,H)

15: end if

Algorithm 3: Cooperative request reception by a site

Asymptotic Time Complexities. Let Hgy, be all deletion/update request$. In the worst
case, when cooperative requests an insertion and it has no dependency insidesee [[4]):
(i) functions @MPUTEFF(gq, H) and GMPUTEBF(q, H) have the same complexit(|H|), and;
(i) the complexity of function @NONIZE(q, H) is O(|Hg,|). Hence, the complexity of BNER-

ATE_.COOP.REQUESTIS O(|H|+|H gy |+ |Pry|) = O(2%|H|+|Pr,]|) (with Pr, is the list of autho-
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: GENERATE_ADMIN _REQUEST

. version «— version + 1

. apply modification to the policy
r «— (admin, version, o)

. broadcast;

! RECEIVE_ADMIN_REQUEST(r):
1 if r is causally readyhen
Q—Q—r
if (.o is an AddAuth or DelAuththen
apply modification to policy
if r is restrictivethen
H — UNDO(q, H) for all tentative requesf concerned by the request
end if
14: else
15: j < GetIndex(r.q) {to determine the index of the cooperative request to vaiilht
16: H[j].f < valid
17: end if
18: version «— version + 1

19: end if

e el
OREBORNe urwne

Algorithm 4: Generation and reception of administrative request

rizations at versiom), and the complexity of RCEIVE_.COOP.REQUESTiIS O(|L| + |H |+ |Hau|) =
O(|L| + 2 = |H|) (whereL is the administrative log). Consequently, our concurresmytrol algo-
rithm is not expensive and scale well as all functions haweeal behaviour.

However, to enforce the new authorization policy we havelube function Wpo(q, H). The
complexity of this function i$)(| H|?) when allH’s requests are tentative and they should be undone
by request-. Practically, LINDO is not expensive if we assume that the transmission timequfagts
is very short. In this case, the most of tentative requedtdwivalidated by the administrator and
there will be fewer requests to undo between two versioneptilicy object.

5.3 lllustrative Example

To highlight the feature of our concurrency control aldguomt we present a slightly complicated
scenario in Figurél5, where the solid (dotted) arrows dbsdtie integration order (validation of
tentative requests). We have an administratbr, and two users; ands; starting the collaboration
with the initial stateD, = “abc” and the initial policy versioni0 = v,) characterized by the
policy P =< (All, Doc, {iR,dR,rR,uR},+) > (for i = adm, 1,2). The notationsA/l and Doc
designate the set of all users and the whole document résgegctinitially, the cooperative and
administrative logs of each site are empty(= LY = [] for i = adm, 1, 2).

They generate three concurrent cooperative requestscted@he ¢o.o = Ins(2,y), ¢1.0 =
Del(2,b) andgz.0 = Ins(3, x). After integratinggo, g1 andqs, s1 generategs.o = Del(1,a). As
for so, it generategy.o = Del(1,a) after the integration of; andg». Finally adm generates the
administrative requesto = AddAuth(1, (s1, Doc,dR,—)). At the end of the collaboration, the
three sites will converge to the final stéteyc”.

We describe the integration of our requests in three steps:
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adm S1 S2
“abc” “abc” “abc”

go.0 = Igns(2, Y) q1.0 = ;Del(27 b) ¢.0= Ins(S,J:)

r.o = AddAuth(f(sh Doc,dR,—)) ¢z.0= Del(l, a) qs.0= Del(Q, x)

Figure 5: Collaboration scenario between an administietdrtwo sites.

Step 1.At adm, the execution of, producesD} = "aybc” andH} = [qo]. Whengz andg; arrive,
they are transformed by @ PUTEFF(). This results inD3 = ayxc and H3 = [qo; ¢5; ¢}] with
gh.0 = Ins(4,x) andq].o = Del(4,b). These requests are validated and sent @andss.

At s1, the execution of;; gives Di = ”ac” and H{ = [q1]. Once received and granted by
the local policy,g. andgy are transformed and the obtained log is twice modified by}uGNIZE()
as insertions must appear before deletions. Welget= "ayzc’ and H; = [q2;qo; ¢;] with
q¢;.0 = Del(3,b). Executingg, andq; ats, producesD3 = "azc” andH3 = [g2; ¢1].

The sitesudm, s; ands, generate, g3 andq, respectively. They are propagated as follows.

Step 2. At adm site, r is restricive and it produces P} =<
(s1, Doc,dR, —), (All, Doc, {iR,dR,7R,uR},+) >, L} = [r] andv{ = vo + 1. Indeed,
it revokes the deletion right tey .

At s;, the execution ofj; after H} results inD{ = ”yzc”. To broadcasts with a minimal
generation context, functiondPUTEBF() is called to detect causal dependency inditfe The
obtained log i} = [g2; go; 41, 43]-

At sq, g4 is executed aftedl and produced)i = "ac” H3 = [qo;q1;qs]. Using Com-
PUTEBF() enables to detect that depends ogs, asq, removes the character inserteddagy When
qo arrives, its integration producd®; = "ayc” and H3 = [q2; qo; q}; ¢4 (with ¢} .0 = Del(3,b)
andgy .o = Del(3,x)). This log is the result of ENONIZE().
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Step 3.At adm, whengs is checked againgt; it is rejected but is stored in invalid forgf which
has no effect on the local document state. The resultingdddii = [qo; ¢5; 41, ¢5]. When gy
arrives, it is only transformed againgtandg; as it depends og,. This results inD§ = "ayc” and
HE = [qo; 4b; 41, 45 ¢4] With ¢j.o = Del(3, z).

At s1, the integration ofy, producesD? = "yc” and HY = [q2;qo; q}; q3; q4). Integratingr
results inL} = [r] andv} = v + 1. Enforcing the new policy requires to unggas it is a tentative
(not validated yet) request. The inversegef notedgs, is firstly generated witlgz.o = Ins(1,a).
Next, g3 is transformed againgt, giving gz’ of which the execution results iR$ = “ayc”. Finally
the log is modified taH$ = [q2; qo; 41; ¢3; B3; 4] wWhereq is the form ofq, as if g3 hasn’t been
executed.

At s, the reception of- results inL? = [r] andv? = wvg + 1. Requesly is invalidated
(g3-f = invalid) and stored in log without being executed. This resultdlin= [q2; qo; ¢} ; 94; ¢3]-

6 Implementation and Evaluation

A prototype of DCE based on our optimistic MAC has been impetad in Java. It supports the
collaborative editing oHTML pages and it is deployed on P2P JXTA platform (see Figlres). |
our prototype, a user can createiamL page from scratch by opening a new collaboration group.
Thus, he is the administrator of this group. Others usersjoiaythe group to participate iRTML
page editing, as they may leave this group at any time. Therastnator can dynamically add
and remove different authorizations for accessing to tlaeexshdocument according the contribution
and the competence of users participating in the group.dJBXTA platform, users exchange their
operations in real-time in order to support WYSIWIS (Whatu¥®ee Is What | See) principle.

Experiments are necessary to understand what the asympootiplexities mean when interac-
tive constraints are present in the system. For our evalugierformance, we consider the follow-
ing times: (i)¢; is the execution time offenerate_Coop_request(); (i) t2 is the execution time of
Receive_Coop_request(). We assume that the transmission time between sites igjit#gliln gen-
eral, it is established that the OT-based DCE must prauidets < 100ms [6]. Both algorithm$?
and3 call function @NONIZE, their performances are mostly determined by the percertigser-
tion requests inside the log. The management of the poligyafiact the performance of the system
since, in Algorithm§&P and 3, we have to explore either thécgdr the the administrative log which
are edited by the administrator. In our experiments we ss@piat the policy is not optimized€.
it contains authorization redundancies).

FigurelT shows three experimﬂmith different percentages of insertions inside ldg These
measurements reflects the timest, and their sum. The execution time falls within 100ms for all
|H| < 5000 if H contains0% INS, |H| < 9000 if H containsl00% INS which is not achieved in
SDT and ABT algorithms [6].

2The experiments have been performed under Ubunto Linuxek&r6.24-19 with an Intel Pentium-4 2.60 GHz CPU and
768 Mo RAM.
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Figure 6: p2pEdit tool

In this paper, we have proposed a new framework for contigliccess in collaborative editing
work. It is based on MAC and optimistic replication of the slthdocument and its authorization
policy. We have shown how naive coordination between updaftboth copies may create security
holes. Finally, we have provided some performance evalostio show the applicability of our

MAC model distributed collaborative editing.

In future work, we intend to investigate the impact of our kwhen using delegation of adminis-
trative requests between the group users. As the lengtlcalf (administrative and cooperative) logs
increases rapidly during collaboration sessions, we madtress the garbage collection problem.
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Figure 7: Time processing of Insert Requests.
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