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Représentations stochastiques de dérivées de
solutions d’inégalités variationnelles
paraboliques en dimension un avec conditions
de Neumann aux bords

Résumé : Dans ce travail, nous explicitons la dérivée du flots de diffusions
unidimensionnelles réfléchies. Nous obtenons des représentations des dérivées
de solutions au sens des viscosités d’équations semilinéaires paraboliques et
d’inégalités variationnelles paraboliques en dimension un avec conditions de
Neumann aux bords.

Mots-clés : Equations différentielles stochastiques rétrogrades réfléchies,
équations semilinéaires paraboliques, inégalités variationnelles paraboliques,
erreur de localisation.



1 Introduction

Consider the parabolic variational inequality in the whole Euclidean space

min{V (¢, x) — L(t, x); —%—Xt/

(t,7) € [0,T) x R,
V(T,z) = g(z), » € RY,

(t,x) — AV (t,x) — f(t,xz,V(t,z),(VVo)(t,z))} =0,

(1)
where A is the infinitesimal generator of a diffusion process. The numerical
resolution of such a problem requires to introduce a boundary and artificial
boundary conditions in order to allow the discretization of a PDE problem
posed in a bounded domain. We thus localize the preceding variational in-
equality. If non homogeneous Neumann boundary conditions are chosen, one
then has to solve

min {v(t, x) — L(t,x); —%

(t,x) €[0,T) x O,
v(T,z) = g(z), v € O,
| (Vu(t,z) + h(t,z);n(x)) =0, (t,2) €[0,T) x 00,

(t,x) — Av(t,x) — f(t,z,v(t, x), (Vvo)(t, a:))} =0,

(2)
where, for all z in 00, n(x) denotes the inward unit normal vector at point

x. From a numerical analysis point of view, one needs to estimate |V (¢, z) —
v(t,x)|. Berthelot, Bossy and Talay [3] have tackled this issue by using a
stochastic approach based on Backward Stochastic Differential Equations (BSDE).
Given the reflected forward Stochastic Differential Equation (SDE)

X =+ [To(Xy)d0 + [ o(XyT)dWe + Kb, 0 <t < s <T,
K = [T (XM dIK " with [K[* = [ Lxecoopd K5

they have proven the following estimate: under smoothness conditions on the
coefficients and on 9O, there exists C' > 0 such that, for all 0 < ¢ < T and
xeQ,

1/4
x T z\\ |4
‘V(ta l‘)—U(t,iL‘)’ < C{E sup |(VV(S,X§’ )_'_h(SaX;’ )777()(};7 ))‘ ]l{Xﬁ’xEBO}} :

t<s<T
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4 Bossy, Cissé, Talay

Motivated by applications in Finance, where the space derivative of v(t, x)
allows one to construct hedging strategies of American options, we aim in this
paper to estimate |0,V (t,x) — 0,v(t, z)|, where the derivatives are understood
in the sense of the distributions. We thus have to check that the probabilistic
interpretations, in terms of BSDEs, of V(¢,z) and of v(t, x), are differentiable
in the sense of the distributions, and to exhibit formulae which are suitable to
estimate |0,V (t,x) — 0,v(t, x)|. Unfortunately, so far we are able to deal with
one dimensional problems only. which means that O is reduced to a bounded
interval (d,d’). Two main reasons explain the limitation to one-dimensional
problems: first, we need to prove an explicit representation of the derivative
0, X", where X* is as in (3); this representation appears to be simple and
of exponential type; exhibiting such an explicit formula seems difficult for
general multi-dimensional flows H (Malliavin derivatives were also explicited
by Lépingle, Nualart and Sanz [10] in the one-dimensional case only); second,
in order to get stochastic representations for d,v(t,x) when h # 0, that is,
in the case of non homogeneous Neumann boundary conditions, we use an
integration by parts technique which seems limited to the one-dimensional
case (see the introduction of the function H in the proof of Theorem [3.5)).

We aim to provide a stochastic representation for 0,v(t,z) in terms of
the derivative of the solution (V" Z4* R"") of the reflected BSDE with the
reflected forward diffusion X%

;

Vo= g(XES) + [T (e, Xt Y 28 dr + [T h(r, X0 )dK
+RY — RET — [ Ztdw,

VP> L(s, XM) forall 0 <t < s <T,

(Eff, 0 <t <s<T)is a continuous increasing process such that

ST = L, Xpm))aR; = 0.

\

As we suppose that the coefficients b and o are only Lipschitz (and not neces-
sarily differentiable), we need to extend various approaches developed to solve
problems without or with reflexion: Bouleau and Hirsch [6] have explicited
the derivatives w.r.t. the initial data of the solutions of non reflected forward

IThe differentiability, in the sense of the distributions, seems easy to get by localization
procedures when the boundary of the domain is smooth.

INRIA



SDEs with Lipschitz coefficients; Lépingle et al. [L0] have explicited the Malli-
avin derivatives of the solutions of one-dimensional reflected forwards SDEs.
Pardoux and Zhang [19] have established stochastic representations, in terms
of BSDEs driven by forward reflected SDEs, for viscosity solutions of semilin-
ear partial differential equations with Neumann boundary conditions. In [12]
and [13] Ma and Zhang have represented, without differentiating the coeffi-
cients g and f, derivatives of solutions of BSDEs and reflected BSDEs driven
by non reflected forward SDEs with differentiable coefficients. N’Zi, Ouknine
and Sulem [16] have extended Ma and Zhang’s results for non reflected BS-
DEs to the case where the coefficients of the non reflected forward SDEs are
supposed Lipschitz only.

The paper is organized as follows. In section [2| we explicit the derivative
of the flow of the reflected flow (X**) defined in (3)). In section [3 we get two
stochastic representations for derivatives of solutions of semilinear parabolic
partial differential equations (which corresponds to the case where L(t,z) =
—oo and R = 0): the first representation involves the gradient of f, the second
one does not involve it. We distinguish the homogeneous Neumann boundary
condition case, that is, the case where h(t,z) = 0, and the inhomogeneous
case. In section {4 we get stochastic representations for derivatives of parabolic

variational inequalities. We conclude by using our representations to estimate
|0,V (t,x) — 0,v(T, ).

Notation. In all the paper we denote by C, C}, Cs positive constants which
may vary from line to line but only depend on d, d’, T, the L*>-norms and the
Lipschitz constants of the functions b, o, g, f, and h, and the strong ellipticity
constant a, which appears in the inequality @ below.

RR n’ 6921



6 Bossy, Cissé, Talay

2 Derivative of the flow of the reflected diffu-
sion X

2.1 Main result and examples

From now on we consider a one dimensional stochastic differential equation in
the interval [d, d'], with reflection at points d and d':

{X;fv‘” =2+ [b(XE)dr + [ o(XE7)dW, + Kbe, @

K = [T (XK} with [K]5 = [0 g an d KL

where 7(d) = 1 and n(d') = —1. Our objective in this section is to explicit the
derivative w.r.t. z of the stochastic flow X*?.

We start with introducing some notation coming from [6]. We equip the
space Q := (d, d') x Q with its natural o-field and the measure dP := dx @ dP.
Let D, be the space of functions 7(z,w) satisfying: there exists a measurable
function v : Q — R such that v o= 7, IF’—a.s, and, for all (z,w), the map
y — Y(z + y,w) is locally absolutely continuous.

For v € 51, set

9py(7,w) = lim inf ety w) —9@w)
y—0 Y
Bouleau and Hirsch [5] have shown that this definition is proper in the sense

that, P-a.s, 0,7v(x,w) is well defined and does not depend on the choice of 7.
Finally, set

b= {ye @)Dy 8y € LX(B)}

and
1

~ ~\ 2
o= ([ e[ o)
(d,d')xQ (d.d')xQ

As in Lépingle et al. [10] we introduce the random set

T’E[t,s] re(t,s]

EHT = {w €Q:d< inf X'"(w)< sup XM(w) < d’} . (5)

Our main result in this section is the following statement.

INRIA



Theorem 2.1. Suppose that b and o are bounded Lipschitz functions, and that

Ja, >0, Vz € [d,d], o(z) > .. (6)

Denote by b' and o' versions of the a.e. derivatives of b and o. Then the flow
Xt belongs to D andf]

D X" = J0" N, P— a.s, (7)

where

s t
Ji" = exp {/ o (XE")dW, +/ (b (X5) — %U'Q(Xﬁ’””))dr} : (8)
t s
Before proceeding to the proof of this theorem we illustrate it with two

examples.

Example 2.2. Brownian motion reflected at 0. Let x > 0. The resolution
of the Skorokhod problem (see, e.g., Karatzas and Shreve [§8]), shows that the
adapted increasing process

ki (w) :=sup{0, —z + sup W,(w)} (9)

0<r<s

is such that the process X7 :=x — Wy + k¥ s positive and satisfies

/O L0, 00)(X5)dkE = 0.

We obviously have

0

O 0<r<s

Example 2.3. Brownian motion reflected at points d and d'. Let x € (d,d').
Kruk et al. [9] have solved explicitly the Skorokhod problem corresponding to
a two-sided reflection. To simplify the notation we suppose here that d = 0.

2We recall that dP := dx ® dP.
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8 Bossy, Cissé, Talay

We therefore consider the process X := v — W + /~£§, where we define the
increasing process ki by

7.z . : _ _ _ i —
kY = |0 A Oggs(x W,,)l \/02225 {(x W, —d) /\T%rgl;(x W)
Notice that, on the event E%% the process (k*,r < s) is null and thus %Xsf” =1,
whereas on Q — %% one has —k¥ = x + G, for some random variable G,
independent of x, and thus %X;‘” = 0.
We start the proof of Theorem [2.1] with checking that the right-hand side
of Equality , that we will denote by ®"*(s), is properly defined.

Proposition 2.4. The process (®*(s),t < s < T) is well defined in the sense
that it does not depend on the Borel versions of the a.e. derivatives of b and
.

Proof. Observe that ®*(s) = 0 on the event Q — £L*. To prove the desired
result on the event £-* consider two Borel versions ] and b, (respectively, o/
and o}) of the a.e. derivative of b (respectively, o). For i = 1,2 set

F(s) = exp { / (XU, + / (@t - %(a;f(Xﬁ@))dr} ,

and ®'(s) = 51‘(5)]15;@, so that
E sup |®'(s) — @*(s)*

t<s<T

<E sup [0'(s) — ¥(s)[?

==t T 1/2
< C{E/t DY (XE7) = By (XE") — ((0})*(XE") — (aé)Q(Xi“))\éldT}

T 1/2
+C {]E/ ot (XF*) — aé(Xf’x)‘4dr} :
¢

The hypotheses made in Theorem allow us to apply the Proposition 4.1 in
Lépingle et al. [10]: for all s > ¢ and x, the probability distribution of X’ has
a density p"®(r,-) w.r.t. Lebesgue’s measure. To conclude, it then remains to
use b = b, and o] = 0}, a.e. O

INRIA



2.2 On approximations by penalization

The proof of Theorem essentially consists in approximating X by the so-
lution of a penalized stochastic differential equation. We use the following
proposition which precises the convergence rate of Esup, o |X5* — Xb*n|P
for p > 2 and is easily derived from the inequality (3.23) in Menaldi [14]:

Proposition 2.5. [T}/ For n > 1 define the function 3, by
—n(y—d) ify=>d,
Ba(y) =40 ifd<y<d,
n(d —y) ify < d.
Then the solution X" to

Xton = g 4 / b(XE"™)dr + / o (XE5M) W, + / Bu(XE"™)dr  (10)
t t t

satisfies, for allp > 1,
Vt <T, lim sup E sup |X0¥ — XI™"|P = 0. (11)

=0 pe(d,d)  t<s<T
In order to explicit the limit of 0, X¥™ we use the following convergence
criterion used in Bouleau and Hirsch [6, p.49]:

Proposition 2.6. Let (H™,s € [O,T],ng 1) be a sequence of random fields
which are time continuous from [0,T] to D. Suppose that

sup sup < +00. (12)

n>1 s€[0,T7]

d’ d’
/E|Hj’”\2d:c+/ E|0, H*"2da
d d

Suppose that there exists a stochastic flow HY continuous in (s, x) such that
d/
/ E sup |H*" — H?|> dz — 0. (13)
d s€[0,T] n—+00

Then, for all s € [0,T], 0,H? is well defined Iﬂﬁ’—a.s, H? is in D and

d’ d’
/ ]E]Hj]deJr/ E |0, H7[? da < +oo. (14)
d d
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10 Bossy, Cissé, Talay

In addition, HP™ converges weakly to HY injhe following sense: for all stochas-
tic flow U? such that 0,U? is well defined P-a.s. and

d’ d’
/ E|U§|2dx+/ E (9,U%)? dz < 400,
d d
then

d/
/ E[UZ (H?" — HY) + 0, U (0. HY™ — 0, HY )| de —— 0.
d

n—-+00

The next lemma states that the process X“®" satisfies .

Lemma 2.7. For all p > 1 we have:

E sup |XI""P +E sup |0, X" P
selt,T) s€[t,T)

sup sup < +00.

n>1 ze(d,d’)

Proof. In view of we only need to estimate Esup,c, 70, X0™"P. Set
b, := b+ 3,. From the Theorem 1 and the discussion in p.56 in Bouleau and
Hirsch [6] we deduce that, P-a.s., the derivative 9;X5*™ in the sense of the
distributions is well defined and satisfies

axxngn:exp{ [ o+ | (b;(Xf:x’")—%a’(Xﬁ’“)z)dr}.
t t

It then suffices to use the one-side bound from above b/ (y) < ||V/|« for all
integer n and all y € R to get

sup sup E sup [0, X" < +oc. (15)
n>1 ze(d,d’)  s€[t,T)

O

Our next step consists in identifying the process 9, X5*.

INRIA
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2.3 Proof of Theorem [2.1: the one-sided reflection case

We are now in a position to explicit the derivative of X%*. We start with the
case of the reflection at the sole point d.

Proposition 2.8. Let x € (d,d’) and Xt be the solution to
Xt =+ / CB(R)dr + / T (RE)AW, + AL,
t t
where Ad()?t"’”) is the local time at point d of the semi-martingale Xte, Setting
EW = {w € Q,tglis X (w) > d} :

we have: for allt < s <T, @-a.s.,

0.t = e [+ (R @) - 1o R | 1z
t t
(16)

Proof. For all n > 1 consider the solutions (X%*") to
)A(Lf"”” =x+ / b()?ﬁ"”’”)dr + / J()?ﬁ’x’")dWr + / n(d — )A(ﬁ’x’”)err.
t t t

In view of Theorem 1 in Bouleau and Hirsch [6], the stochastic flow X" is
differentiable in the sense of the distributions, and its derivative, denoted by
0, Xbm" satisfies P-a.s.,

9, X bmm :exp{ / o' (XE5™) AW, + / (b (XLom) — 50'2()?:%”)>d7~}
t t

X exp {—n/ ]liﬁ,x,%ddr} .
t

We can easily get a result similar to Lemma that is,

E sup \)?;x”\z +E sup \&;)A(z’x’”IQ
selt,T] selt,T)

sup sup < 400, (17)

n>1 ze(d,d)

RR n’ 6921



12 Bossy, Cissé, Talay

which establishes with HP" = )A(ﬁ"”” To obtain (13) we observe that
we may substitute X to X into : indeed, in [I4] the diffusion process is
reflected at the boundary of a bounded domain whereas, here, the domain is
the infinite interval (d, +o00); however, it is easy to see that Menaldi’s proof
of inequality (3.23) also applies in this latter CaseE| Therefore, in view of
Proposition [2.6) for all t < s < T, P-as., 0, X““ " converges weakly to 0, X““’
and X be ¢ D Suppose now that we have proven, for all x in (d, d'):

AZ,J),TL = eXp {—n/t ]lgﬁ,z,n(w)<d} ]1821 m ]]_ tz P — a.S. (18)
and
where

S
txn _ ~
Bo*" = eXp{ n/ ﬂxﬁ,x,n(w)<d} Lo gt
t

Let us check that we then could deduce . Indeed, denoting by @2“” the r.h.s.
of , it suffices to prove that, for all stochastic field U7 as in Proposition ,

d/ dl
IE:/ Ur(XEo" — X5 dg + E/ 0, U? (&cX;vl“’" — Ggw) Lgoda
d d

dl
+E [ 0,U0, X" grode
d

tends to 0 as n tends to infinity. Now, it is easy to check that each one of the
three terms in the right-hand side tends to 0: for example, one has

dl
T At,ax,n
E [ 0,Uf0, X" g giedx
d

2 dl d/
<C / E (0,U%)* dx / E(BY™)2dz,
d d

and the right-hand side tends to 0 in view of (19).
Therefore it now remains to prove and .

3The properties (3.1) and (3.2) of the penalization function in Menaldi[I4] are clearly
satisfied by ,.

INRIA
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We start with . It suffices to prove that, on the event {inf;<, < )A(ﬁ”” >
d}, for all n large enough, P-a.s., inf;<, <, X5*" > d. A sufficient condition is

N N 1 N
sup | Xb*"m — X0 < Z | inf X4 —d).
térgs ’ T r ‘ —_ 2 tS?"SS '

In view of Menaldi [14, Rmk.3.1,p.742], for all 2 < 2g < p there exists C' > 0
such that, for all n,

N N C
E sup |X§x" — Xﬁ’x]p < —.
t<s<T nd

Thus Borel-Cantelli’s Lemma implies that sup, < | X5 — X5 tends to 0
almost surely. We thus have proven . o

Let us now prove that EBY™" converges to 0. The comparison theorem
for stochastic differential equations shows that, for all m < n and ¢t <r < T,
Xbem < X therefore, for all n and ¢t <r < T, X*" < XE*. Thus

S
t,.x,n - .
EB;*" <E [exp {—n/t ﬂxﬁ,x,n<dd7’} ﬂinftgrgsxﬁ’x’%d} .

Let ¢ be the increasing one-to-one map ¢(z) = [ ﬁdy. Set Xton =
o(X5m). We have:

X0 = () + /
t

+ W5 — Wi

b (Xpm) 4 n(d = o (X)L, crnay|
(30X 27 ))]d

Using the Girsanov transformation removing the drift coefficient of (X5®m)
and denoting by K, the conditional expectation knowing that W; = ¢(z)
we get

EB?IM < Ei o) [M: exp {_n/ ﬂWqu(d)dr} ]linftgrgswr<¢(d)} ’
¢

RR n’ 6921



14 Bossy, Cissé, Talay

where
" e W) Hn(d =Tt (W) 1,
M; —eXP{/t [ ol 1(W,)) 5 (v (Wr))] dWr}
1ot ) -yt 1, )
<oy [ [ o1 (7,) BE (WT”] o

S (d— o L (W) 1 [
@U(Ws)zcb,,(Wt)—/ (d— ¢~ (W) dW,,+—/ 1,1 gy, y<adr
t t

o=t (Wr)) 2
1 A UD)) 1 +dr
+3 ) Sy e

In addition, observe that, for all x € (d,d'), ®,(¢(x)) = 0, and that ®,(z) > 0
for all z in R. Therefore, P, ,(,)-a.s.,

S d _ A1 —+ S
TL/ ( 14 (Wr)) dWT S E/ I]-WT-<<p(d)dT
t t

o(e='(W;)) 2
n (o' W) +dr
“5 | ey e e
< g/t ]1WT<<p(d)d7”+K22*/t (d— ™ (W) dr,

(20)
where K is the Lipschitz constant of o, and «, is as in @ We deduce that,

for some positive constants C; and Cy and bounded continuous functions p;
and py, all of them independent of n, P, ,,-a.s.,

M < exp{g/ ]1Wr<¢,(d)dr—|—01n/ (d— o " (W,))"dr
t t
oo / ((d— o ' (W) dr + / oy (W)W, + / pQ(WT)dr}.
t t t

(21)

INRIA
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As there exists Cy > 0 such that C1nY — Cyn?Y? < C for all integer n and
all Y > 0, Cauchy-Schwartz inequality implies

EBL*" < OV, (22)

where

T" = Et @) (GXP {—n / ﬂwr<eo<d>d'f’} ﬂinft<r<swrgp<d>) :
t

Now set 29 := ¢(d) — ¢(x) and let 7,, = inf{r > 0,W, = zo} be the
first passage time of the Brownian motion W at point xy. The strong Markov
property and the definition of zy imply that

s—t s—t—0
T < / E., exp {—n/ ]]-angacodr} dPZZO (0),
0 0

where (see, e.g., Borodin and Salminen [4], p.198])

W R _55'_3
dIP’TEO(O) = Wexp ( 29) do.

Using Formula (1.5.3) in Borodin and Salminen [4, p.160] we deduce

T < /OH I (M) exp (~5(s—t—0)) \)%exp (—g—g) o,
(23)

where [ is a Bessel function whose definition can be found in, e.g., Abramowitz
and Stegun [I, p.375]. We split the integral in the right-hand side of into
the two following terms:

s—t—L o 2
o= 1 (M) exp (—g(s - 9)) 20l (-ﬁ) df,
0

st n(s—t—20) n |zo| z
Ty = Iy | ———= —5(s—=1— — “op :
5 /St Do ( 5 ) exp < 5 (s 0)) 5 exp ( 20) do

B
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16 Bossy, Cissé, Talay

n(s—t—0)
2

For all @ in (0,s—t— \/Lﬁ) one has > \/Tﬁ; in addition, (see, e.g., Borodin

and Salminen [4, p.638])
oY
Ih(y) ~ NoLT as y — +00.
Therefore, there exists C' > 0, uniformly bounded in zq € (¢(d) — ¢(d'),0)
such that, for all n large enough,

AN
~Q

n4

Ty

Now, we use that Iy(y)e ¥ < 1 for all y > 0 (see, e.g., Abramowitz and
Stegun [1l p.375]) and deduce that

s—t 2
n ZTo X
T < L exp (_Q_g) do

from which
) (24)

where C' is uniformly bounded in =z € (d,d’). In view of we thus have
obtained

EBM" <

Y

which ends the proof. n

2.4 Proof of Theorem [2.1: the two-sided reflection case

We now consider the penalized system ([10]).
With the arguments used at the beginning of the proof of Proposition [2.8
one can deduce that, P-a.s., the map x — X5* belongs to the Sobolev space

H'(d,d)={f € L*(d,d); [ € L*(d,d)}.

INRIA
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We now aim to prove the representation formula . We first consider the
event £-*. On this event X" satisfies

Xhen = g 4 / b(X™")dr + / o (XpP)dW,.
¢ t

Pathwise uniqueness holds for both the above stochastic differential equation
and Equation [l Therefore (X5, r € [t,s]) and (X%, r € [t,s]) coincide on
EL*. We deduce the equality on EL7.

We next consider the event Q — E5*. We are inspired by Lépingle et al. [10]
to reduce our study to the one-sided reflection case. For all rational numbers
c; and s; such that d < ¢; < d and ¢t < s; < s set

At ={weQ:d= inf X, sup X' =c},

rE[t,s1] relt,s1]
Ag’dl ={we: inf X'""=¢, sup X" =d}.
TE[t,81] 'I’E[t,sl]
Set also
At ={weQ:Vrelts),d< X <d, Xb* =d},
AV ={weQ:Vrelts),d< X <d, Xt =d}.
We have
Q-gr=AtvA” ] (AfruAnT).
d<ci<d
t<s1<s

Let X" be defined as in . As observed in the proof of Lemma ,
setting b, := b+ (3, we have, P-a.s.,

0.X!" = exp { [ orccmmaw, 4 [ - %a'(Xf»M)?)dr} .
t t

Let X'® be the one-sided reflected diffusion process defined in Proposi-
tion and, as in the proof of Proposition , let X W”f be the corresponding
penalized process. On the event A% we have X** = X"* and, as already no-

ticed, we also have Xt®" < X': therefore, on AZe the paths of Xt®m do not
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hit the point d’, which implies that X*" = X%*" on this event, from which,
by a classical local property of Brownian stochastic integrals,

0 X1 jaer = exp { / o (Xpmm)dW, + / (b, (X7 — %0’(@@’")2)”} L g
s1 t t

S1

Moreover, the arguments used to prove imply that

S1 A S1 . R
E {exp {/ o' (XEH™)dW, +/ (b (X)) — %cr'(Xf’m’”)Q)dr} ]lAd,c1:| i 0.
t t S1 n—-+0o
We deduce that B
axX?I]lAd,cl =0, P—a.s.

We readily conclude that

D X"y _gte =0, P—as.

3 Stochastic representations of derivatives of
solutions of semilinear parabolic PDEs

Consider the semilinear parabolic PDE in an interval with a Neumann bound-
ary condition:

0
a—?(t,x) + Au(t,x) + f(t,z,u(t,z),o(x)0u(t,x)) =0, (t,x) € [0,T) x (d,d'),
w(T,z) =g(x), z € [d,d],

%(t,x) +h(t,x) =0, (t,z) € [0,T) x {d,d'},
(25)
where h is such that h(7,-) = —¢'(:) and
1, P 0

We aim to prove that u(t,z) is in H'(d,d’) for all 0 < ¢t < T and to
exhibit probabilistic representation formulae for its derivative in the sense of
the distributions, respectively when ¢ is a bounded differentiable function and
when ¢ is only supposed Lipschitz. We start with the case of an homogeneous
Neumann boundary condition, that is, the case where h = 0.
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3.1 Homogeneous Neumann boundary condition: a rep-
resentation involving ¢ and Vf

Consider the BSDE driven by the diffusion process X% reflected at points d
and d':

T T
Vir =gy [ gy ziae - [ zaw,.(20)
t t
Pardoux and Zhang [19] have shown that, under the hypotheses made in this
section, the BSDE has a unique progressively measurable solution such
that
T
E sup |Y!*)? +E/ | Z5% |2dr < oo,
t<s<T 0
and the deterministic function u(t,z) := Y;** is a viscosity solution to (25)).
The uniqueness issue has been studied by Barles [2, Thm.2.1].

The aim of this subsection is to prove the following Theorem which ex-
presses the fact that, formally, the derivative of a parabolic PDE with a Neu-
mann boundary condition solves a new parabolic PDE, driven with a Dirichlet
boundary condition

Theorem 3.1. Suppose that h = 0, and that b and o are bounded Lipschitz
functions. Suppose that o satisfies (6)). Suppose that the function f is in
COLLL([0,T) x [d, d'] x R x R) bounded with bounded derivatives. Suppose that
g 1s a continuously differentiable function satisfying ¢'(d) = ¢'(d') = 0. Let
T4 be the first time that the process X" hits the boundary {d,d'}. Then the
process Y is in D and the function u(t,z) := Y,"" is in H(d,d') for all
0 <t <T. Moreover, for almost all x in (d,d’),

TATH®
dyu(t,z) =E {g’(X;z)ﬁxXélx]l{Tz,z>T} + / [0, f(r, ©5")0, X"
¢

+0y f(r, ©77)U" + 0. f(r, ©;7)I7 | dr} (27)

where OV = (X Yt* Z0%) solves ([{f]) and (26]), and (057, T47) is the unique
adapted process satisfying

T
E sup \\Ifix\z—l—E/ T4 2dr < oo,
0

t<s<T
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and solution of the following BSDE:
T
W = (XI0X 4 [ (0,000 X0 + 0, (. ©7) v

T
+0.f(r, @f;x)rf;x] dr — / T qiwy, . (28)
Remark 3.2. Fxistence and uniqueness of the solution of the linear BSDFE (@
is a classical result: see Pardoux and Peng [18]. Proceeding as in the proof of
Proposition we can easily prove that the process (Wh* TL% ¢ < s < T) is
well defined in the sense that, up to indistinguishability, it does not depend on
the Borel versions of the a.e. derivatives of b and o. In addition, notice that,
in view of @, the process 0, X5* is null after 5% ; therefore, for all functions
[ and g, the solution (V'* T4 of (28) is also null for all s > %% if 7% < T
We thus may rewrite @ under the following form which will be useful in the
sequel:

TATHZ

\I;?CC = g/(X%x)a:I:X’?x]l{Ttﬂx>T} + / [axf(ry @i@)axXﬁ,l‘ + ayf(r, @fjl’)\piﬂf
sATH®
TATHE
+0,f(r, @f;ff)rf;x] dr — / e qw,.
sSATHT

(29)

Proof. We only sketch the proof which closely follows the method developed
by N'Zi et al. in [16] to prove the equalities , below when X%* is
valued in the whole space and, as in our context, b and ¢ are solely supposed
Lipschit4]

To prove the a.e. differentiability w.r.t. x of Y%* we aim to use Proposi-
tion To this end, consider X*®" defined as in and the BSDE

T T
vien =gy + [ g e g - [ ziaw,. @0

4We draw the reader’s attention to the fact that, in [16], the parameter n concerns smooth
approximations of b and o, whereas here it concerns the approximation of the reflection by
penalization.
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For all t <s < T and z in (d,d'), we set ©-%" = (Xton yhen Z6Lon) - and
2 T 2
E ‘Y;t,x,n o Y;t,:r;‘ + E/ |Z713,z,n o Zﬁ,x‘ dr
S ; -
t,x,n t,x x,n T x,n T
< E[g(Xz™") — 9(X77)] +2JE/ (Vi = Y0n) (f(r, ©077) = f(r, 7)) dr
t,x,n t,x|2 1 g t,x,n t |2
SCE|Xg™ = X7 +C(1+-)E [ |V =Y | dr
€ S
T 2 T 2
+CE / | XEo" — X" dr + CeR / | Zbm — ZE | dr.

We choose ¢ = 1/(2C') and apply Gronwall’s Lemma. It comes:

T
E sup |Y/"" — Y,{f’“:|2 + IE/ | Zbom — Z;5’9”|2 dr < CE sup |X[™" — XL
t

|2
t<s<T t<s<T

In view of , we thus get by Lebesgue’s Dominated Convergence theorem

& T
lim E ( sup |Yst:m — Yf’gc|2 +/
d ¢

n—+0oo t<s<T

Zben — gta|? dr) dz=0. (31)
Now, from N’Zi et al. [16, Thm.3.2], ﬁ—a.s.,
o.xten = { [ (i, o [0 - e xiar.
¢ ¢
(32)
and (9,Y*" TL*™) solves the BSDE
W= DX 4 S [0 OB 4, 0

0. f(r, O mreen | dr — [T Thsnaw,
(33)

In view of Lemma [2.7] standard calculations lead to

d T
sup/ E ( sup |\IJ§I”|2 +/ !Ff;”’”’”|2 dr) dr < +o0.
d t

n>1 t<s<T
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Thus all the hypotheses of Proposition [2.6] are satisfied by the sequence of
random fields (Y%*"). To explicit the derivative of Y** we observe that

d T
/ E ( sup [Whem — whe)” 4 / |pton — pte? dr) dx
d t

t<s<T

d T
<o [e(lge s [ g a (34
d t

;z,n — g/ (X;lz,n)axX;x,n . g'(X;’I)@IX%I,
0 = (D, f (. O15") = D, (r,O07)) DXL + (9, (r, ©177) = 0, f(r, 7)) WE
+ (0. f(r,©77") = 0. f (r, ©77)) I7".

In view of , , and Lemma below we easily observe that the right-
hand side of tends to 0 when n tends to infinity, which ends the proof. [

Lemma 3.3. The processes X% and Xt%™ being defined as in Proposz'tz'on
we have: for allt < s <T,

where

sup E |9, X" — 9,X0"|" —— 0.
ze(d,d’) n—-+00

‘2
Proof. For E-* as in (), we have:
E [0, X0 — 0,X0]" < B [0, X0 - 0,X0]" 1.
+E [|axxgzx»n — 9, xt"| nwéﬂ} . (35)

The first term of the right-hand side is null since the processes X**" and X**
are pathwise identical on the event £-*. Now, in view of Theorem one has

L T [ e P
Define the stopping times 74 and 7, as

g :=inf {r > ¢, X}* =d} AT,
Tg = inf {7’ >t X = d'} ANT.
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As noticed in Subsection 2.3} on the event {7, < 74/} N (2 — E4%), the sequence
of processes (X5*" t <r < 74) increases to (X'*,t < r < 74), and therefore
this event is included in {infi<,<s X/*™ < d}. Similarly, the event {7, <
74} N (Q = EX7) in included in {sup,c,, X" > d'}. Tt comes:

Ai,l‘,n S CE |:eXp {_2n\/t <]1X,,t.’z’n<d + ]1X;5l,z,n>d,)dr} ]]'{Td<Td/}ﬁ(Q—5§’z):|
+CE {eXp {_2n/t (Mg g + Lytens ) dr} ﬂ{m«dﬁ(ﬁ—&?”)] ’
S CE |:eXp {_2n/ (ﬂXﬁ,x,n<d _'_ ﬂxi,x,n>d/) d?"} ﬂinft<r<5 Xﬁ,x,n<d:|
; <r< >

_'_ CE |:eXp {—271/ (ﬂXf‘,x,n<d + ﬂxﬁ,x,n>d/) d?“} llsupt<r<s Xf‘,w,n>d/:| .
¢ srs

We now only sketch the calculations since we proceed as in the proof of Proposi-
tion 2.8} using again the Lamperti transform ¢ and a Girsanov transformation

AL < OBy (o) [M? exp {—2n / (Mw, <p@) + Tw,>p(@)) d?“} ﬂinftggswrs@(d)]
t

S
+ CEt p(a) {M? exp {—2” / (L, <p(a) + L, >p(a)) d?“} ﬂsupt<r<swr>so<d'>} :
t
where

oo B ) = e W) et ) — )t 1
= p{/ [ EERIAY

1 / [b«o-l(wr)) +tn(d— e (W) —n(e'(W,) —d)" 1

2 o=t (Wr)) 2

The exponential martingale is bounded from above as in by using
and the following analogous inequality:

° (95_1(” T) dl) n /8 n /8 -1 N+
— dW, < 1 ndr+K o (W,)—=d')"dr.
n/t ( (‘I;)) 9 ; W, >p(d)aT 5 ) ( ( ) ) r

It then remains to use . We omit the details. O
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3.2 Homogeneous Neumann boundary condition: a rep-
resentation without ¢’ and Vf

Inspired by the results in Ma and Zhang [13], we now aim to prove a formula
of Elworthy’s type for d,u(t,z) which does not suppose that the function f is
everywhere differentiable.

Theorem 3.4. Suppose that h = 0. Suppose that b and o are bounded Lipschitz
functions. Suppose that o satisfies (@ Suppose that the function f is in
C([0,T] x [d,d] x R x R), bounded and uniformly Lipschitz w.r.t. the space
variables. Suppose that g is a continuously differentiable function satisfying
g(d) = ¢'(d) = 0. Then the function u(t,z) = Y;"" is in H'(d,d') for all
0 <t <T. Moreover, for almost all x in (d,d),

T
dpu(t,z) =FE (g(X;’x)N%x +/ flr, X0 Y Zﬁ’m)Nﬁ’xdr) , (36)
¢

where, for all0 >t < s <T,

1
s—1t

tr . __
N .=

/ o (X0, X AW, (37)
t

Proof. Set u™(t,z) := Y,"*™ where Y**" is as in . In view of N’zi et al. [16]
Thm.4.1] we have

T
axun(t’ [L‘) —F (g(X;w,n)N%x,n + / f(?“, Xi,:c,n’ Y;t,a:,n’ Zﬁ,x,n)N;f,xmdr) ,
t
(38)
where, for all 0 >t < s < T,

1

t’1‘7n Cp—
N, =
s—t

/ o1 (XEEm) 9, XBE T, (39)
t

We first need to show that the deterministic version of Proposition is
satisfied by u"(t, z), that is,

< +o0, (40)

n>1

d d
sup [/ lu™(t, z)|*dx —i—/ |0, u™ (¢, )|*dx
d d
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and p
/ W (t 2) — ult, @) Pdr ——— 0. (41)
d

n—-+00

In view of @, and Lemma one observes that, for all t < r < T and
p=1,
C
sup E Nf""" » 4 Nf’”” ) < ,
ze(d,d)’ ( | ) (r—t)r
from which we deduce . Now, we observe that, to obtain , we only
used that f is a Lipschitz function; therefore holds true, and u(t, z) is
in H'(d,d'). Tt thus remains to identify d,u(t,z) by letting n go to infinity
in (35).
From Lemma and , we easily get that, for all 0 <t < s < T,

sup E|NL™" — NE#|2 ——— 0. (43)
ze(d,d’) n—-+00

(42)

Therefore fddl E (g(X3)NE™" — g(X7)Nz") |*dz tends to 0 and

T
B[ 0 X0 Y 2 (N N
t

d’ 2 d
/ deC’/
d d

tends also to 0 by Lebesgue’s Dominated Convergence theorem. In view of ,
we are in a position to conclude that the right-hand side of converges to
the right-hand side of . O]

3.3 Extension to non homogeneous Neumann boundary
conditions

Counsider the BSDE

T T T
Ve = g(XE)+ / h(r, XE2)dKb + / Fr, Xt Yt gty gy — / Zhe .

(44)
Under the hypotheses made in this subsection, Pardoux and Zhang [19] have
shown that there exists a unique adapted solution (Y**, Z"*) to such that

T T
E ( sup [Y "2 —i—/ Y5 2K +/ \Zﬁ’ﬂ%r) < 400,
0 0

0<t<T

RR n’ 6921
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and, in addition, the function u(¢,z) := Y©* is a viscosity solution to the
parabolic PDE with non homogeneous Neumann boundary condition

aé?t (t,x) + Au(t,z) + f(t, z,u(t, z), Ou(t,z)o(x)) =0, (t,z) € [0,T) x (d,d),

w(T,z) = g(x), v €[d,d],

0
a—u(t,x) +h(t,z) =0, (t,z) € [0,T) x {d,d'}.
x
(45)
For uniqueness results for this PDE, we again refer to Barles [2, Thm.2.1]. We
easily extend the representation formula in Theorem

Theorem 3.5. Let the assumptions of Theorem hold true. In addition,
suppose that the function h is continuous on [0, T|x[d, d'] and that the functions
h(t,d) and h(t,d") are continuously differentiable on [0,T]. Suppose also that
g (x) = —h(T,z) for x =d or x = d'. Then the function u(t,z) :== Yv" is in
HY(d,d") for all0 <t < T, and, for almost all x in (d,d'),

8mu(t JI E{g tm 8 X ]l{th>T} h( tm,Xf_}i)Ji’tﬂ]l{Tt,ng}

TAth
+/ (0. (1, ©)0, X1 + O, f (r, OL")ULT + 0, f (r, OL" )7 dr} ,
t
(46)
where O4F = (XL* YY" Z57) solves and {44), J-* is as in Theorem
and (U%* T%") is the unique adapted process satisfying

T
E sup |£§$|2+E/ T4 |2dr < oo,
0

t<s<T

and, for all 0 < s < T,

U = ¢/ (XY 0, X W grrosyy — W(T, XE0) TH0 M ew ey
TATHE
[ [0ur 00X+ 0,7 0 + 0. 0
SATHT
TATHE
- / rH*dw,.
SATHT

(47)
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Proof. Interpolate the functions h(t,d) and h(t,d’) by a function h of class
CY2([0,T] x [d,d']) and Lipschitz w.r.t. = with a Lipschitz constant which is
uniform in time, and set

H(r,z) = /dx h(r,&)d¢,

and
_oH 1, 0h
L.H(r,x):= o (r,x) + b(x)h(r,z) + 50 (:U)ax(r, x).

For all t < s < T one has

T T T
/ B(r, X')AK — H(T, X4~ H(s, X'7)— / h(r, XE)o (X5) AW, — / £ H(r, X'%)dr,
from which

T T
Ve = g(X7) + H(T.XE) ~ H(s. X0 + [ 5 @dr = [ £l X0

T T
- / 7t AW, — / h(r, XP%)o (XY dW,.
(48)

Notice that all the terms in the right-hand side of are a.e. differentiable
w.r.t. z. Moreover, the process

Yi® =Y 4 H(s, X5
{s Y4 4 H(s, XE7), (19)

7" = Z0 4 h(s, X))o (XL7)
is the unique solution of a BSDE of the type with the new coefficients

ftx,y,2z) = f(t, o,y — H(t,x),z = h(t,z)o(x)) — L H(t, ).
Set ©4F = (Xh* Yte Zt¥) We denote by (U5* I'“*) the solution of the
following BSDE analogous to rewritten under the form (28)):

TATHE

Uh = G (XE™)0, X5 + / [896]?(7“, OL™)D, X" + 0, f (r, OLF)UL*
SATHZ
R Y N TATHE R
+0.F(r, 67T dr — / Bleamw,. (51)
SATHT
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Now, as Ki* =0 for all t < s < 7%% for all t <s < T A7 we have

TATH
WTAT XS ) Ign e —h(sATH X5, NI, = / Ou(L,H ) (r, XE7) T dr

ATHT

TATHE
+/ (0uh(r, X17)o (X77) + h(r, X[7)o' (Xp7)) JptdW,,  (52)

ATH®

where J* is as in Theorem and is used here because the process 9, X"
is discontinuous. Therefore, as in addition §'(z) = ¢'(z) + h(T, x), the pair of
processes

sATt I) SATHT

gg,x = \/I}?:c _ h(S A Tt]; th Jt,gc
LY = Th — 9, (ho)(s, X17) L

solves . It is the unique solution satisfying the conditions listed in the
statement of the theorem: see Pardoux [17].

We are now in a position to get ( . Notice that Theorem |3 u implies
that \I/tx on Yt . and consequently, " = 9,Y*. Moreover, as noticed in
Remark [3.2] (0,X"?, \I!m , D97 is null after 74% if 76 < T. In view of the
definition of gt “in , we finally obtain

0.Y ;" = E{ g/ (X7") 0. X7 Lirtanry — h(T", X30) JH W rea <y

T/\Tt z
—l—/ [(9 f(r, 080, X5 + 0, f(r, 05U + 0, f(r, @ff‘“)Eiﬂ dr} ,
t

which ends the proof. O

The next theorem explicits the derivative in the sense of the distributions
of u(t,z) without derivatives of f and g.

Theorem 3.6. Let the assumptions of Theorem|[3.9 hold true. For all 0 <t <
T, for almost all x in (d,d'), it holds that

eu(t,x) = E [g(X7")Ng® — h(r"*, X0 Joh L yeacr

T
s [ X e N
t
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Proof. Apply Theorem after having substituted g and fA, defined as in 1)
to g and f respectively, and Y%®, defined as in , to Y%, Then

9, Y, = dyult, x) + h(t, z)
T T
=E [ﬁd(x%””)N;’“f + / Fr, €N dr — / LH(r, Xﬁ@)Nﬁ“dr] :
t t
It then remains to show:
E [—h(r"", X505 ) IS5 e e ]

T
=E [H(T, XPP)NR® — / L, H(r, X")NE*dr — h(t, x)] :

t

Now, apply the Lemma [3.7] below; it comes
T TArte

E / Lo H(r, XU\ N dr—h(t, 7) = —F / 0 (L H)(r, XE7)OX dr—h(t, ).

t t
Next, use the equality at time s =1 :

T
—E / L.H(r, XF )N dr — h(t,x) = —=E [R(T AT, X500 g ]
t

Finally, observe that, H(T,z) = —g(x) + g(d) and thus, using again the
Lemma [3.7]

E(H(T, X7")Np") = —E(g(X7")Ng") = E(h(T, X3") I Lreria),
which ends the proof. Il

Lemma 3.7. For all differentiable function ¢ with bounded derivative and all
t<r<T,
E [6/(X1)0, X1 W, <] = E[B(X5)NE],

Proof. Consider the following event:

Séjf = {w €Q:d< inf X < sup X' < d’} .

9<s<r 9<s<r
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Lépingle et al. [I0] have shown that the Malliavin derivative of X! satisfies:

Jt,:]c
Vi <0 <1, DX = U(Xg’x)ﬁﬂgé,z.
0 T
Therefore ]
—_D Xt,x Jt,fE — /Xt,x Jt,xﬂ e
O<X£’x) egb( T ) 0 ¢( r ) r EG,T

We now slightly modify the proof of Elworthy’s formula (see, e.g., Nualart [15])
by integrating the previous equality w.r.t 6 between times ¢ and r A75%. Notice
that

Tt,x
]]_1,,>7-t,z / ﬂgt,zde — 07
- 0,r
t ,

and

t,x

]1,,1<7—t,x / ]lg;,xde - (T - t)]th,zL‘>T..
¢ T

It comes:

1 rATHT 1
———Dpp(X") T dO = ¢ (XET) TN,y
7a_t/t O_(ng) 9¢( r)9 ¢( 'r)r <

It now remains to use the duality relation between the Malliavin derivative
and the Skorokhod integral to get

1 " 1
—E Xt,it / ]l T Ti@—t]tﬂ:dW} :E /Xt,ét Jt,x]]drt’x r| -
(000 [ Mocone e W | = B [0 1]

We again use that &EX;"'” = (0 when 0 > 7%* and 8xXé’x = Jg’x when 6 < 707,
and finally obtain

1 " 1
—E Xt / —@Xt’de} =FE [¢(XP)0, X5 Wt ] .
r—t |:¢( r ) . O_(Xé,x) 0 0 [¢< r ) r > ]

INRIA



31

4 Stochastic representations of derivatives of
solutions of variational parabolic inequali-
ties

In this section we aim to establish stochastic representations for the deriva-
tive 0,v(t,z) in the sense of the distribution of the solution of variational
inequality . We successively examine the case of an homogeneous Neumann
boundary condition (h = 0), and the case of a non homogeneous Neumann
boundary condition.

4.1 The case of homogeneous Neumann boundary con-
ditions
Consider the reflected BSDE

(X0" =2+ [T0(XE")dr + [ o(XE7)dW, + Kb7,
Ver = g(Xg") + [ fr, Xpe Ver, 20y de — [ ZEmdW, 4+ R - R,
Ve > L(s, X0™) forall 0 <t < s <T,
(RL*,0 <t <s<T)is a continuous increasing process such that

LS (Ve — L(s, X5%))dRE® = 0.

(53)
In all this section, in addition to the assumptions made in Theorem |3.4] we
suppose that the function L is in C?([0,T] x R;R), bounded with bounded
derivatives. Adapting a technique due to Cvitani¢ and Ma [I1], Berthelot et
al. [3] have shown existence and uniqueness of an adapted solution (Y%, Z5* RH*),
and that the function v : [0,7T] X [d,d'] — R defined by

v(t,z) = y;*x.

is the unique continuous viscosity solution of . We will need the following
estimates.

Proposition 4.1. There exist 0 < f < 1 and C > 0 such that, for all x in
(d, d),

forallt<r <T, sup E(K|2*)?<C(r—t), (54)
ve(d,d’)
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T
B (s e [ |2 P (KU IREP) <00 59

t<s<T t

[ v <
' [(z —d) A (d —x)|1

Proof. We start with proving . Consider ¢ (z) = 2(d£d/) (x—d)?*+(z—d)?),
so that ¢/(z) = n(x) for x = d,d" and

and

E (T —t)° (56)

1

=

=

K| = p(X2%) — () / A(XE)ds — / (X)) dVY,

Then E(|K|,®)? < CE|X5® — z|? + C(r —t). Moreover, as (y — z)n(y) < 0 for
y=d,d,

Xtm o
= E/ {2 (X5 — 2)b(XE7) + o?(X5) L ds + ZE/ (X5 — a)n(XEm)d| K |5
t
< C(r—t).

We now prove . Proceeding as in the proof of Proposition 3.5 in El Karoui
et al. [7] there exists C' > 0 such that, for all z in (d, d'),

T
B sup i+ [ 2R R
t

t<s<T

T
< CEG(X5") + C/ f2(r,0,0,0)dr + CE sup L*(s, X1*).
t

t<s<T

To obtain the desired result, it then suffices to apply .
We now prove . Set

M = / o N (X0, X AW,
t

T T t,x
A::/ Nf’xd]mff”:/ M wpee
t ¢ (r—1)
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As M}® =0 we have, for all 0 < a < 1,

Mta: Mtx‘
|A] < sup /

t<01<0o<T |91 — Oy~

t,x
(1 e d| K

Here, we have used an Holder version of the stochastic integral (M,™) and
used a trick from Ma and Zhang [13], p.1406].
We choose « := % and set v := %. As

E|Mg* — Mg*[" < C|6; — 0o/

and a < 7/27_1, we may apply the Theorem 2.1 in Revuz and Yor [20], chap.1].
We get

y=1
T 1 % v
BlA| < () SE( [ ik ,
¢ (r—t)=)
where
My = M
M*:=FE sup —— ] <.
t<r<ty<T \ (02 —01)~

Now set

b

T 1 ﬁ
B:=E / S———) oL R
¢ (r— t)(l_a)

From Slominski [2I] we know that, for all x in (d,d') and integer p > 1 there
exists C' > 0 such that, for all t < s < T,

E(|K[5)" < C(m _d()i;gj—x)ﬁ (57)

Therefore the Kolmogorov-Centsov criterion implies that, almost surely,

i

5 LY
oot \ (s — )=o) v
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By integration by parts, we thus get

Kl 7 A ke
B=EJ| - L
winem),, rimo [ el

Com(EEONTT T (KT
= \T o) 7 /t 2w
(s—) 1

=. Bl + BQ.

Q. -
From , it comes: By < C(T —t)71[(x —d) A (d — z)]>-T. We finally
observe that
°

By < Cl(a—d)A(d —a)]= / %ds < Clla—d)\(d —a)] 7= (T4,
"o(s—t) T

O

To get a probabilistic representation of the derivative 9,v(t, ) in the sense
of the distributions we need a precise information on the Stieljes measure dR%*.
Notice that, from El Karoui et al. [7]), we have: almost surely,

Z,n aL x,m aL x,n x,n
dRiv ’ S ]]‘yﬁ’z’n:L(’l‘,X,é’z’n) _874 (,r.’ Xiv ) ) + aaj (T, Xﬁv B )bn(X:a ) )
10°L -
5 ez (XTI X + 1 @i’“"”ﬂ ar (58)

For the Stieljes measure dR%:* we have:
Lemma 4.2. For allt <r <T,

oL oL
,Rt,z t,x t,x t,x
d T S]lyﬁ’m:L(r,Xﬁ’m) |:a7,, (T7 X’I‘ ) + or (T, X’I‘ )b(Xr )

182[4 t.x 2 t.x t,x -
+ 5 (X)X + f(r,007)| dr

aL x X x
F s | (G0 X 0| (59
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Proof. We adapt a trick from El Karoui et al. [7]. Let AL* be the local time
at 0 of the semimartingale (Y:* — L(s, X5*)). It6-Tanaka’s formula leads to

VL = LX) = Iy | G XE) + G XEHXE)
1 aZL tyry 2 t,.x t,x
3 g (1 X)) + 11,0 dr
oL

~ s rexin g (

r X (Xt d K

+ ]l)if’x>L(r,Xﬁ’m) (Zﬁ’ — %(T, Xi’ )U(Xﬁ’ )) dWr + idAfj .

As
(yﬁ@ - L(T7 Xﬁx))—k = y;t,z - L(Tv Xﬁ,m)7

[t6’s formula applied to L(r, X2*) leads to

AR + A" = —lyra_y oy [W(T’ Xpt) 4 5  (n XE)b(Xp)
+182L( th) 2<Xtm)+f( @tx) d
—_ T ) O- I r 9 ,r.
202\ r O
8L X xr xX
ey (G (X ) X
gy (27 = SE X0 ) it
and
20— o X (X0T) = Ty xon (Zﬁ’ = 5, (1 X)a(Xy )) ,

from which we deduce

Lype_pgrxto) (Zﬁ’ - %(7’, X)Xy )) =0
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and

oL 10°L

O, XEWXE) + 5 o, KON (XE%)

T

x 1 z
ARy + SdAY" = Ty, i)

L
FO i XE7) + 0,0 dr

oL x x z
= Lype_pexiy 5 (0 X (X )d K

As local times are increasing we deduce (59)). O

We now are in a position to prove the main result of this section.

Theorem 4.3. Suppose that the function L is in CH2([0,T] x R;R), bounded
with bounded derivatives. Under the assumptions of Theorem for all 0 <
t < T the function v(t,z) is in H*(d,d') and, for almost all z in (d,d’),

T
O(t,z) =E <g(X;$)N;1’+ / Fr, X% Y0 Z65) N dr + / N“”dR“”)
t

60)
where N is as in .

Remark 4.4. ]EJ;T NEEARE™ s well defined in view of and .

Proof. We follow the same guidelines as the proof of Theorem [3.4] In this
proof all the constants C' are uniform w.r.t. x in (d,d’).
Consider the system

Vi = g 4 [ X Y, Zenydr — [ 2w, + R~ Ry
Vit <s<T, Ybor > L(s, Xb™"),

{REL*™ < s < T} is an increasing continuous process such that

St = Lis, Xprm)dR " = 0,

where X5®" is the solution to (10]). Set v™(t,z) := Y™™, Ma and Zhang [13]
have shown that, for almost all x in (d,d’),

0" (t, ) = ZP" "o ()

g T
= ]E (g(X%x,n)N%w,n + / f(T, Xi,x,n’ yi,x,n’ Z:7x’n)Nf’x’ndT 4 / Nf‘vfﬂandRi,x,n) ‘
' t
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We aim to apply Proposition (in its deterministic version) and to prove
that the right-hand side of the preceding equality tends to the right-hand side

of (60).

We first show that

d/
lim [v"(t, z) — v(t, z)Pdz = 0. (61)

n—oo d

The following calculation is classical.

T
E|Yion — Yo' + B / |zten — zte|® dr

RR n’ 6921

<E|g(X§"") - g(Xp)[

T
i 2]E/ (P = V) (o, X0, Y, Z200) = fr, Xp®, V™, 20) ) dr

T
+ 2]E/ (yﬁ,x,n _ yﬁ,x) (dRi,z,n _ den’x)
< CE |X&m" — Xqp|”

T

+ CE/ ‘yﬁ,x,n o yi,x| (}Xﬁ,z,n o Xﬁ,z‘ + |yﬁ,x,n o yﬁ,z‘ + |Zﬁ,x,n o Zﬁ,x}) dr
T

IR / (L(r, X557 — Lir, X'%)) (dRE™™ — dRY)

2dr

t, t,
yT Tn yr T

T

< CE|X&™" — X7|* 4+ C (1 + %) E/
T 9 ’ T 9

+CE / | X5 — X" dr + CeR / | ZLen — 28 dr

T
+2E / (L(r, Xty — L(r, X)) (dRE™" — dRE®) |
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Therefore, choosing € small enough, say, € = %, we get

T
E|yiom - Vi) + E / |zben — Zto|* dr
’ T
< CE|X:™ - X7|* + CE / | Xten — Xt | dr
T 9 ’
+CE / | Ybom — Yhr| dr
T
4R / (L(r, X5*™) — L(r, X)) (dRY*" — dRE®) |
from which
2 r 2
sup E[Vo" — Vor|" + E / | Zpmn — 20| dr
t

t<s<T

T
< CE sup |X!*" — X!*|"+CE sup / |L(r, X" = L(r, X27)| (dRE™™ + dRY*) .

t<s<T t<s<T

We now observe that the proof of the inequality (3.4) in Menaldi [14] leads
to: for all p > 1 there exists C' > 0 such that

T
sup E / Bu(XE=m)Pdr < C, (62)
ve(dd) Jt

where the function 3, is defined as in Proposition 2.5l It then remains to

use , and to conclude that

T
lim sup ( sup E|YLor — yﬁ’xf + E/ | ZLen — Z1f’””|2 d?") =0, (63)
t

=00 ge(dd) \t<s<T
from which follows.
We now aim to prove that
d/

lim 100" (t, x) — 7| *dx = 0, (64)

n—oo d
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where
T
gf,x :E(Q(X;lx>N%x+/ f r, th yt:): th Nt:pd,r_'_/ Ntdetx>
t
We have

T
. 'E / (0 38,3858, R 0, 0k W
t

T T
R A
t t

. 7tz t,x,n t,x,n
—: b g e g phen

Combining the inequality and the arguments used at the end at the proof
of Theorem [3.4] we obtain
d/
lim ((I7™™)? 4+ (Iy""™)?) dz = 0.

n—oo d

. t
We now examine 3"

T T
I;<E / |NE2" — NET| dRE™™ + ’IE / NP® (dRL™™ — dRE")
t

]txn t.x,n

+ Ik

In order to estimate I5™", we again use and , and get

T
17 B [N = NEYC (X
t

T
< 0/ \/IE|N£’“’” — N2 (1 + \/]E|bn(Xﬁ’z’”)|2> dr
t

1
4 2
{2 s b} {2 s e - i

t<r<T t<r<T

<o —

(14 yER =) ar
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In view of we deduce:

d/
. t,x,n
lim ’] 3l

n—oo

dz = 0.

| 2

We now turn to I5;". Notice that , and (59)) imply E((N/%)% (Ryf —
Rifg)%’ ) = O(eP), p > 1. Thus the Kolmogorov-Centsov criterion implies that
lim, _o(Ry%" — RyE )N/ = 0 a.s. Therefore we may integrate by parts to get

< BJ(RE" — RN

4 /T F ‘Nt,z‘ (R?%n — R?I)
" t
t

T
B [ N iR - R
t

dr.

r—

Now, a straightforward calculation leads to

B (RY™ — RE)? < C sup B~ V)24 C [ BOX™" = X0ar
t<r<T t
+C / E(Zbom — ZE0)2dr,
t
which, in view of and , implies that
d/
| BRy - RN P
d

tends to 0.
We finally consider

d T txn _ Ptz 2
ABn ::/ (/ E‘Nﬁ” (R, R7) dr) dx.
d t r—t

Notice that implies that sup,¢4 s E(RL"™)* < C(s — t)*. Moreover,

g 1 t,x t.x ’ C t,x\2 = t,x\2 =
| B INERLe < [ (B B ar
t t (r—t)2

INRIA



41

with a constant C' uniform in z. Using (54)) and , we get
(r —t)is
(z—d) A (d = )]
and by (59), E|N!*REe| < C((r—t)2+(r—t)16 [(z—d) A(d —x)] 5. Therefore

the Lebesgue Dominated Convergence Theorem allow us to deduce that A“"
tends to 0. That ends the proof. O

(E(K|")2} {E(K|2")?)* < ¢

4.2 The case of non homogeneous Neumann boundary
conditions

Consider the system

ytm =g(X tm )+ f f(r Xﬁ’:,zi’x,gi’x)dr—kff h(r, X5*)dK!*®
Etf“ Ry — [ 2t=aw,
zix > L(s,XM) forall 0 <t <s<T, (65)
(R?I, 0 <t <s<T)is a continuous increasing process such that
LSS = L, X)) ARy = 0.

Berthelot et al. [3] have shown that the function v(t,z) := Y}” is the
unique (in an appropriate space of functions) viscosity solution of the follovvlng
parabolic system with a non homogeneous Neumann boundary condition:

(min {v(t,x) — L(t, z); —%(t,x) — Av(t,z) — f(t,x,v(t,x),@xv(t,x)a(m))} =0,
(t,x) € 0,T) x (d,d'),

(T, x) = g(x), x € [d,d],

L O,v(t, x) + h(t,z) =0, (t,7) € [0,T) x {d,d'}.

(66)
Proceeding as in subsection [3.3] we readily deduce from Theorem [4.3] the
following stochastic representation of d,v(t, z):
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Theorem 4.5. Suppose that the function L is in C12([0,T] x R;R), bounded
with bounded derivatives. Under the assumptions of Theorem|[3.6, it holds that,
for allt in [0, T] and almost all x in (d,d),

dev(t,x) = E [Np"g(X3") — h(r"", X550 ) IS0 Lpeaery

T

T T
w [ aexe e g [ g
t t

5 Conclusion

Coming back to our original motivation described in the Introduction, we
deduce from Theorem a tractable estimate of the error induced by the
artificial Neumann boundary condition A(t,z). In this section, we suppose
that 0,V (t,d) and 0,V (t,d’) are well defined for all times ¢ € [0,7]. For
example, if in addition of assumptions of Theorem 4.5 we suppose that b and
o are differentiable with bounded derivatives, Ma and Zhang [13, Thm 5.1]
have shown that 0,V (-,-) is a bounded continuous function on [0, 7] x R.

The following quantity represents the order of magnitude of the misspeci-
fication at the boundary {d, d'}:

e(h) :== sup (|[V(r,d) —v(r,d)| + |V (r,d") —v(r,d)|)

t<r<T

+ sup (|0.V(r,d) + h(r,d)| + 10,V (r,d") + h(r,d')]) .

t<r<T

We are in a position to prove the following estimate for the error induced
by the artificial Neumann boundary condition h(t,x) :

Theorem 5.1. Suppose that 0,V (r,d) and 0,V (r,d’) are well defined for all
timesr € [t,T]. Under the hypotheses of Theorem there exists C' indepen-
dent of h such that, for all p < %,

/d, 10,V (t,2) — Opu(t, x)|*dx < Ce(h)? A e(h).

Proof. The various constants C' below are uniform w.r.t. « € [d,d'] and h(t, z).
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As shown in [3], the viscosity solution of (1)) is V (t,z) = Y{**, where

(Vi = g(X") + [ fr, X0, V0, Z0)ydr — [0,V (r, X17) AL
FRET — RLE — [T Zbraw,,

Ve > L(s, Xb%) forall 0 <t < s < T, (67)

(7@2@, 0 <t <s<T)is a continuous increasing process such that

S (7 = L(r, XE7)) AR = 0.

From Theorem [£.5 we get that
0,V (t,x) — Bpu(t, x) = B [(0,V (", X0 ) 4+ h(7"", X1%)) S W ipee<ry

T
+ / NP (f (r, X05, D07, Z07) — fr, XP5, Y07, Z57)) dr
t

oy V=

T
+ / N (dRY — dRE) | |
t

Since Y5® and YU are larger than L(r, X®), we have

T
/ (P17 — YRR — RE7) <0,
t

from which, by standard computations,

T
sup BV - Yo+ [ B2 - Ziepar
t

t<s<T

T
< CE [ [ WX =0 X0V 5, X2 + G Xﬁ@>|d|f<|ﬂ
t

< CE|K|5¢(h)?. (68)
Therefore

t<s<T

T
sup E(ﬁim — EZ”C)Q <C sup E(yﬁx — 2’;”)2 + C/ E]Zﬁx — Zf:x\er
t<s<T ¢

T 2
L CE (/ 0,V + b (r, Xﬁ’””)d|K|f:$)
t
<CE(|K|3")%(h)>.

(69)
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Now, in view of ,

T
IE/<M@UmXﬁfﬁéﬁﬂ—ﬂnﬁﬂXﬂ§?»W

t T o 5 1 3 1
S o) e (e - 2y) o

- t
< C\/EIK|57€(h).

Finally, we proceed as at the end of the proof of Theorem [4.3}

o]

Ntm Rt:):_R |Ntx| Rt:v Rt,:cd
“ T || :| (T >| A | r
t

. 1 T ) .
< C{E[R;" - Ry""}? +0/ (r—1)2 {E[RL — RE"?}2 dr.
to(r—t)2

In view of and we have
1
{EIR%" — RF°*}2 < Ce(h).
In addition, using again we get, for all v < i,

T 1 - 1 T 1 ) 1
/ 7 {EIR" — Ry P} 2 dr < C’e(h)27/ - {E|RL" — RV7|?) 2 " ar
b2 to(r—t)2
2y T
< C E(h)/ 1—2 / ! 1 dr.
=A@ o) )y (ke
That ends the proof. —

Remark 5.2. A better estimate for semilinear PDEs can be derived from Sec-
tion [3, namely,

d/
/ 10,V (t,2) — Opv(t, x)|*dx < Ce(h).
d
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Two challenging questions, which are important issues for applications,

need now to be treated for multi-dimensional PDEs or variational inequalities:
first, the extension of our work to the multi-dimensional case; second, given a
desired accuracy on the approximation of 9,V (¢, z) or of the hedging strategy
of an American option, the relevant choice of a function hA(t,z) and of an
artificial boundary.
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