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Synthése d’observateurs d’état et commande d’inclusionsiiérentielles:
une approche basée sur la passivité

Résumé : Dans cet article nous proposons une étude de la synthésgedualteurs pour une classe de systemes
multivalués, avec second membre maximal monotone, ou leienettant sous la forme d’un processus de rafle
perturbé (inclusion dans un céne normal). Une propriétéadsipité est utilisée afin de mettre le systéme sous
une forme canonique adéquate, permettant de montrertBexis et I'unicité des solutions. La stabilité de la
dynamique d’erreur d’observation est étudiée, et la s&attibn avec un feedback de I'état observé est démontrée
dans certains cas.

Mots-clés : Observateurs d’état, systemes multivalués, inclusiofférdntielles, processus de rafle, opérateurs
maximaux monotones, analyse convexe, systemes de LunemeeKYP, systéemes dissipatifs, systémes positifs
réels.
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1 Introduction

Multivalued dynamical models are ubiquitous in many engiirg fields such as mechanics (mechanical systems
with unilateral constraints and/or friction), electriesigineering (switched circuits), hybrid systems (relaytoa
systems, discontinuous dynamical systems adopting gereztaolutions concepts), economics (projected dynam-
ical systems describing oligopolistic markets or traffitwarks) and so on, see e.f.[$4] 86| 41,157 [T2. 413, 37,
[37]. As a multivalued mapping is a mapping that assigns afgetssible values to its input argument, the resulting
models fall within the realm of differential inclusiorid [92,[68[26]. To illustrate the broad range of applications
for this type of models, consider the class of Lur'e systeritk multivalued mappings in the feedback path (see
figure[l). Such systems consist of the interconnection gfemli system of the form

i(t) = Az(t) — Gw(t) + Bu(t)
2(t) = Ha(t) (1a)
y(t) = Ca(t)

with a multivalued nonlinearity of the form
w(t) € plt, =(2)). (1b)

The variables:(t) andy(t) denote the state and the measured output, respectively(gnandw(t) are the vari-
ables going into and coming out of the nonlinearity, respely, at timet € IR. Systems of the considered type
may arise as a natural consequence of modelling (e.gdictiodels in mechanical systems, descriptions of ideal
diodes in electrical circuits, etc.) or as a consequencesimigugeneralized solution concepts for discontinuous
dynamical systems (e.g. Filippov or Utkin solutiohsl[B2])2&xamples of systems obtained by interconnecting
linear dynamics in a feedback configuration with multivalueappings, as in figuid 1, include various important
classes of nonsmooth dynamical systems$([[7B 14, 41]: cegptacewise linear systenis [69] 46| 23, 22] (fiddre 2a),
linear relay system§ 145, 52.153] (figulle 2b), mechanicaiesys with friction [T1] (figurdRb), linear complemen-
tarity systems[[40d, 11,18, BI7.172.120] (figlile 2c), and elecircuits with switching elements (e.g. ideal diodes
with characteristics as in figukd 2c and MOS transistors figime2d) [4 [ 38 211,19].

Considering the wide range of applications in diverse esgjiimg fields, it is of interest to develop analysis and
synthesis methods for multivalued dynamical systems iregeimnd multivalued Lur’e type systems in particular.
In the current paper we will focus on the problem of synthagigjlobally asymptotically stable observers for a
class of differential inclusions that can be written in tlemgral form

—dz + f(t,x(t))dt € o(t,x(t))
)
y(t) = c(xz(t)), @(to) = o € dom(F(to,))

with a main focus on the the mentioned class of Lur’e syst@inthét fit in [2) by takingf (¢, z) = Az+ Bu(t) and
¢(x) = Cx as linear functions and(t, x) = p(t, Hx). In @) z(t) € IR" is the state variable andt) € IR? is the
measured output variable at times IR. Moreoverdt is the usual Lebesgue measufe,denotes the differential
measure of the function: IR — R", o(-, -) is a multivalued mappind}(-, -) is a function representing the vector
field andc(-) is the output map. In casg-) is absolutely continuous, the differential measdres equal to its
usual derivative (i.e. it is its derivative almost everywd)e However, when:(-) is only of bounded variation, the
usual derivative of:(-) no longer exists as discontinuities are permitted (thinfuafps in the velocities during
impacts in constrained mechanical system$ 1, 34]), sctiteadifferential measuréz is used. In the latter case
the inclusion in[(R) is called emeasure differential inclusioas introduced by J.J. Moredu56].

Concerning the right-hand-side @1 (2), two main cases veiltleated:

1. o(t,x) = o(x), i.e. the multivalued mapping(-) is time-independent, and we shall assume in this case that
it is maximally monotone[86,42]. The requirement that theping is monotone is an extension to the the
usually considered concept of continuous, sector boundelinearity (cf. [74]).

2. o(t,x) = N(S(¢t);z), whereS(-) is a closed convex multivalued mapping aNd.5(t); ) is the normal
cone toS(t) at the pointz in the sense of convex analysis|66] 42]. We will also show kmsvconvexity
condition may be relaxed.
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All these notions will be defined and made precise in the nestien.

= Az + Bu — Gw

> y=Cz

z=Hx

w € p(t, Hx) -

Figure 1: Lur’e type system with multivalued mapping.

(a) (b)

Figure 2: Maximal monotone multivalued mapping.

To reconstruct the state variablesf the above system based on the measured outpwi® propose two
observer structures (the basic and the extended obsembish are based on rendering the linear part of the error
dynamics strictly passive in an appropriate sense. As theidered class of systems and the proposed observers
are non-smooth, tools of convex analysis are needed to flyrawaalyze and prove their properties. Existence
and uniqueness of solutions given an initial condition axagenous inputs (called the well-posedness) of both
the system and the observer are carefully examined. Wekgwess of the observer is an important theoretical
question, and, from a practical standpoint, if an observeo ibe implemented, well-posedness is convenient to
ensure the proper behavior of the implementation. Fromxistence of solutions to both the observed system and
the observer, the existence of solutions to the observati@r dynamics is guaranteed as well. After the formal
analysis of the well-posedness, we will show that the olesenecovers asymptotically the state of the observed
system. As such, this paper extends the preliminary idestanthre presented il [39]. Interestingly, this means
that in this paper observers are constructed for a classra@dical systems involving jumps in the state variable.

Observer design methodologies for differential inclusiare rare in the literature. The observability properties
of a class of differential inclusions, different from thagtedied in this paper, are examined[inl[10], while[inl [22]
observability for a class of linear complementarity systésrstudied, however, without considering the problem of
observer design. Observer design for linear time-indepetslstems when additive input disturbances are present
is considered in[[43]. This work can be viewed also from thespective of differential inclusions. However,
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such differential inclusions are quite different from wigatonsidered in this paper, where the multivalued right-
hand-side (for instance, a friction model with stick-slighlavior as in figurEl2b) does not represent an uncertain
and unstructured noise as [N [43]. For Lur'e type system& imitally Lipschitzslope restricted nonlinearities
observer design was studied before[ih[[8| [31, 64]. Obseffeersonlinear systems with Lipschitz continuous
output function and vector field are consideredin [50].[18,[88] and the references therein nonlinear observer
designs are proposed for particular classes of smoothrmearlsystems. However] [8,131] 64] 50, [33, 18] do only
consider single-valued nonlinear functions, which exeltite systems considered here as these allow non-smooth,
non-Lipschitz and multivalued nonlinearities. As manytad tnentioned types of Lur’e systems can be considered
as hybrid systems, observer design procedli&sl[5] 6. 480648] for hybrid systems are related as well. However,
they do not apply to the general class of differential inicos that we study. Indeed, the works [ih[[5[°6], 44] treat
(both discrete-time and continuous-time) switched lirgetems assuming that the discrete mode of the system
is known, a property that does not hold in our setting.[Td &0.[48] observers were presented for continuous-
time piecewise linear systems, which form only a small safe(without multivaluedness) of the general setting
considered in the current paper. Actually, in1[60] 59] ondidates the issues that prevent the straightforward
extension of the presented ideas for observer design toages where the dynamics becomes discontinuous and
thus gives rise to multivalued maps.

The only exception in the literature that really considdyseyver design for multivalued systems is formed by
the work in [58]. However, the differential inclusions catered in [58] are different from those considered in this
paper, as compactness and local boundedness propertfes miittivalued maps are assumed. These conditions
are typically not satisfied by the multivalued right-handkes that we work with (see e.g. the ones in fidlire 2c and
Bd). Moreover, the assumptions [n]58] have the consequiiiatesolutions are absolutely continuous, whereas
we allow also for solutions of bounded variation, which i€@e&sary in the framework aheasure differential
inclusions where discontinuities (jumps) in the state variables assible.

In addition to observer design, we also study the problermugdut-based stabilization of multivalued systems
using certainty equivalence control. In certainty equéwake control one desigmsitputfeedback controllers that
generate the control input via a state feedback law usingsimate of the state, which is obtained from an
observer. In linear systems, the separation principlesgavéormal justification of this approach. In nonlinear
systems, no such principle exists in general. Some resuitpdrticular classes of nonlinear systems can be
found in, for instance,[J7.18,_70]. However, all these workssider single-valued nonlinear systems and to
the best of the authors’ knowledge, no results are availablenultivalued systems as presented in this paper.
We present a discussion on this topic for multivalued systand show that proving stability of the closed-loop
can be done in general. Proving the existence of solutiotiset@losed-loop system (showing that we have not
created a “trivial system” without trajectories) is much nmanvolved. This might be considered remarkable.
Nevertheless, we provide two separation principles: onéhfe basic observer and time-independent mappings,
and one separation principle applying for both observerctires (basis and extended) for linear complementarity
systems[[40. 41,18, BI7 172.120] that fit in the descriptidn [)ese separation principles include both the well-
posedness and the stability of the resulting closed-losfesy.

The paper is structured as follows. In sectidn 2 some basiceqis of convex analysis and differential in-
clusions are given. In secti¢h 3 the observer design proddiormally stated. Two cases are examined: when
the multivalued mapping is time-independent (sediiah, 24yl when it is time-dependent (sectianl 3.2). The ob-
servers dynamics are introduced in secfiol 3.3. In seEldw@ consider linear complementarity systems and
show how they fit in the general class of differential inctuns. Sectioill4 contains the main results of the paper.
The well-posedness of the observer is studied, and the exypiahrecovery of the state of the observed system is
proven. The results for the case of time-independent nallted mappings are given in sectlonl4.1, whereas the
time-dependent multivalued mapping case is treated inosd€f2. The certainty equivalence control for multival-
ued systems is considered in secfibn 5. A worked numerieaheie obtained with the INRIA/8oNoOSsplatform
[B] is presented in sectidd 6. Conclusions are presenteddtios[T, and some technical results are given in the
appendix.
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2 Preliminaries

2.1 Notation and definitions

By I,, we denote the, x n identity matrix and),, is then x n zero matrix. For a symmetric matrix we denote
its smallest eigenvalue by,,;,(A) and its largest eigenvalue By,,...(A). A (not necessarily symmetric) square
matrix P € IR"*" is called positive definite (denoted B 0), if =" Pz > 0 for all z € IR™, z # 0. Similarly,

it is called nonnegative definite (denoted By> 0), if 2T P2 > 0 for all z € IR™. For a nonnegative definite and
symmetric matrix” we denote its square root iy = P3, which satisfies? = RT = 0 andR? = P.

The material that follows is taken frofi[54,[2]66] &2, 63]. Appingp : R’ — IR’ is said to benultivalued
if it assigns to each element e IR' a subsep(z) ¢ IR' (which may be empty). The domain of the mapping
p(+), dom(p) is defined aslom(p) = {z € R' | p(z) # 0}. We define the graph of the mappipg) as
Graphp = {(z,z*) | * € p(x)}. A multivalued mapping(-) is said to benonotoneif for all 1, z2 € dom(p)
and allz; € p(x1) andzj € p(x2) it holds that(z; — x5, 21 — z2) > 0, where(-, -) denotes the inner product
in R'. A multivalued mapping(-) is said to bemaximally monotonef p(-) is monotone and no enlargement
of its graph is possible without destroying monotonicitynwore precisely, if for every paifr,, 2}) ¢ Graphp
there exists a poir(tre, 23) € Graph p with (z} — x5, 21 — 22) < 0. All the examples in figurEl2 are maximally
monotone mappings with graphsi#?. For two (multivalued) functiong” : R* — R’ andG : R' — R™, we
denote byG o F their composition, i.e. for: € IR" we defineG o F(z) = G(F(z)) := Uyer) G®)-

For an intervall C IR we denote byC! (7, IR") and.}, (I, IR") the Lebesgue space of integrable and locally
integrable functions, respectively, fromto IR™. A function f : I x IR" — IR" is separately measurable if
f(-,z) : I — IR"™ is measurable for all € IR". An absolutely continuous (AC) functiofi : [a,b] — IR" is

a function that can be written g§xz) — f(a) = [ f(t)dt for anyz > a for a functionf(-) € £!([a, ], IR"),
which is considered as its derivative. An absolutely cardums function is almost everywhere differentiable. A
function f : I — IR" is locally AC if it is AC for any bounded intervdl,b] C I. Let thetotal variation of

f :[a,b] — IR"™ be defined asar;(x) = sup Zﬁvzl [f(t:) — f(ti—1)| (@ < 2 < D), where the supremum is taken
over all integersV, and all possible choices of the sequefitg such thats = tp < t; < ... < ty = x. The
function f(-) is said to be obounded variatior(BV) on [a, b] if var;(b) < +oco. If it is right continuous with
bounded variation we denote it as RCBV. We wifte BV ([a,b]; IR") andf € RCBV ([a,b]; IR"), respectively.

It is locally RCBV if this holds for any bounded intervd, b] C IR. If f(-) is BV on|a,b] then it is continuous
almost everywhere ofu, b] except at a countable set of points. Moreover it has rightlefidimits everywhere.
The right and left limits of a function atare denoted (¢ 1) := lim, |+ f(¢) andf(¢~) := limy; f(¢), respectively,
provided they exist. Sometimes we also wrfte(t) and f~(¢) for f(¢tT) and f (), respectively. In this notation,
right continuity of f(-) in ¢, means thayf (t7) = f(t). We will also use a subclass of RCBV functions, which
consists ofpiecewise AC function@AC). A RCBV functionf : [a,b] — IR" is called pAC, if there exists a
finite set of time instant§¢;}i—o,... .~ With a = to < t1 < ... < ty = b such thatf is AC on [t;, ti+1),

i = 0,...,N — 1. Note that the discontinuity points gfare given by (a subset of}1,...,tx_1}. We call a
function f : [0,00) — IR" locally pAC, when it is pAC on each bounded interf@lb] C [0, c0). Note that a
locally pAC function can have an infinite number of discontires and that locally pAC functions are a subset of
locally RCBV functions. For a givem € BV (I; IR") we denote bylx the differential measure generated:y
Fora < b, a,b € I: dz([a,b]) = x(b") — z(a™), dz([a,b)) = x(b”) — x(a™), dz((a,b]) = z(b*) — z(a™), ,
dz((a,b)) = z(b™) — z(a™). In particular, we havdz({a}) = z(a™) — z(a™). A multivalued mapping : ¢ —
S(t) C IR" is (locally) RCBV if it is (locally) RCBYV, with the Hausdorffistance being used in the total variation
definition above, andarg(+) is right continuous. The Haussdorf distance between tw®$eind S’ C R" is
haugs, S’) = max{sup,cq d(z,S"),sup,cg d(z,S)}, whered(z, S) = inf{| z —z ||| x € S}.

For a setS ¢ IR", we define the indicator function &f asys(z) = +ooif ¢ S, andyg(z) = 0if z € S.
When S is non-empty, closed and convex, theg(-) is a convex lower semicontinuous function which has a
subdifferential in the sense of convex analysis, denotétlgs-). The subdifferentiad f (z) of a convex function
f:R" — Ratapointz € IR" is defined agv € R" | f(x) > f(z) + (v,x — &) forall z € IR"}. The normal
coneto a convex sét C IR™ ata pointr € SisN(S;z) ={z€ R" | (z,y—z) <0, forally € S}. One has
Os(z) = N(S;z) whenz € S anddys(z) = N(S;z) = () otherwise. Wherst' is not convex an extension of
the normal cone from convex analysis is the Fréchet nornma given byN (S;z) = {z € R" | (z,y — ) <
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o(] y—= ||) forall y € S}, whereo(-) is the standard “little-0” notation meaning ttfe%j—j“”) — 0, wheny — x
with y # 2 andy € S. In the text we shall denote all normal conesNa&S; z), being understood that whehis
not convex this is the Fréchet normal cone. WiSeis convex both cones are actually equal.

AsetS C IR" is calledr-prox-regular[68, 30, 29] if¢1 — &2, 71 —x2) > — || 21—a2 || forall&; € N(S, x;)N
B(0,r), whereB(0,r) = {{ € R"™ | ||&]| < r}. This means that the mapping— N" (S, z) = N(S,z)NB(0,r)
is hypomonotone&vith a hypomonotonicity constait = 1. Then the multivalued mapping — N"(S,z) + «
is monotone. If a set is-prox-regular, then all points close enough (at a distaese than-) to S have a unique
projection onS, i.e. for allz with d(x,S) < r there is exactly one point*, denoted by prop§, =] such that
s* = argmin,glls — x|

We present a technical lemma that will be of importance inréimeainder of the paper. The first statement of
the lemma can be derived froin]67, Theorem 12.43]. The sestidment is a particular case [fl[67, Exercise
6.7] and of [42, Proposition 5.3.1].

Lemma 1l LetH : R" — IR' be the affine mapping — Hax + h corresponding to the matri&f € R'™™" and
the vectorh € IR' and suppose thatl has full row rankl. Then the following statements hold.

1. If p: R" — IR'is a maximally monotone mapping withm p # ), then the mapping — H ' p(Hz + h)
is also maximally monotone.

2. Let ar—prox-regular setD C IR' be given, and le€’ 2 H-YD)={z € R" | Hz+h € D}. Forall
x € IR" andv = Hzx + h it holds that

N(C;z)={H"y | y € N(D;v)} = H'N(D; Hz + h), 3

where N (C;z) is the Fréchet normal cone t0' at z (if C' is convex therV(C'; x) is the normal cone of
convex analysis).

O

A linear system
z(t) = Ax(t) + Bw(t) (4a)
z(t) = Cux(t), (4b)

sometimes shortly indicated by the matrix triglé, B, C) is calledstrictly passiveif there existaP = P" = 0
anda@ = Q" > 0 such that:

PA+ATP=-Q (5a)
B'P=C. (5b)

The linear systenf]4) is called passive, when the above hattis)) only nonnegative definite = 0) [L6].
Since we impose strictness in the sens@of 0, we use here the term strict passivity. If the systeim (4)tig(ly)
passive and the symmetric matricBs= P" = 0 andQ = Q' > 0 are such tha{d5) holds, then the quadratic
functionV (z) = 3z " Pz, called a storage function, satisfies the dissipation ity L8]

Vistw)+ [ wT sl > Viatt)

to

for all square Lebesgue integrable solutigns z, z) to @) onlty, t1]. This inequality reflects that the “energy
stored in the system at timie, as reflected by (z(¢1)), is never larger than the “energy in the system at tigie

(i.e. V(z(to))) plus the supplied energ&i1 w' (t)z(t)dt to the system over the time intervia, ¢,]. In this case
w' (t)z(t) is often called the supply rate at times IR.
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2.2 Monotone differential inclusions

Let us consider the differential inclusion (DI)

(t) € =F(z(t)) + f(t), x(to) = z0 € dom(F). (6)

Definition 1 A locally AC trajectoryz : [tp,o0) — IR™ is called a solution to the DI and the initial condition
in @), if for almost allt € [ty, c0) it holds thati(t) € —F (z(t)) + f(t), z(to) = xo and for all ¢ € [ty, c0)
x(t) € dom(F). O

The following result is a generalization of the Hille-Yoai@theorem([[36, Theorem 3.7.1].

Theorem 1 Let F(-) : IR" — IR" be a maximally monotone operator ajid IR — IR" be locally AC. Then the
DI and the initial condition in[[B) withry € dom(F') possess a unique locally AC solutiof) on [ty, +oo) in the
sense of Definitiof] 1. O

Hence, Theorefl 1 assures the existence and uniquenessaatllg AC solution in the sense of Definitidh 1
given an appropriate initial state.

2.3 Perturbed sweeping process and measure differential @tusions

Let us now deal with another class of DIs, which does not msstee structure as ifl(6). They are caliedturbed
Moreau’s sweeping processeee [3D[29,17] for recent contributions ahd [51] for amddtction. We consider
@) with o(t,2) = N(S(¢); ) the normal cone to the ssft) atz, i.e. we consider

{ —dx + f(t,z(t))dt € N(S(t); z(t))
(7)
,T(to) =g € S(to),

wheredt denotes the usual one-dimensional Lebesgue measure.hédodein(F(t,-)) = S(¢) forall t > to. We
suppose that the multivalued mappifig [to, +00) — IR" is locally pAC or RCBV. Sometimes we also consider
the case wher§(-) is locally AC.

Definition 2 [B0] Consider the DI and the initial condition i) with the multivalued mappin§ : [to, +o0) —
IR" being locally RCBV. A locally RCBYV trajectory: [to, +0c0) — IR™ is said to be a solution of7) if:

(i) z(to) = xo andx(t) € S(t) forall ¢ € [ty, +00),
(ii) the differential vector measuré: satisfies the measure differential inclusion(i).

O

As mentioned in sectidnd.1, recall that, wh&(t) is not convex, the normal cone il (7) is not the usual normal
cone of convex analysis, but the generalized Fréchet naramed [30[20].

If the solutionz(+) is locally AC, then the measure differential inclusion ahe initial condition in[¥) can be
rewritten as

{ —&(t) € N(S(t); z(t)) + f(t,2(t)) a.e.t € [to,+o0),
(8)

x(to) =g € S(to)

It is noteworthy that wherf(¢) is closed, convex and non-empty for eactthen N(S(t);-) = 9vg)(-)
defines a maximally monotone mapping for each fixg&/, Corollary 12.18]. This is not necessarily the case
whenS(t) is not convex. The class of DIs ifll(7) is therefore quite défe from the class if]6). The difference
between[[b) andI7) is further reflected by the fact thdilirti{)multivalued mapping'(-) depends ow only and
f(-) on the time only, while in[{7) both the multivalued mappinglghdepend both on the timeand the state.
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Moreover, note also the differences in trajectories fohtls, which are locally AC fol{6), while they might be
locally RCBV in @) and thus can have discontinuities (jujnipghe state variables.

Let us now present existence and uniqueness results fon¢hesions of the forn{7) and(8). First of all let
us present a set of possible assumptions that can be impogkd multivalued mappin§(-):

(A1) Foreach > tg, S(t) is a non-empty, closed and-prox-regular subset afR".

(A2) S() varies in a locally AC way, i.e. there exists a locally AC ftioo v(-) such that for anyy € R" and
s,t >t

|d(y, S(t)) — d(y, S(s))| < [v(t) —v(s)l,
whered(y, S) = inf{||y —« || | = € S}.

These properties will be used in the paper and recalled wkeded. Now we can formulate a well-posedness
results for[B) under the assumption t%4t) varies in an AC manner.

Theorem 2 [29, Theorem 1] LefS(-) satisfy assumptior®1) and(A2). Letf : I x IR" — IR" be a separately
measurable map oh = [tg, t1] with t; < +oo such that

« For everyn > 0 there exists a non-negative functibp(-) € £'(I, IR) such that for allt € I and for any
(z,y) € B(0,n) x B(0,n) one hag|f(t,z) — f(t,y)|| < kn(t)||z — yll;

« there exists a non-negative functiof) € £'(7, IR) such that, for allt € I and for allz € |J,.; S(s),

Lf @, o)l < B +[|2]).
Then for anyz € S(to) the inclusion[[B) has a unique AC solutieft) onI. O

The first condition is a kind of local Lipschitz continuitygperty in the second variable ¢f-, -) and the second
condition is a natural growth condition. In case= oo then the theorem provides a result on the existence and
uniqueness of a locally AC solution in a straightforward mem(in whichk,, (-) andg(-) becomel;, -functions).

We will also formulate a third well-posedness result thatudes the possibility that(-) varies in a locally
pAC and a locally RCBV manner and consequently, jumps indhgisns might occur. We will start by presenting
certain characterizations of the state jumps. Le) = d(varg)(-) be the differential measure associated with

varg(-) and assume that in casét) is r-prox-regular for each > ¢, that
T
sup pu({s}) < 3. 9)
s€[tg,+o0)

Loosely speaking, the interpretation of the conditidn €bhiat the jum;ﬂsin the setS(-) should be restricted to
be sufficiently small (not larger tha§). In caseS(t) is convex for each, the condition[[B) can be removed since
r = +o0. Under the condition of convexity erprox regularity together witt]9), the meaning of the irsthin [@)

at an atom ofix (a jump inz(+)) is given by the projectiori [54] 2, 117]

a(t™) = proXS(t*);x(t7)], i.e. x(th) = argmin g+ |2 — =(t7)|| (10)
with an equivalent characterization as

o(tt) € S(t*) andz(th) — x(t7) € —N(S(t+); z(th)). (11)

These characterizations are well-defined as-prox-regular se5(¢*) is such that all the points that satisfy
d(z,S(t)) < r have a unique projection ofi(¢t*), as we mentioned in sectignP.1. Note that convex sets have
this property for any- > 0.

1Continuity of multivalued mappings is the continuity w.rthe Hausdorff distance. Letrn },,c ;v be a sequence that converges to
T > to with 7, > to. Continuity of S(-) at s means that had$'(7.), S(7)) — 0 asn — +oo h p.15]. The multivalued mapping
S : [to, +o0) — IR™;t — S(t) is said to jump at- if it is not continuous at-.
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The well-posedness result, which we will present for tinepehdent setS(-) that may vary in a locally AC,
a locally pAC or a locally RCBV manner, is based bnl[17]. Tolghis result, we consider sefy¢) C IR" that
take only polyhedral values as given by

S(t)={z e R" | Mz+ Nu(t)+ F >0} (12)

for some matriced/, N and vectorF of appropriate dimensions, and a function of time). The inequalities in
(@) are interpreted componentwise.

Theorem 3 Consider [') withf (¢, z) = Az + Bu(t), where the constant matrices and B are of appropriate
dimensions. Moreover, assume tl§dt) is polyhedral as iffld) and non-empty for eache [ty, +00).

o If u: [ty,+00) — IR™ is locally AC, then the perturbed sweeping procesirhas a unique locally AC
solution on[ty, +o00) for each initial conditionz(tg) = xo € S(to).

o Ifu: [ty,+00) — IR™ is locally pAC, then the perturbed sweeping procesHljrhas a unique locally pAC
solution on[ty, +o00) for each initial conditionz(tg) = xo € S(to).

o If u: [to,+00) — IR™ is locally RCBYV, then the perturbed sweeping procedfljrhas a unique locally
RCBYV solution otftg, +o0c) for each initial conditionz () = x¢ € S(to).

O

The proof of this result will be given in the appendix. Intgiegly, the above result also provides uniqueness
results in larger function classes. For instance(ij is locally AC (and thus also locally pAC and locally RCBV),
@@ has a locally AC solution (due to the first statement) thamique in the class of locally pAC and unique in
the class of locally RCBV functions (due to the second andltsiatement, respectively, of TheorE 3). Similar
statements hold for the case of locally pAC input functiofi§is is one of the reasons why it is of interest to
introduce a general framework based on RCBV solutions, adid/én this section. Another reason is that we
provide a general framework that paves the way to severaheiins (including RCBYV solutions;prox regular
sets, general nonlinear DIs as [ (2), etc.). However, inrémeainder of this paper, we will mainly focus on
locally AC and locally pAC input functions(-), because, firstly, these classes of inputs are rich enoughdst
applications and, secondly, it keeps the treatment belg@rivdkrl of additional technicalities, which would blur the
main contributions and message of the paper.

Remark 1 Many other well-posedness results exist in the mathenidiieeature for DIs of the formi(t) €
F(t,z(t)), see e.q.[16d.32Z] 9. 26,83.162] and the references thereininstanceF' : IR — IR represents a sign
multifunction as in figurl2b, i.ex(z) = sign(z), where

{1}, whenz > 0,
sign(z) = ¢ [-1,1], whenz =0,
{-1}, whenz <0,

then the maximally monotone approach as presented in tipiexan be followed, but also the Filippov’s approach
[B2] or the dedicated results for linear relay systems as5g,[62] may be used to obtain existence and uniqueness
of locally AC solutions. However, the conditions [n][%3] &&E solely valid for the sign function, while the
conditions in [32] typically require bounded and convexues of the multivalued map. These conditions are
satisfied for the sign-function, but not necessarily forrdmege of systems considered here, see figdres 2Eland 2d.
O

3 Problem statement

Two main classes of multifunctions-, -) in (@) will be considered in this paper. They correspond tisasZP
and[Z3B, respectively. The rationale behind these choscrgeineed for existence and uniqueness results, for the
observer dynamics (as will be explained in secfioh 3.3 inentstail).
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3.1 Time-independent multifunction

Consider the systenhl(1) as in figlile 1, where a time-indepenmmaltivalued mapp(-) is in the feedback loop,
which yields the following DI

2(t) = Ax(t) — Gw(t) + Bu(t)
w(t) € p(He(t)) (13)
y(t) = Cx(t), z(0) =z € dom(po H),

whereA € R"*", B € R™™ G € R, H ¢ R*" andC € RP*". Moreover, we assume thét has
full column rank, the mapping : R! — R! is maximally monotone and(-) is locally AC. All the examples
mentioned in the introduction (see figlile 2) fit within thiarfrework. Note thaf{13) can be equivalently written as

{ —i(t) + Az(t) + Bu(t) € Gp(Hz(t))
(14)

y(t) = Cx(t), z(0) =z € dom(po H),
which is closer to the DI formulations as used in sectlonk2dZB.
Remark 2 Certain multivalued mappings-) that are not monotone, can be transformed into monotone mgpp
by using loop transformation techniques (see for instafi€s §3.10] [74, §5.6.2]). An example of such a mapping
is given in [39], where a new mapping is defined,#s) = p(z) — Mz, where M is a matrix of appropriate
dimensions, chosen so that the mappijiig is monotone. If we then replace the system ma#triin ([I3) by

A= A— GMH, we obtain a systeff3) with a monotone mapping in the feedback path that is equivatethe
original system. O

To make the observer design meaningful, it is natural toraeghat the systeni . (IL4) whose state) is to be
observed, allows solutions for all relevant initial steé@sl input functions.

Assumption 1 The system i {14) possesses a locally AC solutienon [0, +oo) for anyz(0) € dom(p o H)
and locally AC input functions(-). O

Such conditions can be verified by results in the mathenlditieature on DIs[[6832.19, 26]. Also Theordin 1
can be used of which an illustration will be given in secfiod. 3

3.2 Time-dependent multifunction

Let us considei[{1) for a time-dependent multifunctigh =) = g (Hx) = N(S(t); Hz), whereS(t) C R
is a set that varies in a locally AC manner and) is also locally AC. This means that the considered multisdlu
system is
{ —&(t) + Az(t) + Bu(t) € GN(S(t); Hz(t))
(15)

y(t) = Cx(t), Hz(0) = Hxo € S(0).

In case the variation i§(-) is not locally AC, but only locally pAC, the solutions may tegumps and(dl5) has

to be rewritten as a measure differential inclusion:
{ —dx + Az(t)dt + Bu(t)dt € GN(S(t); Hz(t))
(16)

y(t) = Cx(t), Hz(0) = Hzo € S(0).

Similarly, as for the time-independent multivalued sysieme adopt the following assumption.



12 Brogliato and Heemels

Assumption 2 The system irf{15) (res|fld)) possesses a locally AC (resp. pAC) solution[@n+oo) for any
x(0) with Hzy € S(0) and locally AC (resp. pAC) functiong-) and S(-). O

As we shall see later (e.g. in the proof of Lemitha 3), the tirapesthdency of the sét(-) appearing in the observer
structures may stem from the time-variation in the multieal map of the observed system itself, but might also
originate from the (extended) observer structure.

3.3 Observer structures

The first proposed observer (“basic” observer scheme) syistem[[1I3) has the following form:

{ z(t) = (A — LC)&(t) — Gio(t) + Ly(t) + Bu(t)
17)

w(t) € p(H(t)),

whereL € R™*? is the observer gain anz(0) € dom(p). The second proposed observer (“extended” observer
scheme) has the following form:

{ Z(t) = (A — LC)&(t) — Gio(t) + Ly(t) + Bu(t)
(18)

i(t) € p((H — KC)it) + Ky(t)),

whereL € R"*? andK € R!*? are the observer gain ard0) is such that H — KC)3(0) + Ky(0) € dom(p).
The basic observer is a special case of the extended obséthek = 0. The idea of the extended observer was
also used for Lipschitz continuous (single-valued) systen{d].

Similar observer structures also apply to the systems ifottme (I3) or [I®) by replacing(-) in (1) and[IB)
by N(S(¢),-), which leads in the most general case to the extended olbsgvea by

—di + (A — LC)#(t)dt + Bu(t)dt + Ly(t)dt € GN(S(); (H — KC)a(t) + Ky(t)). (19)

Problem 1 The problem of observer design consists in finding the dafar the basic observer or the gairls
and K for the extended observer, which will guarantee that

[Observer well-posedness for each solutionz(-) to the observed plant (eithdi3) or (I8)) there exists a unique
solutionz(-) to the observer dynamics ¢, o), and

[Asymptotic state recovery ] &(-) asymptotically recovers(-), i.e.lim;_, . [Z(t) — x(t)] = 0.

O

Remark 3 As we only assume the existence of solutions in Assumpliand[®, it might be the case that the
observed plant@3) or (@A) allows for multiple solutions given an initial condition(0) = z,. However, as
the solution trajectory:(-) is input to the observer@d) and (I8) through the measured outpuyt-), the observer
dynamics has different terms in the right-hand-side cqrogsling to the different solutions. Indeed,4¢é{-) and
2%(+) be two solutions to the observed plant fgi0) = z, and lety®(-) = Cx?(-) andy®(-) = Cz’(-) be the
corresponding outputs. When the observer dynamics pradutgue solutions given an initial condition and given
the driving inputsu(-) andy(-), as imposed in Problefd 1, the observer has for each indivislation trajectory

of the observed plant a unique response. To be more preois@jtial condition z(to) = &o and external inputs
u(-) andy(-), where the latter can bg(-) = y*(-) = Cz%(:) or y(-) = y°(-) = Cx®(-), the observer has two
differentsolutions, say:®(-) and (), respectively. The problem definition above should be pnéted in the
sense that it requires in this case that btith; .. [#(¢) — 2%(¢)] = 0 andlim;_ . [2°(t) —2*(¢)] = 0. In essence,
this is not different than for observer design for linear an@oth nonlinear systems with unique trajectories given
an initial condition and exogenous inputs: the observet jasovers asymptotically the state that corresponds to
the input and output trajectories that are actually fed to it
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By allowing for non-uniqueness of trajectories for the olisd plant, a much larger class of Dls is covered
by the results in this paper, if compared to the case wheraittigueness assumption would be enforced. From a
practical point of view, the given interpretation is meagful as well, because the actual physical plant typically
behaves according to only one of the possible solutionslawat! by the model (for instance, due to the presence
of small disturbances in practice). O

In case of the observer design, it is desirable that the sbsprovides a unique state estimate of the specific
(possibly non-unique) solution the system is actuallydi@ihg. A reason for requiring uniqueness of the estimated
state trajectories is the ease of implementation of suchbarrger (i.e. one does not need a selection algorithm
that picks a trajectory out of the non-unique trajectorid®dreover, in case the implementation is based on time-
discretizations of the Dls, uniqueness of solutions is @alele propertyl[ll; 19, 27] as it is often used to guarantee
the convergence of the numerical scheme. Hence, in the ¢adwserver design well-posedness (including the
uniqueness property) is of importance, although the olesesystem itself is allowed to have multiple solutions
(see RemarKkl3 above). Solutiof§) of the observerd{17) anf{18) can be obtained using some afuimerical
methods for solving Dls, see e.@l [1] 9] 27]. For partictilae-discretization methods suitable for the sweeping
process, se&€][[.54], and for LCS, sed [19].

Although the basic observer is much more natural and claséneg observer structures for linear systems,
there exist multivalued systems aslih (1) for which no bab&eover can be constructed by the design procedure
given below, but one can find an extended observer. The réagloat the design of the observer will be based on
rendering A — LC, G, H) strictly passive for the basic observer(ef — LC, G, H — K C) strictly passive for the
extended observer. The example below indicates that ftainesystems it is possible to achieve the latter, but not
the former. This justifies the study for the extended obsessieeme.

Example 1 Consider the following matrices:

A:((l) _01);CZ(lO);G:(lO)T;H:(Ol)_ (20)

As A is unstable, the tripld A, G, H) is not (strictly) passive by itself. If we try to find a matiixsuch that
(A— LC,G, H) is strictly passive, we have to satisfy

~(A-LC)'"P-P(A-LC)=0,P=P" =0andG'P =H

for some matrixP. Since the conditiots " P = H requires(1 0)P = (0 1), we can conclude that the first row
of P must be equal t¢0 1) in this case, which obstructs the positive definitenes3.dflence, one cannot make
(A—LC, G, H) strictly passive by suitable choice bf Consequently, we will not be able to find a basic observer
using the results below. However, with= (2 0)" and K = —1,we getA — LC = —, andH — KC = (1 1).

Since the matri’ = (1 1) is positive definite and symmetric and satisfles= —(A—LC) " P—P(A—-LC) =

1 2
0andG'P = H - KC, (A - LC,G,H — KC) is strictly passive and an extended observer can be designed
using the procedures presented in the next sections. O

The reason for treating the basic and the extended obseeasately is that the well-posedness conditions for
the two proposed observers are significantly different dsalldave a strong influence on the type of multifunction
that may be considered, i.e. on the observed system. Indted¢ite case of considering systefl(13) wijth)
time-independent and adopting the basic observer, then@ysgynamics contains time-independent multivalued
functions, where the theory of sectibnl?.2 applies. Therathees yield observer dynamics with time-dependent
multivalued functions, which requires the theory of setffad. Also, the well-posedness proofs are more readable
if the cases are treated separately. Asymptotic recovahedstate will be treated only for the case of the extended
observer, as the result for the basic observer follows timenddiately as a special case (by settiig= 0).

3.4 Linear complementarity systems

To illustrate the applicability of the presented framewak zoom in on the class of linear complementarity sys-
tems (LCS) that include various applications such as switaectrical circuits, constrained mechanical systems,
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piecewise linear systems, projected dynamical systemsexsin economics and so on, see €.gl [Th[ 3521, 38,
[20,[47 [40[7113.-37] and the references therein. A subofdsSS fitting in the framework of the current paper
is given by

#(t) = Axz(t) + Guw(t) + Bu(t) (21a)
z(t) = Hx(t)+ Eu(t)+ F (21b)
0<w() L z()>0 (21c)

with z(¢),w(t) € IR' and L denotes the orthogonality between vectors in the sensarthatmeans(w, z) =
w'z = 0. Moreover, the inequalities above have to be interpretedpomentwise. The combination of the
inequalities and the orthogonality condition yield thatdtl i € {1, ...} we have for each timethatw;(t) = 0

or z;(t) = 0. This means that for eache {1,...,1} we have a characteristic as in figllle 2c betweeandw;
and hence, this fits the multivalued Lur’e type systems asidened in[[ll) and figufd 1. Using the equivalence

0<alb>0 <= —ac N(K;b) (22)
with K = (IR")* anda, b € IR" that holds whem € K, one can rewritd{21) as

—&(t) + Az(t) + Bu(t) € GN(K; 2(t)) (23)

from which it follows by using Lemm@l1 that
—&(t) + Ax(t) + Bu(t) € GN(S(t); Hz(t)) (24)

with S(t) = {ve R" | v+Eu(t)+F >0} C R, thatfits within [TF). Note that by Definitid 2 solutions tdsD
of the form [2%) satisfy/z(¢) € S(¢) (and thus in terms oE(23)(¢) € K) for all ¢ > 0 and hence, the equivalence
in 22) (which is valid forb € K) can indeed be used to show tHail(23) (21) are equiv@presentations.

Let us assume that there exists a symmetric positive defimitieix 7 such thatG "7 = H and thatG has
full column rank. This is, for instance, true whéA, G, H) is strictly passive as the solutian of (@) satisfies
G'T P = H. Using now the state transformatiérn= Rz, whereR = T is the symmetric positive definite square
root of 7', we obtain from[[2K4) that

—&(t) + RARTY€(t) + RBu(t) € RGN(S(t); HRTYE(t)) = N(S'(t);£(t)) (25)

with S’ (t) 2 {¢ € R" | HR™'¢+ Eu(t)+F > 0}. Inthe last equality of{d5) we used the fact thats’ (¢); £) =
RGN(S(t); HR™1¢) due to(RG) " = HR™!, full column rank ofG and LemmdlL. This leads to the perturbed
sweeping process formulation as i (7). The non-emptynes$(0) is guaranteed for each> 0, becauses (t)

is trivially non-empty for each and HR~! = (RG) " has full row rank due to invertibility of2 and full column
rank of G. Hence, global existence and uniqueness of a locally AGlppAC or locally RCBV) solution for
each&(0) = & € S’(0) is assured for any(-) being locally AC (locally pAC, respectively) by Theordth 3.
Consequently, the existence and uniqueness of locally A®¢ally pAC) solutions to[[A1) for(0) = z with
H(zo) € S(0) and input signali(-) being locally AC (locally pAC, respectively) is guaranteelah other words,
Assumptiorfdl or Assumptidd 2 can be verified for this class@$lusing this reasoning.

Observe that in casE = 0 the setS’(-) becomes time-independent and hence, the corresponditigatugd
mapping in the right-hand-side ¢f{13) is time-independantvell. In this case one could also opt to resort to the
fundamentals based on maximally monotone mappings giveadtiorZP to prove well-posedness of the LCS.
In caseE # 0, the setS’(t) is time-dependent and we have to proceed via the resulta befre. Observe that
the setS’(t) may jump whernE # 0 at points wherex(t) has discontinuities (i.e. wher(-) is locally pAC, but not
locally AC). In this case state trajectories of the systery méibit discontinuities as well.
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Example 2 A circuit that consists of an ideal diode, a current sourcel @m inductor, mounted in parallel, has
the dynamics

&(t) = w(t)
0<z(t) Lw(t)>0 (26)

z(t) = z(t) + u(t),

which can easily be rewritten, using the reasoning abovehasnclusion—i(t) € N(S(t);x(t)) with S(t) =
{r € R | z+u(t) > 0}. Letu(-) be locally pAC. Then the inclusion has to be rewritten as asuezdifferential
inclusion as in[(¥) leading te-dz € N(S(¢); z(t)). In particular, if we apply the pAC input (current)-) to the
circuit with w(t) = 0 for t < 1 andu(t) = —1 for ¢ > 1 with initial conditionz(0) = 0, the solution trajectory is
equaltoxz(t) = 0,¢ < 1 andx(t) = 1fort > 1. Hencegx(-) is pAC and exhibits a jump at= 1. In this casefll)
is satisfied at the atorfil } (at time1) of dz asS(t*) = {x € R | = > 1} andz(t") = 1 = argmin, g+ 2||-
O

D,
f N Ca o
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2
L3
Y YN R -

Figure 3: A circuit with ideal diodes.

Example 3 As a more involved example of an electrical circuit we maysaber figurd B, withR;, Re, R3 > 0,
Lo, L3 >0,Cy > 0.0nehas) < —up, L 9 >0and0 < —up, L —x3+ x2 > 0, whereup, andup, are the
voltages across the diodes. The dynamical equations ofiticigit are the following ones

da(t) = — (RlL;BRs) at) + Bag(t) — () + £ Gi() + £ Ga(t) + 42

(27)

o< (80) () o

wherez; is the time integral of the current across the capacitor,is the current through the inductats, and
x3 is the current through the inductdr, and resistorRs, —(; is the voltage across the diode; and —(s is the
voltage across the diodB,. The system i{27) can be written compactlyiéy = Az(t) + Gw(t) + Bu(t),
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0 <w(t) L 2(t) = Hx(t) > 0, where(4, G, H) is a strictly passive triple. The corresponding $&t¢) in (29)
is clearly not time-dependent for this case and conseqyueh# system fits withil {IL4). O

Another important class of dynamical systems within thespnéed framework (with connections to comple-
mentarity system$ 4 [ 14]) are so-called projected dynahsiystems (PDS) 57, 28], which have applications in
oligopolistic markets and traffic networks (s€el[54, 28])thie modeling of crowd motions[b5] and in constrained
control problems47].

Example 4 LetS € IR™ be a non-empty closed convex set. Consider the PDS

&(t) = Projyy (1)) (Az(t) + Bu(t)), (28)

whereTs(x) denotes the tangent cofe € R" | (z,z) < 0 forall z € N(S;z)}. Roughly speaking, the
dynamics of the PDS is(t) = Ax(t) + Bu(t) as long as the motion remains insidgfor instance, when the state
is in the interior ofS) and the dynamics is “corrected” once the dynamics pointsioleS (and the state is on the
boundary ofS). This correction is done by “projecting the vector field oift,” such that the trajectories remain
insideS. In [41,[14] it is shown that this is equivalent to the incloisi

—i(t) + Az(t) + Bu(t) € N(S;z(t)) (29)
that fits within [I#) withG' = I,, andp(-) = N(S;-). O

4 Main results

In this section we will prove that if the gaidsand K are chosen such that the triglé — LC, G, H) (respectively
(A - LC,G,H — KQ)) is strictly passive, then the obtained obseriet (1) ((ipectively) will satisfy the
requirements mentioned in Probl€in 1. To compute the gamsd K such thal{ A — LC, G, H — KC) is strictly
passive, one can solve the matrix (in)equalities:

—(A—LC)TP—P(A—LC) =0
P=PT+0 (30)
G'P=H-KC,

whereQ in @) can then be taken & := —(A — LC)"P — P(A — LC). Condition [3D) is a linear matrix
inequality (LMI) in P, K, L™ P, which can be efficiently solved. For necessary and sufficenditions for the
existence of solutions t{B0), see for instaride [8].

4.1 Time-independent multifunction
This section is devoted to study observers for the sydteln(¢t2quivalently[TH)).

4.1.1 Observers well-posedness

To prove that strict passivity dfA — LC, G, H — K C) guarantees the proper behavior of the observer, we start
with two lemmas on well-posedness. We will start with theec&s= 0 (the basic observer)

Lemma 2 [Time-independentp(-), basic observer, AC solutionsjConsider the systerffld) and the basic ob-
server (d). We assume that the tripled — LC, G, H) is strictly passiveG has full column rank and that
Assumptiofl]l holds. Lef(-) be a locally AC input function and(-) a corresponding locally AC solution {f3)
with output trajectoryy(-) for somez(0) € dom(p o H). Then the corresponding observer dynanfEs) has a
unique locally AC solution of0, co) for any initial statez(0) € dom(p o H). O
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Proof: Since the tripl§ A — LC, G, H) is strictly passive and' has full column rank there exist positive definite
and symmetric matriceB and@ that satisfy[(b) withK" = 0. Applying the change of variables

§ = Ri, (31)

whereR = Pz, transforms[{I7) into:

{ £(t) = R(A— LC)R™'¢(t) — RG(t) + RBu(t) + RLy(t)
(32)

i(t) € o(HRIE(H)):

Since Hz(0) € dom(p), we haveHR™£(0) € dom(p). Define the mapping : R* — R" asp(¢) =
R™'H " p(HR™'¢). Using the strict passivity condition that yields' P = H, (3) can be rewritten as

£(t) € R(A— LC)R™'€(t) — B(E(t)) + RBu(t) + RLy(t), (33)

where£(0) € dom(B). From the strict passivity conditiofl(5) (withh = 0) and the full column rank o, it
follows thatH = GT"P and HR™' = G'T R have full row rank. Together with the fact that-) is maximally
monotone we have thak(-) is maximally monotone as well due to Lemida 1. From the stasispvity condition
@0 it follows thatR~'(A — LC)"R + R(A — LC)R~! is negative definite, which means that the mapping
¢ — —R(A— LC)R~*¢ is monotone by definition. Maximality of the mappifig— —R(A — LC)R~1¢ follows
from linearity, see[[12, Proposition 2.3]. Hence, the magg — —R(A — LO)R™1¢ + B(€) is maximally
monotone as the sum of maximally monotone mappings is mdlyinreonotone again[[87, Corollary 12.44].
Since the signali(+) is locally AC, andy(-) is locally AC due to Assumptiofll 1, existence and uniquenéss o
locally AC solutions to[(33) and({17) follow from Theordin 1. O

Remark 4 The state transformatiach= Rz performed in the above proofis instrumental to obtain vpelsedness

for the observer dynamics in this paper. It will play an imgant role in the other well-posedness proofs and also
for the study of the asymptotic recovery of the state (inipaldr for the case when discontinuities in the state
are present). Performing state space transformations mroon practice in observer design for nonlinear systems
[B3,[18,[49[50D]. Itis expected that the material developethis paper may extend to nonlinear vector fields and
output functions, where the KYP lemma for strictly passygtesns should be replaced by its nonlinear counterpart
[L8], Section 4.5], yielding observers with possibly noadinstate-dependent gains. However, at this point, these
developments are quite premature. O

In the following lemma we address the question of well-possd of the extended observer scheme. Since
in this case the multivalued mapping [0 18)time-dependentve will consider a particular class of mappings
p(+) that corresponds to sectibnP.3. Actually, in this case lit twin out that the second and third condition in
@0), i.e. the existence of a symmetric positive definiterinalP such thatG" P = H — K C suffices to prove
well-posedness.

Lemma 3 [Time-independentp(-) = N(S;-), extended observer, AC solutions$S polyhedron] Consider the
system(I3d) and the extended observ@@) with p(-) = N(S;-), where the sef c IR is assumed to be a non-
empty polyhedron as i) with N = 0, i.e.S = {z € R' | Mz+ F > 0}. Suppose that Assumptign 1 holds and
assume that there exists a symmetric positive definite xnatsuch thatG" P = H — KC andG has full column
rank. Let the signak(-) be locally AC and letz(-) be a corresponding locally AC solution @@&3) with output
trajectory y(-) for somex(0) with Hz(0) € S. Then the corresponding observer dynan({&8) has a unique
locally AC solution orj0, co) for eachi(0) with (H — KC)#(0) + Ky(0) € S = dom(p). O

Proof: Let us introduce the change of variaiIgl(31) fad (18), wherbefore R = Pz . In the same way as in the
proof of Lemmd®,[(TI8) is transformed into:

£(t) € RILA— LC)YR™Y€(t) — R™Y(H — KC) " o((H — KC)R™€(t) + Ky(t)) + RBu(t) + RLy(t). (34)
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LetS'(t) ={¢ € R" | (H-KC)R '€+ Ky(t) € S} C IR". SinceG has full columnrank, (H—-KC)R™! =

G'T R has full row rankl. As S is non-empty by the hypothesis, this implies ti$4tt) is non-empty for each.

Indeed,S is a subset ofk' and the full row rank of H — K'C)R~" implies that for any—dimensional vector

of S one can find at least ogesuch tha{ H — KC)R~1¢ = 2 — Ky(t). Consider nowV (S(t); z). By applying
Lemmdl (for fixed) we obtain thatV (S(t);¢) = R~ (H — KC)"N(S, (H — KC)R™*¢ + Ky(t)). Therefore
one can rewritd{34) as

—&(t) + R(A— LO)R™'E(t) — RBu(t) — RLy(t) € N(S'(t): (1)), (35)

where£(0) = Rz(0) € S'(0). The descriptior{35) fits withidd8) with’(t) = {¢ € R" | M(H - KC)R ¢+
Ky(t) + F > 0} of the form [I2). Since:(-) andy(-) are locally AC, the result follows now from Theoréin 3l

4.1.2 Asymptotic recovery of the state

The following theorem states one of the main results of theepa

Theorem 4 Consider the observed systdlill) and either the basic observ@Ed) or the extended observ¢Ed),
where(A — LC,G,H) or (A — LC,G,H — K(C), respectively, is strictly passive with correspondingipes
definite and symmetric matricésand( satisfying@). Assume also that the additional conditions of Leriiina 2 or
LemmdB, respectively, are satisfied. ke be a locally AC solution tdL3)for z(0) € dom(po H) and locally AC
inputw : [0, +00) — IR™. Then the observefld) or (I8), respectively, has for eact{0) with Hz(0) € dom(p)

or (H— KC)z(0) + Ky(0) € dom(p) = S, respectively, a unique locally AC solutigi-), which exponentially
recovers the state(-) in the sense that the observation eredt) := x(t) — @(t) satisfies the exponential decay

bound
P mzn(Q)
<Rl e (- 520 (36)
fort € R,. O

Proof: Using LemmdX® or Lemmi 3 for the basic and extended obseragectively, it follows that for each
locally AC solution to the observer plafif{13), the obsenlso has a locally AC solutiofi(-) providedH z(0) €
dom(p) or (H — KC)%(0) + Ky(0) € dom(p) = S, respectively. Hence, the observation eeroj = x(-) — Z(+)

is also locally AC and satisfies (for the extended obsefv@)) @most everywhere the error dynamics, obtained
by subtracting[(1I3) and{1L8):

é(t) = (A — LO)e(t) — Gw(t) — w(t)) (37a)
w(t) € p(Ha(t)) (37b)
W(t) € p(Ha(t) — (H — KC)e(t))). (37¢)

We consider now the candidate Lyapunov funcfiofe) = e Pe. Sincee(-) is locally AC, V(-) is also locally
AC, and the derivativé (¢(-)) exists almost everywhere. The functibife(-)) satisfies almost everywhere

Ve(t)) =e'(t)Pé(t)
= e ()P((A— LO)e(t) — G(w(t) — w(t))) (38)

= —ze' (H)Qe(t) — e (t)(H — KC) T (w(t) —w(t))
for somew(-), w(-) satisfying [37b)[(34c). Since

e (t)(H — KC)"(w(t) — i (t)) = (Ha(t) — {(H - KCO)a(t) + Ky(t)}, w(t) — w(t))
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with w(t) € p(Hz(t)) andw(t) € p(Hz(t)+K (y(t)—3(t))), it follows from monotonicity ofp(-) thate " (¢)(H —

KC)T(w(t) —w(t)) > 0. Note that in case of the extended observer and thus undeotftitions of Lemm&l3,
thatp(-) = N(S;-) is also monotone. Therefore,
. 1
V(e(t) < —5e’ ()Qe(t). (39)
Ase Qe > Amin(Q)eTe > i:::EQ) e Pe nga:((g)) (e) for all e € IR", we have that
t - t)). 40
V(e(®) < —3 SV (el) (40)

Clearly, this implies that

2 < < _mmix < _ [minl) 2,
i (PO = Vielt) < exp (=320 0) Vel0) < AP esw (322000 o))
This proves the exponential recovery of the state. The ¢iond{38) is now obtained by taking the square root
of the inequality above. The case of the basic observenislias a special case of the reasoning above by taking
K =0. O

Remark 5 Extensions of Theorelth 4 to more general systems of the form

z(t) = Az(t) — Gw(t) + Bu(t)
w(t) € (H:c( ) — Dw(t) + Eu(t)) (41)

y(t) = Ca(t

with observers of the type

{ i(t) = (A — LC)&(t) — Gao(t) + Ly(t) + Bu(t) 42)
W(t) € p((H — KO)&(t) + Ky(t) — Di(t) + Eu(t))

are possible, provided the well-posedness of the obsd@&ican be guaranteed. Indeed, suppose @ has
a locally AC solutionz(-) with 2(0) = x, and some input(-) and thati(-) is a locally AC solution tq#2) for
some initial observer stat&(0) and driving inputs:(-) andy(-) = Cz(-). Moreover, assume that-) is monotone
and that the quadrupléed — LC, G, H — KC, D) is rendered strictly passive in the sense that there existige
definite and symmetric matricésand @ such that the matrix inequality

—~(A-LC)Y'TP-P(A-LC)-Q —-PG+ (H-KC)T -0 (43)
-GTP+ (H-KO) D+DT =
holds. The latter condition is the generalization@l) defining strict passivity of the linear system
z(t) = Az(t) + Bw(t) (44a)
z(t) = Cux(t) + Dw(t) (44b)

(see [16]). Indeed, foD = 0 the existence of symmetide - 0 and@ > 0 such that{@3) holds reduces to the
same matrices satisfyin@l). Under these conditions, a similar reasoning as in the pafofheoreni4 applies to
concluddim;_, . [x(t) —i(t)] = 0. Hence, this indicates that establishing well-posedret crucial step in the
extension of the obtained results. In particular cases,dspaing additional structure on the multivalued mapping
o(+), dedicated well-posedness results (e.g. for LCS 13532120401 13.-37], for linear relay systems
[B2,153,[62], or for Dls attaining bounded, non-empty andwaxavalues using upper semicontinuity conditions on
the multivalued mad[3Z]19.26]) may be applied. Such exterssare clearly of interest as they would allow the
consideration of further applications within the domainL&S such as certain switched electrical circuits (that
often lead to models as i) with D # 0 or G not full column rank). However, if no additional structure i

imposed om(-), sectio ZP and sectidn 2.3 present general well-posadrsslts, which requir® to be the zero
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matrix. As the stability results can be extended easilg, dfiinterest to study the extensions of the well-posedness
results for these systems to enlarge the domain of appligabiven further. Clearly, the theory developed here
already applies to a broad range of applications in mechanglectrical engineering, control engineering and
economics and moreover, forms a basis for further develogsyfer nonlinear vector fields and output functions.

O

4.2 Time-dependent multifunctions

Let us now deal with systems, where the multifunction in igatrhand-side is time-dependent. More specifically,
we will considero(z,t) = 0y g (Hz(t)) = N(S(t); Hz(t)), S(t) C IR', whereS(-) satisfies either assumptions
(A1), and(A2) or satisfies locally pAC or RCBV conditions and taking polgiha values as if{12). We consider
the system in[(1l6) and we study the extended observer dysayivien by the measure differential inclusi@nl(19).
We use the formulation in terms of a measure differentidLision, because we anticipate §(-) being locally
pAC or RCBYV implying that it is expected that the solutiar(s) andz(-) will jump.

4.2.1 Observer well-posedness

We have the following well-posedness result:

Lemma 4 [Time-dependentp(-,-) = N(S(+);-), extended observer, AC/pAC/RCBYV solutions,S(-) polyhe-
dral values] Consider the systeri {116) such that Assumiflon 2 holds. Sappere exists a symmetric positive
definite matrixP such thatG’ " P = H — K C, G is of full column rank and(¢) is non-empty and polyhedral as in
(@3) for eacht > 0 with u(-) being locally AC (resp. locally pAC, resp. locally RCBV)t Ieé) be a correspond-
ing locally AC (resp. locally pAC, resp. locally RCBV) sadut to (T8) with output trajectoryy(-) for somez(0)
with Hz(0) € S(0). Then the corresponding observer dynamics$ (19) has a urapadly AC (resp. locally pAC,
resp. locally RCBYV) solution of), +oc0) for initial condition (0) with (H — K C)(0) + Ky(0) € S(0). O

The proof of this lemma relies on Theor&in 3. Once the statsfamationt = Rz as in [31) is performed,
one gets an inclusion similar tbf35) wigi(¢t) = {z € R" | M(H — KC)z + MKy(t) + Nu(t) + F > 0},
which for eacht > 0 is non-empty, becaus#(t) is non-empty and/ — KC = G'T P has full row rank. As the line
of reasoning is similar as before, we omit the proof for be\ior the basic observer, we can derive the following
lemma, that applies for more general time-dependent#gjsthat are not necessarily polyhedral adid (12).

Lemma5 [Time-dependentp(-,-) = N(S(-);-), basic observer, AC solutions, generab(-)] Consider the
system in[(16) such that Assumptidn 2 holds and the obs€f@emith K = 0. Suppose there exists a symmetric
positive definite matrix® such thatG " P = H, G is of full column rankg(-) is locally AC andS(-) satisfiefA1)
and(A2). Letz(-) be a corresponding locally AC solution {@8) with output trajectoryy(-) for somez(0) with
Hz(0) € S(0). Then, the corresponding observer dynaniic$ (19) has a erapally AC solution o0, +oo) for
initial condition (0) with Hz(0) € S(0). O

Proof: From Assumptiofi]2y(-) is locally AC. FromG' " P = H and the variable change= Rz as in [31), and
using Lemmdll, one deduces tHafl(19) can be recas{into (&yevtthe conditions of Theordth 2 apply. O

To emphasize the result of Lemida 5, in céSe= 0 (basic observer) the sstt) needs not be polyhedral, but
merelyr—prox-regular. It is noteworthy that relaxing the convexiy-—prox regularity may become necessary
when in [2) nonlinear vector fields and output functians h(z), y = c(x) are considered, because convexity is
often a too stringent assumption in the nonlinear case.

Remark 6 Itis quite possible that by adapting80, Theorem 3.1] thealty pAC or even the locally RCBV case be
treated and Lemnid 5 extended to solutions that are localy pocally RCBV. However, uniqueness of solutions
may not be obtained in this manner &s1[30, Theorem 3.1] is inene existence theorem. Also the conditih (9)
must be added in such a case. O
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4.2.2 Asymptotic recovery of the state

We focus on the locally pAC case wit$i(t) a non-empty and polyhedral time-dependent set asin (12)&oh

t > 0. Using that both[{1l6) an@{lL9) have locally pAC solutiarts andz(-), respectively, under the assumptions
of Lemmé3, the observation errer= x — & exists on0, +o00), is locally pAC as well and satisfies the measure
differential inclusion

{ —de + (A — LC)e(t)dt € G {N(S(t); (H — KCO)x(t) + Ky(t)) — N(S(t); (H — KC)a(t) + Ky(t))}

e(0) = z(0) — 2(0), Hz(0) € S(0),(H — KC)z(0) + KCx(0) € S(0).
(45)
Before studying the stability, we will characterize the psine.

Lemma 6 Assume thatA — LC, G, H — KC)) is strictly passive and that the conditions of Lenfiha 4 arsgatl.
Letz(-) be a locally pAC solution tdI8) with 3 (-) a corresponding output trajectory for somé)) with Hz(0) €
S(0) and some locally pAC inpui(-). Let the corresponding (unique) locally pAC solution to titeserver
dynamics[(I9) for some initial conditioi(0) with (H — KC)#(0) + Ky(0) € S(0) be given byz(-). Then the
error dynamicgf) satisfies at the atoms of the differential measiire

e(tt) = R™proxS'(t7); Re(t™)] — R 'proxS’(t1); Ra(t7)], (46)

whereR = Pz with P ~ 0 the solution of the strict passivity conditid8d) and the setS’() is given by
{¢€eR" | (H- KC)R™*+ Ky(t) € S(t)} C IR". Moreover,

el (tH)Pe(tt) <e'(t7)Pe(t™). (47)
O
Proof: The system[{I6) can be transformed into
—d¢ + R(A — LC)R™'¢(t)dt + RBu(t)dt + RLy(t)dt € N(S'(t); £(t)) (48)
with the coordinate change= Rzx. Similarly the observef{19) can be transformed into
—dé + R(A — LC)R™YE(t)dt + RBu(t)dt + RLy(t)dt € N(S'(t); () (49)

with the change of coordinatés= Ri. At atoms we havelt = 0 andde = e(tt) — e(t~). Using [ID) we
obtain thats (1) = proxS’(t+); £(t7)] and&(tt) = proxX(S’(t7); £(t7)]. Sincee(tt) = a(tt) — &(tt) =
R1(g(th) — £(t1)) equation[[dB) follows.

If we use in addition the equivalent characterizatlod (bi)the projections, we obtain thatt~) = () +
n(t) with n(t) € N(S'(t1);£(tT)) and&(t™) = £(t1) + a(t) with a(t) € N(S'(t1);£(t1)). Using these
decompositions, we obtain

€)= EENP = €)= E@HIP +2(6(tT) =€), n(t) — a®) + IIn(t) — A(0)]1* = () = €)%,

as the inner product is nonnegative due to the definition ofnabcones. Using = 2 — & = R~(¢ — é) and
P = RTR, itfollows thate " (t7)Pe(t*) < e (t7)Pe(t™) as in [4T). O

Now characterizations for the discontinuitiegiare available, exponential recovery of the state by thergbse
can be proven.

Theorem 5 Consider the systeri{[16) such that Assumgiiion 2 holds. Asthanthe extended observer [n}19) is
such that the tripld A — LC, G, H — K C) is strictly passive with corresponding positive definitel agmmetric
matricesP andQ satisfying@), G is of full column rank and(t) is non-empty and polyhedral as (@2) for each
t > 0 with u(-) a locally pAC input function. Let(-) be a locally pAC solution tgI8) with y(-) a corresponding
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output trajectory for some:(0) with Hz(0) € S(0) and the locally pAC input,(-). Then the corresponding
observer dynamicd{19) has for each initial conditid(0) with (H — KC)#(0) + Ky(0) € S(0) a unique
locally pAC solutioni(-), which exponentially recovers the staté) in the sense that the observation error
e(t) := x(t) — 2(¢) satisfies the exponential decay bound

et < o) S22 e exp - 5220 50)

fort € R,. O

Proof: Consider as in the proof of Theoréih 4 the candidate LyapumoetionV (e) = %eTPe, whereP and@
are positive definite and symmetric matrices satisfyllg @hcee(-) is locally pAC, so isV (e(+)). Recall that
Moreau’s rule for the subdifferentiation of quadratic ftinns of locally RCBV functions (and thus also of locally
PAC functions) yields!V = (et + e~) T Pde [B4, p.8]. At atoms ofle (jumps ofe) the functionV/ (e(-)), which

is locally pAC, satisfieslV = (et + e )T P(et —e™) = (eT)TPet — (e7) T Pe~. Using [4T) it follows that
at atoms ofle one getsiV < 0. Since the multivalued mappingé(S(t); -) are monotone for eachand locally
pAC functions have a countable set of jump times (actuallgigefnumber of jump times in each finite length time
interval), it follows that the inequality{20) is valid alrspeverywhere. To be precisE140) holdd@ntoo) except
at times where is discontinuous and times whe¥ge(-)) is not differentiable. This proof is now completed by
using the inequality[{40) together with’ < 0 (implying V(t*) < V(¢™) for all ¢ > 0) in a similar manner as in
the proof of Theorerfl4. O

The resultin Theoreld 5 shows that we developed observesy$tems with state jumps, a topic on which not
many results are available in the literature. Of coursepiseace of jumps (e.g. when we have locally AC solu-
tions), the above result also applies. The convexity of &te$(t) is convenient to assure the monotonicity of the
normal cones considered as multivalued mappings, for eachcase the sets are-prox-regular but not convex
as in Lemmdlb, the monotonicity has to be replaced by the hgpotonicity property. Further characterizations
of the solutions (see e.g. the second parfof [29, Theorem which upperbounds of () + f (¢, z(t)) || are
computed as functions @f(-) in TheorenLPR and(-) in (A2) are needed in order to prove the asymptotic recovery
of the state in such a case. Relaxing the convexity torthprox-regularity for the asymptotic recovery of the
state is not considered in the current paper due to spadationis and the fact that in this case only local results
are obtained. However, note that in caseqfrox regular sets the well-posedness of the observer vagpiin
LemmdD for locally AC inputs:(+).

5 Stabilization of multivalued systems

In the previous sections we have considered the observignde®blem under the assumption that the inpl}

was some admissible exogenous function of time. In this@eete are interested in the stabilization of the Dls
under study using output-based controllers. The approachill take is based on the combination of a state
feedback controli(¢) = Mx(t) in which the state vectat(¢) is replaced by an estimated stated) obtained

by one of the proposed observers. In other words, we are iagdagptertainty equivalenceontroller of the form
u(t) = Mz(t), whereM € IR™ ™ is a constant matrix gain, ari(t) is the state of the observer at time> 0.
This means that we have to consider the interconnectioneobliserved system and of the observer through this
particular input and assess the well-posedness and thiéitgtabthe resulting closed loop. This section will
provide a discussion on how the separation principle mayyapghe considered class of nonsmooth, nonlinear
systems. In particular, two separation principles will begented.

5.1 State feedback

We start with a result for the systefn]13) in case the compleitte variable: is measured. Hence, we can use a
state feedback controller of the form
u(t) = Ma(t). (51)
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The closed-loop system consisting @fl(13) dnd (51) can btemras
z(t) = (A+ BM)z(t) — Guw(t)

w(t) € p(Hx(t)) (52)
x(0) = zp € dom(po H).

Definition 3 The systenftd) is calledglobally exponentially stab)ef

[Deadlock free ] for all 29 € dom(p o H) a locally AC solutionz(-) exists on0, +oo) with 2:(0) = x, and

[Exponential decay ] there existu > 0 ando > 0 such that allzy € dom(p o H) and all corresponding locally
AC solutionsz(-) with initial conditionz(0) = z, satisfy

lz(@®)]l < llzolle™" (53)
forallt € R..

O

Two observations regarding this definition are in orderstFaf all, note that the “deadlock free” condition
states that the closed-loop systdml (52) is not a trivialedesop system without trajectories for the initial states
of interest. Secondly, this definition does not necessardlyyde uniqueness of solutions given an initial condition
but merely existence, although certain uniqueness piiegestll be proven below. Moreover, the restriction to
locally AC solutions of[[BR) in Definitiofl3 (instead of forstance, locally pAC solutions) is natural as there are
no external inputs if{%2), which may cause discontinuitiegbe state trajectory.

In an analogous manner as in the proofs of Lerfima 2 and Thddréve fbllowing result can be obtained.

Theorem 6 Consider the systerf&d) with 0 € p(0) and p(-) being maximal monotone. Assume tiat+
BM, G, H) is strictly passive and: has full column rank. Then the systdBd) has a unique locally AC solution
for eachz(0) = zg € dom(p o H) and the system is globally exponentially stable in the sehBefinition[3. O

5.2 Separation principle: dynamic output feedback

Let us consider the systefn{13) and the extended obs€nferA&&roven in sectiof’4]l.2 the observer recovers
the state exponentially. Insertingt) = Mi(t) in the dynamicd(Q13) an@{IL8), yields

Gl = (0™ ) () (6 ) )
=it =G

() = () ()
He

(2) e otetor 200 540

where¢ : R' x R — IR?, with (b 2z, 8) (Z ) In the following we denoté(t) = (”Z((:D ,(t)

Z(t) = Ha&(t). Thusw(t) € ¢(z(t)). The closed-loop system can then be rewritten as the DI

I
RS
SIS
—~
~
S—
~__

—E£(t) + Aab(t) € Gad(Hal(t)). (55)
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In order to analyze the stability and the well-posedneshiefdosed-loop system, one can follow a direct
approach by trying to desigh’, L and M simultaneously such that the triplel.;, G.;, H.) as in [&4) is strictly
passive. In this case one could rely on Theok&ém 6 to show thsed-loop system is well-posed and is globally
exponentially stable. The more interesting case is to finhons in which aeparation principléholds, as this
has the advantage that the observer and the state feedhaadagabe designed independently and possibly with
less conservative conditions as strict passivity of theralelosed-loop system. In the current setting we are
interested in the following separation principle.

Problem 2 Given

» awell-posed observer based on strict passivitiyof LC, G, H— K C) that recovers the state exponentially,
and

- a state feedback as &) resulting in a globally exponentially stable closed-logstem(@&a) by rendering
(A+ BM, G, H) strictly passive as in Theorelth 6.

Establish global exponential stability of the closed-leypten{td)in the sense of Definitidd 3 (included deadlock
freeness). O

5.2.1 Closed-loop stability

The stability can be obtained on the general level, once #leposedness of the closed-logpl(54) is established.
This is evidenced by the following result.

Theorem 7 Consider the systeif@4) and assume thatd + BM,G, H) and (A — LC,G, H — KC) are both
strictly passive and has full column rank. Lel € p(0). Moreover, we assume that the system has for each initial
state(zg ,eg )" € dom¢ o H,) a locally AC solution orj0, o). Then the closed-loop systef) is globally
exponentially stable. O

Proof: Since(A+ BM, G, H) is strictly passive, there exist symmetric matriégs- 0 and@,. > 0 such thatl(b)
holds. Similarly, forlA — LC, G, H — KC') one can find symmetric matricés = 0 andQ@. > 0. The proof will
now be based on finding@> 0 such thal/s(z,e) = 2" P,z + Be ' P.e is a Lyapunov function fol{34) for some
3> 0. Note that thgx T, e ) T-part is locally AC and hence, almost everywhere differsit. As consequence,
we can differentiatdz along each such solution trajectory leading to (we omit tygethdence ohfor brevity)

Vs(z,e) =22 (A+ BM)"Poa —2¢" M BT Pox — 2w G Pox 4 28" P.((A — LC)e — 26G(w — 1))
< —2"Qux—2¢"M " B"Pox — 2w Hx — e’ Qee — 20e' (H — KC) " (w — ) (56)
< —xTQzI —2¢"M"BTPx — ﬂeTQee
almost everywhere withy , w satisfyw € p(Hz) andw € p(Hx + (KC — H)e). Note that in the second step we

used the matrix inequalitf{ba) and the equaliijl (5b). Inlts¢ step we used monotonicity pf-) twice and the
fact that0 € p(0). SinceP, - 0 andP, > 0, we can bound’z(x, e) further as

-
¥ota. 0 < —alel? = pstel® + et = (2}) - (, 53) (jl)

for a = Apmin(Qz) > 0,5 = Anin(Qe) > 0 and somey > 0 dependingod/ " B" P,. To havel/; as a Lyapunov
function for somes > 0, it suffices to find & > 0 such that the matrix

a =7 2x2
€eRR
(—7 ps )
is positive definite. Since the matrix is symmetric, only ksading principal minorsy anda3§ — +2 have to be

positive definite. For any sufficiently large, this is achieved and the correspondipngs a Lyapunov function
showing the global exponential stability of the closedpeystem[(54). O
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5.2.2 Closed-loop well-posedness

As was the case for the extensions to the observer desigitsrésfuRemarkb), the proof of well-posedness, or at
least the existence of solutions to the closed-loop sydigIngdiven appropriate initial conditions is more difficult
than the stability proof.

We will consider here the case where we takg = N(.S;-) for a polyhedral sef of the form [I2) with the
matrix N = 0, and where we take the basic obsendgr£ 0). Hencep(-) is time-independent. We aim now at
proving well-posedness via the reasoning as adopted iiosggil) and thus using the existence of a symmetric and
positive definite matrixS such thatSG,; = H_,. Using strict passivity ofA + BM, G, H) and(A — LC, G, H),
we obtain the existence of a positive definite and symmetatrimiP (either equal taP, or P.) with PG = H .

By straightforward calculations it is easy to see that

2P —-P
-P P

) G = HJ. (57)

—p

As P is positive definite and symmetric, we can use the reasoniagdtiorz3¥ together with Theorin 7 to obtain
the following result.

Theorem 8 Let the two tripleS A + BM, G, H) and(A — LC, G, H) be strictly passive and let(-) = N(S;-)
with S of the form(I3) with the matrix’V = 0. Then the closed-loop system[inl(54) with= 0 (basic observer)
has a unique locally AC solution df, +oo) for each(x] ,ed )" with H.;(z] ,e) ) € dom(¢). In addition, &4)
is globally exponential stable. O

It is important to remark that Theordth 8 proves a separatiimeiple for the case withi{ = 0 and a normal
cone in the feedback loop. For the extended obsetivey(0), we will provide a separation principle in the next
section.

5.3 Time-dependent multifunctions

The case of time-dependent multifunctions given by normaks to time-dependent seié-) may be split into
two subcases:

(i) when the multifunction does not depend on the inpu} but on some exogenous signal, and
(i) when it depends explicitly on(-), i.e. S(t) = S(u(t)).

In the first case, a similar analysis as in the previous seefpplies, provided the mappings- S(¢) have suitable
properties (like convexity for each). Case (i) is encountered for instancenl(21) whens 0. From [I5) and
(@3) the closed-loop system then is

{ —i(t) + Ax(t) + BMi(t) € GN(S(Mi(t)); Hz(t))
(58)

—&(t) + (A — LC + BM)a(t) + LCx(t) € GN(S(Ma(t)): (H — KC)i(t) + KCx(t)).

Itis apparent from[{38) that the study of c4ig departs significantly from what has been done above, because
the inclusion in[(EB) is a state-dependent perturbed swggpiocess that does not fit within any of the inclusions
of sectiol’ZB. To the best of our knowledge, there is no tesukxistence of solutions for this type of state-
dependent sweeping processes in the literature. Ourig&ttoh problem therefore opens the analysis of a novel
class of Dls that require extensions [ofl[52].

However, for the particular case of linear complementaystems, as discussed in secfian 3.4, we can derive a
complete separation principle using dedicated resultsdorplementarity systems (see also Rerihrk 5). Below, we
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will prove that the strict passivity conditions @t + BM, G, H) and(A — LC, G, H — K C) suffice to guarantee
a global exponentially stable closed-loop system (inclgdieadlock freeness), that is now given by

(£) = (0) v (2)
& (& w
z x
(£) = () e
0< (?’)L(f) > 0.
w z
Theorem 9 Consider the closed-loop linear complementarity sys@H8) and suppose that the triplegd +

BM,G,H) and (A — LC,G, H — KC) are strictly passive and has full column rank. Then the systdB3)
allows locally AC solutiofson [0, 00) for any (z( el )T with Hy(z),el)T > 0. In addition, the system is

globally exponentially stable. O

Proof It can be verified that the matridd = HuGo — ( G 0 e IR**?"is a so-called P-
T el KCG (H-KC)G

matrix [25, Def. 3.3.1] meaning that all its principal midbeare positive. To show this, note first th&tG and

(H — KC)G are symmetric and positive definite. Now we Usé [25, Theor@wBthat states that a matrix is a
P-matrix if and only if all real eigenvalues @1 and its principal submatrices are positive. Take {1,...,2[}
and partition the index sef in two setsJ; C {1,...,l1} andJo C {I +1,...,2l} with J; U J, = J. Let
Jo € {1,...,1} be the index set-l + Jo := {i | i = j — [ forsomej € Jo}. Letv = (v ,v5 )" # 0 be an
eigenvector ofM ;s for the real eigenvalug, i.e. M ; ;v = Av. This can be equivalently written as

Hjy oGoy, 0 v\ (V1

(HJ2.CG.J1 (HJ2. — KJ2.C)G.J2) (1)2) = (UQ) ’ (60)
where we adopted for an arbitrary matf ¢ IR™*™ the notation\V;, := (Nij)icsjeq1,...m} (Submatrix
of N that selects rows corresponding to indices/inandNe s := (Nij)ic(1,....m},jcs, (S€lECts columns id).
Equation[BD) yields thall ;, e Ge.;,v1 = Av1. SinceH j,4G, s, is a principal submatrix off G, which is positive
definite and symmetridi ;, G. s, is also positive definite and symmetric and consequentyyphdy positive real
eigenvalues. Hence, when # 0, we obtain\ > 0. In casev; # 0, it follows thatv, cannot be equal to zero
as otherwise» would be zero. Equatiol.{50) together with = 0 yields that(H j,e — K j,6C)Ges,v2 = Avs.
Since(H j,e — K 1,6C)G.y, is positive definite and symmetric as it is a principal subiraif (H — KC)G,
it follows that also in this cas& must be positive. Hence, the matti is a P-matrix and the well-posedness
conditions given in[[4I0] apply. Under the conditions that flist non-zero Markov parametért = H.,G.; is a
P-matrix (in the terminology of120]), local existence of @gewise Bohl function (se€40] for more details) is
guaranteed and this solution is locally AC (as state jumpsbeaexcluded). Using now the continuation proof of
[38, Theorem VI1.2], it can be shown that this locally AC sidm can be extended to be a global solutiorj@m)
and thus global existence of locally AC solutions is guagadt Due to Theorel 7, global exponential stability to
(&9) follows and the proof is complete. O

6 Numerical example

Let us illustrate the foregoing developments on a linearglementarity system as ii{21) with the following data

0.1 0.1 ~1 1
A‘(o.?) 0.1)’ G_< 1 ) B_<2>’

2Moreover, the solutions are unique within the class of dtedagiecewise Bohl functions, s€e40] for more details.
3The principal minors ofM are given by the determinants of its principal submatriges; ; := (Mij)ics,jes for subsets] C
{1,...,2l}.
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H=(-11),Cc=(2 2), E=1, F=0.

We will use the basic observdr{17) with the gdin= as this render$A — LC, G, H) strictly

0.1

passive. Indeed, the LMI il.{BO) with" = 0 is satisfied withP = I, the identity matrix, sinced — LC =
_Ooil :81 and thus A — LC) + (A - LC)T = _8'2 _8 5 | <0. Moreover,G'" P = H. Based

on Theorenflb this implies that the basic obserlzel (19) rasabe state exponentially for all locally pAC input
signalsu(-) and all relevant initial conditions.

To illustrate the functioning of the observer, we will prassimulations for the observed LCS and the observer
using the initial data are; (0) = 10, 22(0) = 0, Z1(0) = 0, #2(0) = 0 and the input signal

0 fort e [0,1)
u(t) =< 5.2 45(1—27t1(3—-2"")) forte[3—2""F3-2"") 0<n<N,
f(t) fort >3 —27N

whereN is a finite integer, and
0 forte[3-—27N3)
ft)y=¢ 5 forte[3+2n,4+2n), n>0

-5 forte[442n,5+2n), n>0

It is noteworthy that this function(-) is locally pAC for anyN < +oo, which is allowed in our theoretical
framework irrespective how larg® is. In the simulations below we have chos&h= 100. Note also that
discontinuities remain persistently present in the inpuiction«(-) when timet progresses to infinity (see also
figure[d). To compute the pAC solutions to both the plant aredtiserver (which are guaranteed to exist) we have
used the &oNosplatfornt] [3]. In particular, we used a numerical integration routirased on Moreau'’s time-
stepping algorithni]1]. A proof of convergence of this nuicarscheme applied to perturbed sweeping processes
with RCBV inputs (hence, including pAC inputs as considérerk) can be found i [30].

In figure[d we plotted next to the input functiar{-) also the plant states,; (-) andxzz(-) and the observer
statesi; (-) andiz(+). It can be seen, as guaranteed by the above theory, thatiimatesz, (-) recover the states
x;(+), i = 1,2 of the plant exponentially, even though jumps in both thepdad observer states are present. This
can even be better seen in figlite 5 in which we plotted the wbserrorse;(-) = x;(-) — 2;(-), ¢ = 1,2, which
converge exponentially to zero. Note also the jumps thatioicce; (-), « = 1, 2. Hence, these simulation results
demonstrate the convergence of the observation error 60 @een though the input keeps on jumping persistently.

7 Conclusions

In this paper we presented the observer design for a classltifaiued systems consisting of Lur’e type systems
with either a maximally monotone multivalued mapping or amal cone to possibly time-dependent convex or
r—prox-regular sets in the feedback path. As the considesss af systems is nonsmooth and multivalued, the
existing literature on nonlinear observer design does pjoliyeto this setting. We proposed two observer structures
(the basic and the extended observer) and we carefully eeghtihe existence and uniqueness of solutions given
an initial condition and input function (well-posednesa3, this is not a priori guaranteed. The well-posedness
requirements has consequences on the type of multivalssehsg that may be observed and the observer structures
that can be used. The observer design is constructive imenatuit is based on rendering the linear part of the
observation error dynamics strictly passive by choosing@priate observer gains. Under the natural assumption

“4http://siconos.gforge.inria.fr/
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that the observed system has a solution, when the controf bgdongs to a certain admissible class, it is shown

that there exists a unique solution for the estimated staie that the observer recovers the state of the original
system exponentially. Particularly interesting is thasth observers also work in case the multivalued system
exhibits jumps (discontinuities) in its state variablebe3e type of results are rare in the literature.

Next to the observer design, we also consider the problenesijding output-based certainty equivalence
controllers in which the estimated state by the observesé&lun a state feedback law. We showed that once
an observer and a state feedback can be designed by the presexditlined in this paper, it is not difficult to
prove global exponential stability of the closed-loop sysiprovided that the closed-loop systems allows solutions
(absence of deadlock). The question of well-posedneswéorthe existence of solutions) turns out to be a much
harder problem. Nevertheless, in case of the basic obsandea class of differential inclusions with normal cones
we can prove a complete separation principle. In additionJihear complementarity systems we could even
formulate a separation principle using the extended oleserv

Future work will involve an investigation of other classdsmultivalued systems for which observers can be
constructed and stabilizing output-based controllershmdesigned. It is expected that the current work paves
the way to observer design for inclusions with nonlinearteetield, and possibly complementarity Lagrangian
systems that can be embedded into second order Moreau'pisiggarocess. Also the work on stabilization
identified a class of new differential inclusions (sweepjmgcesses with sets varying as a function of the state
variable), that have not been considered in the mathenhhterature before. As such, this paper also formulates
open problems for this branch of mathematics.

A Appendix
Let us first state a technical lemma that is central in the-pefiedness proofs.

Lemma 7 [65, p.760]LetS = {z € R" | Az—be Cy,z € CytandS’ ={z € R" | Az—V € C1,z € Ca}

be two given sets with a matrix andb andb’ vectors of appropriate dimensions aég and C>; non-empty closed
convex sets, wheré, = {z | Dz > 0} for some matrixD. If S and.S’ are non-empty sets, there exists a constant
¢ depending o and D such that hausS, S”) < §||D||||b — V|| O

Let us now provide a sketch of the proof of Theorgm 3, whicH &l based on Theorel 2 in casg) is
locally AC and on[[3D, Theorem 3.1] arld[17, Theorem 3.3] iseed-) is locally RCBV. The locally pAC result
follows by combining these results. The first step is to cahtiee property ofu(-) in {I3) being locally AC or
locally RCBV, with the property of the multivalued mapping- S(t) with S(¢) as in [I2). Using Lemmad 7 we
may identify M with A, Nu 4+ F with —b, andCy, = {z | z > 0}, while C; = IR". Then we have that

haug5(t), S(7)) < [Ju(t) — u(7)]], (61)

wherey is a constant depending dd andN. Thus ifu(-) is locally AC (resp. locally RCBV)S(-) is locally AC
(resp. locally RCBYV). In case of locally A@(-) we rely on Theorerl2 to prove the well-posedness. To show that
the hypothesis of Theorefih 2 is true, observe that the veedar fi¢, ) = Az + Bu(t) is Lipschitz continuous
w.r.t. z and that it satisfies a linear growth condition, which arénbmiiviously true due to the linearity properties
of f(-,-)). Indeed, setting?(t) = max(||Bu(t)||, ||A||) fulfills the second condition of Theorelh 2. Hence, we
conclude that in the locally AC case, Theorldm 3 follows froned@renP. In the locally RCBV case, the existence
of locally RCBV solutions follows from[[30, Theorem 3.1]. &uniqueness can be shown in a way similar to the
proof of [17, Theorem 3.3].

The existence of locally pAC solutions in case of locally piputsu(-) follows from the locally AC case.
Indeed, consider the inpuf-) on a compactintervdl = [ty, T'] C [0, 4+o00) with ¢y < T'. Then there exists a finite
setoftimes{t;}i—o1,.. v Withty < 1 < ... <ty =T suchthawu(-)is AConlt;, ti+1). Asxz(to) = xo € S(to)
andu(-) is AC on[to, t1) we can apply the existence result for the locally AC caseclvprovides an AC solution
x(-) on[tg, t1). Asu(-) may jump at;, we apply the jump characterization [D110) giveft;, ) andS(¢;), which,
providesz(t]) € S(t]). The convexity ofS(¢]") guarantees that this projection is well defined. This coietion
can be continued for each interjal, ¢;,1) fori = 1,..., N — 1 providing a pAC solution:(-) on . As I was
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arbitrary, this construction leads to a locally pAC soluatic(-) to the DI [T) on[0, +oc0). As z(-) is also locally
RCBYV, the uniqueness proven for the case of locally RCBV iggpiow to show the uniqueness within the class
of locally pAC functions as well.
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