N

N

A dG method for the Stokes equations related to
nonconforming approximations

Roland Becker, Daniela Capatina, Julie Joie

» To cite this version:

Roland Becker, Daniela Capatina, Julie Joie. A dG method for the Stokes equations related to
nonconforming approximations. [Research Report] 2009, pp.34. inria-00380772v3

HAL 1d: inria-00380772
https://inria.hal.science/inria-00380772v3
Submitted on 30 Jul 2009

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://inria.hal.science/inria-00380772v3
https://hal.archives-ouvertes.fr

A DG METHOD FOR THE STOKES EQUATIONS RELATED TO
NONCONFORMING APPROXIMATIONS

ROLAND BECKER, DANIELA CAPATINA, JULIE JOIE

ABsTRACT. We study a discontinuous Galerkin method for the Stokes equations with a new stabi-
lization of the viscous term. On the one hand, it allows us to recover, as the stabilization parameter
tends towards infinity, some stable and well-known nonconforming approximations of the Stokes
problem. On the other hand, we can easily define an a posteriori error indicator, based on the re-
construction of a locally conservative H (div)-tensor. An a priori error analysis is also carried out,
yielding optimal convergence rates. Numerical tests illustrating the accuracy and the robustness of
the scheme are presented.

1. INTRODUCTION

There is a large interest in discontinuous Galerkin finite element methods (dG) and the literature
became quite impressive, that it would be impossible to mention here all the contributions. For a
unified presentation of several existing dG methods for elliptic problems, we refer to [2].

Our approach for the Stokes equations follows the symmetric interior penalty method for elliptic
problems of [1], which ensures well-posedness of the discrete formulation and optimal-order error
estimates. It has been extended to the Stokes and Navier-Stokes equations by Girault, Riviére and
Wheeler [17]. The velocity is looked for in P} and the pressure belongs to Py_1, with 1 < k < 3.
The employed stabilization term is a penalization of the jumps of the velocities across the edges,
penalizing the nonconformity of the discrete solution. Instead, we propose to penalize the L?-
projection on Py_; of the jumps, following a similar idea of Hansbo and Larson [19] for the elasticity
problem. This approach presents two main advantages.

First, we prove that the solution of the dG formulation tends, as the stabilization parameter
goes to infinity, towards the solution of the Py x P;_; nonconforming approximation of the Stokes
problem, which is known to be stable for 1 < k£ < 3. Moreover, the inf-sup constant with respect
to the energy norm of our method is independent of v whereas that of [17] is O(1/,/¥). Therefore,
contrarily to [17], our method is robust for large stabilization parameters; this phenomenon is
highlighted by numerical experiments. Note that we limit ourselves to the case k < 3, since for
k > 4 it is known (cf. [27] ) that P x P,glisf is a stable pair of spaces for the Stokes problem,
provided that special mesh constructions are avoided.

Second, our choice of the stabilization allows us to construct a locally conservative vector approx-
imation in the Raviart-Thomas space RT)_1, which is further used to define a simple a posteriori
error estimator for the proposed numerical scheme. This feature is new as regards the dG approxi-
mations of the Stokes problem, though it has been previously mentioned by Kim [21] for the Laplace
operator. Moreover, in the case k = 1 we show that the a posteriori dG error indicator tends, as
v — 00, towards the error indicator for the nonconforming Crouzeix-Raviart approximation of the
Stokes equations. Recent works on the H(div) flux reconstruction in view of a posteriori analysis
include [23] for mixed finite element methods and [13] for dG approximation of elliptic equations;
note that in the latter, the reconstructed flux belongs to a larger space than ours, that is RT}.

We also discuss in this paper another variational formulation of the Stokes problem, written
in terms of the strain rate tensor instead of the gradient of the velocity. The main advantage is
the equivalence between its dG version and a three-fields formulation, allowing to recover the stress
tensor in an obvious way. One may then be able to generalize it to non-Newtonian fluids or to impose
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other boundary conditions related to the normal stress. In order to retrieve a discrete Korn’s type
inequality for discontinuous velocities (cf. [6] or [24]), we consider an additional stabilization term in
the case k = 1. The dG method thus obtained seems to be new, and can be easily generalized to more
complex constitutive laws involving nonlinear and/or convective terms. Another velocity-pressure-
stress formulations of the stationary Stokes equations is considered in [14], where an augmented
mixed finite element method is studied. We show that the proposed discretizations are well-posed
and yield optimal convergence rates, which are confirmed by numerical experiments.

Let us also cite a different approach for the discontinuous Galerkin approximation of the Stokes
and Navier-Stokes equations, developed by Bassi and Rebay [4], [3] and Cockburn et al. [9], [8].
They all introduce the gradient of the velocity as a third variable but they discretize it by means
of different numerical fluxes. The link between the stabilization of [4], the usual one (cf. [1]) and
ours will be discussed in Section 3.

A possible extension of this work consists in considering the instationary Stokes equations and de-
veloping a space-time dG algorithm. In [28], such an algorithm is proposed for the time-dependent
Oseen equations, by using anisotropic Sobolev spaces on the space-time domain. Their dG dis-
cretization of the viscous term is different from ours and uses the approach of [3], based on the
introduction of an artificial flux. One could then apply the dG time discretization of [28] together
with our space discretization. Two other extensions, to more general boundary conditions and to
the Navier-Stokes equations, are briefly discussed in this article.

The outline of the paper is as follows. The model problem and three equivalent variational
formulations are introduced in Section 2 and Section 3, respectively. Section 4 is devoted to the
description of the numerical approximation, while in Section 5 we establish the well-posedness
of the discrete problems. In Section 6, the relationship between our dG method and some well-
known nonconforming approximations of the Stokes problem is discussed. Section 7 is devoted
to the derivation of optimal a priori error bounds. Next, a simple a posteriori error indicator is
introduced and its efficiency and reliability are proved in Section 8. Finally, some extensions are
discussed in Section 9 and numerical tests are presented in the last section.

2. NOTATIONS AND PROBLEM SETTING

We agree to write the vectors in bold letters and the second-order tensors in underlined letters,

T = (Tij)1<i,j<2 ; the product of two tensors will be denoted by :
T:0 =Tij045-

For a given Hilbert space V, we put V = {v = (v1,v2); v; € V, 1 <i <2} =V x V|, respectively
V ={r=(mj); i €V, 1<4,7 <2} . We employ in this paper the summation convention of
Einstein and we denote by the letter ¢ any positive constant independent of the discretization
parameter h. For any k € N, we denote by P, the space of polynomials on R? of total degree < k.

In what follows, 2 denotes a Lipschitz domain of R2. We use classical notations : H™() is the
Sobolev space of order m € N, ||+ [0 and |-|,,,  are its usual Hilbert norm, respectively semi-norm.

We are interested in the stationary Stokes equations, which describe the steady flow of an incom-

pressible Newtonian fluid at low Reynolds numbers. The governing equations are : the momentum
conservation law

~V-(z—pl)=f,
the mass conservation law
V-u=0
and the constitutive law of a Newtonian fluid
7 =2uD(u).

For the sake of simplicity, we consider a Dirichlet boundary condition

u=g ondf.
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Here above, T denotes the viscous stress tensor, p the pressure, u the fluid’s viscosity (supposed
to be constant) and D(wu) the deformation tensor, given by

1
D(w) = § (Vu+ (Yu))
with w the fluid’s velocity. The data of the problem are f € L*(Q) and g € HY?(0%).

3. THREE EQUIVALENT VARIATIONAL FORMULATIONS

In what follows, we shall consider three mixed variational formulations of the previous boundary
value problem, in view of the numerical approximation. For this purpose, let u, € H'(Q) be a

continuous lifting of the boundary data g € H'/2(89), such that :
uy=gon0Q and Juyll, g < cllglh 00

First, we consider the classical velocity-pressure formulation, obtained by substituting 7. The
boundary value problem can then be written as follows :

—pAu+Vp = inQ
V-u =0 in )
u =g on 02

and its variational formulation is :

(u,p) € (ug + H'(Q)) x L§(Q)
(1) a(u,v) + b(p,v) =Il(v) Yve H}Q)
b(q,u) =0 Vg € LE(),

where the bilinear and the linear forms are defined by

a(w,v) = u/Vu:V’udm,
Q

b<p7v) = —/pV"l)dJZ’,
Q

l(v) = / f-vdz.
Q
Second, we use that Au = 2divD(u) and we get the following formulation :

(u,p) € (uy, + H'(Q)) x LE(Q)
(2) c(u,v) + b(p,v) =1(v) Yve HyQ)
b(q,u) =0 Vg € L3(Q)

with
c(u,v) = 2,u/QD(u) : D(v)dz.

We have used that the product between a symmetric and an anti-symmetric tensor vanishes, i.e.
/D(u) : Vodr = / D(u) : D(v)dz.
Q Q

Finally, we consider a three-fields formulation in the unknowns (7, u,p) :

—divt+Vp = f in Q
V-u = 0 in Q
T—2uD(u) = 0 in Q

u = g on 0.



Its weak form is given by

(u,p,7) € (uy + H'(Q)) x L3(Q) x X

(3) b(p, v) + d(z, v) =1(v) Yove H)Q)
b(g,u) = Vg € L23(Q)
d(0,u) —e(0,1) =0 Vo € X,
where

and where
X = {0=(0ij)i<ij<o;0ij = 0ji, 0ij € La(2), 4,5 = 1,2}.
Note that the symmetry of the stress tensor is strongly imposed in the definition of the space X.

The proofs of the well-posedness of each of these mixed formulations are well known. We refer
for instance to [16] for the first two formulations, whereas the formulation (3) is equivalent to (2).
Indeed, if (u,p) is the unique solution of (2) then (w,p,2uD(wu)) satisfies (3), which shows the
existence of a solution for (3); reciprocally, if (u,p,7) is a solution of (3) then (u,p) satisfies (2)
and 7 = 2uD(wu), which ensures the uniqueness.

The three-fields formulation is useful in order to compute the flow of non-Newtonian fluids, which
is our further goal. Indeed, when considering such fluids one cannot eliminate the stress tensor by
means of the corresponding constitutive law, and hence one deals with formulations of at least three
unknowns. Nevertheless, the numerical approximation which will be further introduced allows us
to show the equivalence between the discrete versions of (3) and (2). This, in our opinion, justifies
the interest of the two-fields formulation (2).

Another justification is related to boundary conditions of Neumann’s type : in (1), one has
to impose (Vu)n on the boundary whereas in (2), one has to prescribe D(u)n (i.e., 7n in the
Newtonian case) which is more meaningful from a physical point of view.

4. DISCRETIZATION BY MEANS OF DG METHODS

4.1. Preliminary notations and results. From now on, we assume that €2 is a polygonal domain.
Let (71,)n>0 be a regular family of triangulations of  consisting of triangles : Q = U T. We agree
TeT,
to denote by &7}'{“5 the set of internal edges of 73, by 52 the set of edges situated on the boundary
0 and by ¢y, the set of all edges of T, e = eﬁlm U 52. As usually, let hp be the diameter of the
triangle T" and let A = max hr.
TeT,

On every edge e belonging to €™, such that {e} = 9Ty N 9T, we define once for all the unit
normal mn, oriented from 77 towards T5. Then, for a given function ¢, we define the average and
the jump across the edge e as follows :

] = ¢om — v,
1
{90} = 5 ((p/T1 + 90/T2) :

If e is situated on the boundary 92, we agree to take as n. the outward unit normal n; in this case,
the jump and the average of ¢ are equal to the trace of ¢ on e.

We agree to denote the L?(e)-orthogonal projection of a given function ¢ € L?(e) on the poly-
nomial space Py (k € N) by mxp.



In what follows, we take k = 1, 2 or 3 and we introduce the finite dimensional spaces :
Vi = {on e L*(Q); (vn))r € Py, VT € Th},

Qn = {an € L3(Q); (an);r € Poo1, YT € Tp},
Xp = {Qh € X; (0h)/r € Py, VTE'E}.

Let us next recall some approximation results for the spaces V), and Q) (see also [17]). For
each k = 1, 2, 3, it is known that there exist two interpolation operators i, € L(L3(2); Q) and
I, € L(H'(Q); V) such that, for any T € 7, and any e € &5, one has :

(4) / r(ing —q)dz = 0, Vr€ P, Vg€ L§(Q)
T
and

/TV'(Ihv—v)dac = 0, Vre€ Py, Yoe H(Q)
T

(5) /7’ . [Ih'v]ds = 0, VrePp_q, Vve H%(Q)
€
Moreover, for s € [0, k] the following interpolation estimates hold :
Vg € Lj(Q) N H*(Q), lg = inallor < Ch7lalsr
(6) Vo e HQ),  |v—Lwlir < Chiloliia,

where Arp is a suitable macro-element containing 7. The case k = 1 follows from [11] (with Ap = T),
k =2 from [15] and k£ = 3 from [10].

Let us now introduce a bilinear form on (H(Q) 4+ V) x (H'(Q) + V'},) representing our new
stabilization term :

1
(7) J(uw,v) =p» el / [7p_1u] - [mp_1v]ds.
ecep € €
Note that J(u,v) = 0 for any u € H().
Finally, let | - |1, denote the H'- broken semi-norm, defined as follows :
1/2
o= D IVeller ] . Yoe H(Q)+Vy
TeTy

and let us also introduce the following semi-norm on H(Q) + V:

1/2
lolll = (ulof?2,, + 77 (v, )"

where v > 0 is a stabilization parameter. Then we can prove :
Lemma 4.1. The application v —||| v ||| is a norm on Vy,.

Proof. Let v € V', such that |v|;, = J(v,v) = 0. On the one hand, it follows that v is piecewise
constant on every triangle T' € 73, and on the other hand, one gets that [m;_1v] = 0 on every edge
e€ep (k=1, 2, 3). The last assertion translates into :

/[v] -rds = /[ﬂ'klv] -rds =0, Vr e Pj_;and Ve € ¢,.

Hence, v is continuous, respectively zero at the & Gauss points of any edge e € aﬁl”t, respectively

e € 52. Together with the property v piecewise constant, it implies that v = 0 on ), which

concludes the proof.
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4.2. First two-fields formulation. We consider the next discrete dG formulation of (1), where
Nitsche’s method (cf. [25]) is employed in order to treat the nonhomogeneous boundary condition :

(un,pn) € Vi X Qp
(8) ah(uh,vh) + bh(ph,vh) = lh(vh) Yo, € Vi,
br(qn, un) =gn(an) Van € Qn.

The bilinear, respectively linear forms are defined as follows :
an(-) = Ao()+ Ai(-) +J(,)

Ao(up,vp) = MZ/VUh Yu,dx
TeTy,

Ar(un,on) = —p Yy </{ZZZ}‘[Uh]dSﬂL/e{gZZ}‘[uh]dS)

eceyp

bh(qh,vh) = - Z /qhv 'vhdx—i-Z/{qh} Up ne

TeT, ecep

In(vn) = Z/f Uhdﬁf—MZ/a

gnlan) = Z/qhg-neds.

| ’/Wklg'ﬂklvhds
(&

The first part of A;(-,-) comes from the integration by part of —Aw, whereas the last part is added
in order to obtain a symmetric form a(-, ).

n [17], the authors study a different discontinuous Galerkin method for the Stokes and Navier-
Stokes equations, where the stabilization term is given by :

J* (up, vp) ,uz |/uh [vp]d

ecep

We shall prove in what follows that, contrarily to the dG method of [17], ours is robust with respect
to the stabilization parameter, i.e. the solution of (8) tends, as v tends to infinity, towards the
unique solution of the Stokes problem discretized by Py x P;_1 nonconforming finite elements, for
all k =1, 2, 3. Moreover, we can compute the corresponding edge integrals by a lower degree
Gauss formula than in [17]. Finally, our choice of the stabilization allows us to construct a locally
congervative vector approximation in the Raviart-Thomas space, which is further used to define a
simple a posteriori error indicator for the dG method.

Another stabilization term [, R([up]) - R([vs])da was proposed by Bassi and Rebay in [4], where
R is a lifting of the jumps across the edges in Pgisc. In order to improve the computational efficiency
and memory use, they replace the contributions from the global lifting operator R with a local lifting
operator R., defined by

Z / ) vpdr = /w Awvp}ds, Vo, € Pse,
K>De €
So finally the stabilization term is approximated by

T (wp,vp) =Y ZW/ ([un]) - Re([vp])dex.

ecer KDe
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By means of a simple computation, one can notice that for k = 1, one actually has that Re(w) /. =

le]

“— (mw + mow) which gives :

K]
/K Rol(wn) - Re(foil)dr = 5 / fun] - Rel[wn))ds
= 2"6[‘(| e[Uh] - [vp)ds + 4“6[‘(’ e[ﬂouh] - [movpds.

In conclusion, by choosing yx = v one gets on regular meshes that J#(-,-) = J*(-,-) + J(-,-). If
we change the definition of the lifting operator and we look for it in Pj_; instead of Py, then it

follows for k = 1 that Re(w),. = 2|’§’(|

mow and therefore J#(-,-) = J(-,-), since

le]

/[(Re([uh}) - Re([vp))dx = 1K /6[7r0uh] - [wovp)ds.

Similar computations could be carried out for k = 2 or 3, allowing to express J #(-, -) in terms of
J*(v ) and J(7 )

4.3. Second two-fields formulation. We consider the following discrete version of (2) :

(Un, Pn) € Vi x Qn
(9) Ch(Uh,Uh) + bh(Ph, ’Uh) = fh('vh) V’Uh € Vh
by (qn, Un) =gn(qn) Van € Qn
where :

Ch('a') = CO("')+Cl("')+7‘]("')+71J1('7')
Co(up,vp) = QMZ/TD(uh):D(vh)d:E

TeT,
Crunon) = 203 ([ Dtwn) - foidds+ [ (Dwn) - lurlds)
Ji(up,vp) = Z ‘;/[Wl(uh.ne)][ﬂ'l(vh-ne)]ds

frlon) = T;héf.vhdx—Zu%%L(D(vh)ne).gds

1
+py Z T [ Tk-19 - T_1vpdS
ec ) ‘e| e

and where 7 > 0 and y; > 0 are now two stabilization parameters (which can be chosen independent
of h). A second stabilization term Ji(-,-) is added in order to retrieve the coercivity of the bilinear
form ¢y (+, ), thanks to a discrete Korn’s type inequality.

In view of the analysis of (9), we introduce the following semi-norm on H*(Q) + V7, :

1/2

[w] = [ 20 > ID@)[§ 1+ 77 (v, 0) + 71.J1(v,v)
TET,

and we show the next result :

Lemma 4.2. The application v — [[v]] is a norm on V,, for all k=1, 2, 3.
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Proof. Let [[v]] = 0. Then [7;_1v] = 0 on every edge e € ¢, [71v - 1] = 0 on every internal
edge e € i and D(v) = 0 on every triangle T' € 7;,. The last relation implies that v is a rigid
motion on every triangle T' € 7;, (i.e. v = ar + brx’ with ar € R?, by € R and ' = (z9, —11) ),
S0 v is piecewise linear.

For k = 2 or 3, it follows that 7;_1v = v and therefore we can deduce similarly to the previous
lemma that v is continuous across the edges and null on the boundary. So v € H}() and the
classical Korn inequality implies that v = 0 on Q.

For k = 1, we have that v - n. is continuous across the internal edges but v is continuous only at
the midpoints of the edges. Let us note (cf. [24]) that the tangential trace on a segment of a rigid
motion is a constant (and not a fully linear function) : indeed, (byxt) - t. = bpx - n, is constant
along the edge e of equation « - n, = const. Then we can immediately deduce that v - t. is also
continuous across the internal edges, hence v € H'(Q). So now v = a + bx* on Q with mov = 0
on every boundary edge e € 82 , which implies v = 0.

Remark. For k = 2 or 3, it is not necessary to add the new stabilization term Ji(-,-) in order to
enhance the coercivity of ¢y (-, -) since KerJ C KerJ;. We only add it in order to obtain a unified
presentation of the method for all k.

4.4. Three-fields formulation. We consider the following dG approximation of (3) :

(U;NIP;/L,I;Z) eV XQpxXy

kh(Uh, ’lih) + bh(P}/L» ’Uh) + dh(l;p 'vh) = fh('vh) Vv, € Vi,
bn(an,Up) =gn(qn) Van € Qn

dn (85, U},) - e(QmI;z) =0 Vo, € Xy,

(10)

where
kn(--) = Ci(-) +4J(, ) + ()
hGon) = 3 [ 84 Dlon)de
TeT), T
5. WELL-POSEDNESS OF THE APPROXIMATED PROBLEMS

The aim of this section is to prove the well-posedness of the previous discrete formulations. For
this purpose, we shall apply the Babtiska-Brezzi theorem for the two-fields formulations (8) and
(9), and we shall directly prove the well-posedness of the three-fields formulation (10) by showing
its equivalence with (9). Let us begin by checking the coercivity of the bilinear forms ay(-,-),
respectively cp(+,-) on the discrete kernel Kerpby, as well as the inf-sup condition for by(-,-) with
respect to the norms |||-]||, respectively [[-]].

Lemma 5.1. For ~y large enough, there exists a constant oy > 0 independent of h and p such that
Yo eV, ap(v,v)>a||v]|?.
Proof. One has by definition that
ap(v,v) = v [[I* +41 (v, v)

so one only has to control the term

(11) A(v,0) = -2 /{a‘z’} folds = —2u Y /{;:L’} [ 1v] ds.

ecep ecep



Thanks to the Cauchy-Schwarz inequality, it follows that

90 1|12 1/2 ) 1/2
Ar(v,v) > —2u (Z le] {8n } > <Z @ H["'kl”]”g,e> :
€ 0,e ecey,

ecey,
A classical scaling argument together with the equivalence of norms in finite dimensional spaces
yields, for any polynomial function w, that :

Vel llw

where ¢ is a constant independent of the discretization. Now let e € /™ such that {e} = 9Ty N OTh
with 11, T € Tp,. Obviously,

A, = L

A similar argument holds on a boundary edge e € 82. So by summing upon all edges it follows that

Ai(v,v) > =2¢/pfv]1 x0T (v, v)

0. S cllwlyr

c
0,e < 5(”0’1?1 + |v 17T2>'

and finally,
nw,0) 2 plolt 4 7J(0,0) ~ (it (V2 T(00)).
In conclusion, ap(+, ) is positive definite for v > ¢? so the statement is established.
Lemma 5.2. For v large enough, there exists a constant ag > 0 independent of h and u such that
Yo eV, cp(v,v) > a (]
Proof. The proof is completely similar to the one of Lemma 5.1. Noting that

n(w.0) = [0 = 4u Y [{Dw)n.) - fo]ds,

ecey, €

one immediately gets

1/2
cn(v,v) > [[v])* — 4 (u > el II{D(v)ne}Hg,e> J(v,v).

ecep

Using that
VI I{R@)n o < ¢ (ID®) oz, + 1201, )

on {e} = 0T N IT> finally leads to the desired result, for v sufficiently large.
Let us now focus on the inf-sup condition for by(-,-), with respect to both norms |||-||| and [[-]].

Lemma 5.3. There exists a constant 51 > 0 independent of h, p and v such that :

b
inf sup @Y o P
9€Qnvev,, ldlloo Il vl — i

Proof. The proof is rather classical. With any ¢ € @}, we shall associate w € V, satisfying :
2
bu(g,w) = llqllon and ||| w [[[< cllgllo.q-

For this purpose, we make use of the continuous inf-sup condition for the Stokes problem (see for
instance [16]). So let ¢ € Qp, C L3(Q) and let z € H{(Q) such that :

1zllLe < cllglloo
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Then we put w = I,z € V. By construction, we have according to (5) on every T' € 7;, and every
eEEcep
JraV - Inzde = [ qV - zdx = ||q|[§ o,
JAd} [Tz nelds =0
s0 bp(q, w) = Hq||%Q Next, let us point out that

Tww) = w Y o [l fmgwlds

ecep

1
SN / [ 1w) - [I,2)ds = 0,

eceyp

thanks to (5). Therefore, using the interpolation estimate (6) we get

I w = Vi lInzly ), < ev/ilzly < evillaloa
which finally yields

bn(g:v)  balg,w) lall3 ¢ . P

sup > > > —llalloq-
vevy, oIl = Mwlll — eyillalloe — Vi
Lemma 5.4. There exists a constant B2 > 0 independent of h, p and v such that :

inf sup M > &
9€Qn vevy, llallo [[v]] — i

Proof. We closely follow the proof of Lemma 5.3. With an arbitrary ¢ € Q)p, we associate the
same function w = I'nz € V), as previously and we next prove that

1/2

[w] = | 210 Y ID(w) |37 + 1 (w, w) < ev/ullgllo.g-
TeT),

For k = 2 or 3, one has that J;(w,w) = 0, since J(w,w) = 0. So the result is obvious, since by (6)

ST IDw) Ry < clzlyy, <cllg
TeT,

lo,0-

For k = 1, we still have to bound the term

1
Jiww)=p > Hu[w-nenﬁ,e-

int
€€Eh

This is achieved by combining the following ingredients : the fact that [z-m.] = 0, the trace
inequality on {e} = 011 N 07T5:

1 — ).
N [[(Inz — 2) - ne] 0,e
(12) <c (%HIhz — 2|0 + iHIhz —zllom, + [Inz — 2| 1, + Inz — z|17T2)

and the interpolation properties of the Crouzeix-Raviart operator I,. Thus, we get
2
Ji(w, w) < cplzlyy,
which allows us to conclude.

Remark. Note that the constants 31 and (2 are independent of -, which is not the case when
considering the stabilization term J*(-,-) of [17]. We obtain the same coercivity constant a; as in
[17], but with different energy norms (we shall see in Lemma 7.2 that J*(vp, vp,) < c|||vp]]| on V).
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In order to establish the continuity of the bilinear form ay(-, ), it is sufficient to notice that the
following bounds hold true :

(G} s = w3 [{50} Imolae

ecep eceyp,
1/2
< (uZ!eH|VuhII§,e> J(vn, vn)"?
ecey,
2 1/2 1/2
< (nlwnl?n) " I(onwn) < unlllloalll

Here above, we have applied to ¢ = Vuy the next trace inequality on e C 9T combined with an
inverse inequality :

1 1 c
—= el < el llellor + el ) < 5~ llellor-
Vel hr hr

Similar arguments yield the continuity of ¢ (-, -) :

1/2
Meeza /G{D(Uh)ne} Jop]ds < MT; HQ<uh)IIS,T J(vh,vh)1/2 < [Jun]] [[on]]
and of by (-, )h '
Z {an} o melds = Z {aqn} [Trp—1vh - Me] ds
o eelah e 1/2 1
= B (eezgh el \QhHg,e) J(vn, o) < NG lanllo,r T (vn, vn) 2.

The continuity of the linear forms I,(-), fa(-) and gp(-) follows with the same arguments.
We are now able to state the main results of this section.

Theorem 5.5. For~ sufficiently large, each of the mized problems (8) and (9) has a unique solution.

Proof. According to Lemmas 5.1 and 5.3 for problem (8), respectively Lemmas 5.2 and 5.4 for
(9), the hypotheses of the Babtiska-Brezzi theorem are satisfied (cf. [7]). Therefore, these mixed
variational formulations are well-posed.

Theorem 5.6. For v sufficiently large, problem (10) has a unique solution. Moreover, its solution
is (Up, Pn,2uD(Uy},)) where (Uy, Py,) is the unique solution of (9).

Proof. Tt is obvious that (Uyp, Py, 2uD(U}y)) belongs to Vi, x @ x X, and satisfies the varia-
tional problem (10). Since we are dealing with finite dimensional spaces, this equally ensures the
uniqueness of the solution.

6. ROBUSTNESS WITH RESPECT TO THE STABILIZATION PARAMETER

For the sake of simplicity, we suppose in what follows that g = 0. We study here the behaviour
of our dG method when v — oo and we prove its robustness with respect to large stabilization
parameters. More precisely, we prove that our dG method is robust with respect to large stabilization
parameters since its solution converges, when v — o0, towards the solution of the Pp x Py_4
nonconforming finite element approximation of the Stokes problem.

Let us first consider the formulation (1). Tts nonconforming approximation is given by

(up,ph) € Hp X Qp,
(13) Ao(’uz, ’Uh) + bh(p}k“ ’Uh) = lh(’ljh) Vv, € Hy,
br(qn, uy,) =0 Van € Qn
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where
H;, = {veL*Q); (va);r € Py, VT €T,
vy, continuous (resp. null) at the k Gauss points of e € £ (resp. eg)} .
For £k = 1, Hj is the well-known P; nonconforming space of Crouzeix-Raviart [11|; & = 2
corresponds to the P9 nonconforming finite elements of Fortin-Soulie [15], whereas for £ = 3 we
retrieve the P3 nonconforming finite elements of Crouzeix-Falk [10]. It is a well-known result that

(13) is well-posed for k =1, 2, 3, thanks to a discrete Poincaré inequality on Hy,.
It is important to notice that our choice of the stabilization yields

(14) KeryJ = {’Uh eV, [Wk_l’vh]/e =0, Ve e €h} = Hy,.
Theorem 6.1. Let (up,py) be the solution of (8) and (uy,py) the solution of (13). Then one has :

lim (|| wn, — g [[| +llpn = phllogo) = 0.
Y00

Proof. Let us first show that the sequence (up,pp)~ is bounded with respect to ~.
By taking vy = uy, as test-function in (8) and by using the second variational equation, one
classically gets that

an(un, up) = lp(up) < || flloollunlloo-

Following the proof of Lemma 5.1, we have that

an(wn, un) > plupli g, + 7 (wn, wn) — 2ey/ilwnlny/J (wn, ws)

with ¢ a constant independent of h, p and y. We next recall a Poincaré-Friedrichs inequality for
discontinuous finite element spaces (see Brenner [5]) :

1/2

1
(15) llog < e lwf,+ Y HIHWOU]H& to(v)] , YweV,

eesi"t

where ¢ : H'(Q) — R is a continuous semi-norm such that for a constant function ¢, ¢(c) = 0 if
and only if ¢ = 0. We choose

(16) o(v) = |Imovld.

9
CEE}L

and we use that ||wov|oe < [|[Tr—1]|0,e, since

HmﬂJHae = /Trov -vds = /Tl'()'v - Tp—10ds < || Tp_10]|0.e]|Tov ][0,
e e

Then we can deduce a slightly different Poincaré-Friedrichs inequality, which will be employed in
the rest of the paper :

1 1/2
(17) lv)loo < c <|'v|%h + MJ(’U,'U)) , YveV,.

Gathering together the last inequalities yields, for ~ large enough, that ||| uy |||< %, with C

independent of h, p and ~.
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The inf-sup condition of Lemma 5.3 together with the continuity of ay(-, ) now leads to :
[z bn(Ph, v
pilog < Y2 sup DrlPnn)
B wnevy, Il vn
I —
VI sup n(vn) — ap(up, vp)

ﬁl v EVY H’Uh’H
m lonllo
< Y los sup o ||
5 S Monll

so according to (17), one gets for v large enough that ||pp|/o,n < C with C independent of h , 1 and

7.
Therefore, there exist two subsequences of (uj), and (pp), which converge as v — oo towards

up® € Vi, respectively pp° € Q. From the variational problem (8) one next deduces that
uy’ € KerpJ = Hyp,.
Using that

Ay (up,vp) = —p Y </€{(21:;} [mp—qvp) ds +/E{ZZZ} [ p—1ug)] dS) =0

ecep

for any wy, v, € Hy, it follows by passing to the limit in (8) that (up®,py°) satisfies the limit
problem (13). The well-posedness of (13) implies on the one hand, that

(ui’, ") = (uh, pp)
and on the other hand, that the whole sequences (uy) and (pp)~ are convergent.

Remark. If the stabilization term J (-, -) is replaced by J*(-, ) of [17], then the limit (uy°, pp°) belongs
to KerpJ* x Qp, that is to the (Pg-continuous) X ( Py_1-discontinuous) finite element spaces. This
is not a stable pair of spaces for the Stokes problem, hence the dG method developed in [17] is not
robust for any k as « tends towards infinity.

We are now interested in the robustness of the formulation (9). Let us consider the discretization
of the variational problem (2) by means of Py x P;_; nonconforming finite elements, which reads
as follows :

(UZ,P;:) € Hh X Qh
(18) Co(Uj,vp) + J1(Uy,vp) + bp(Py,vn) = frn(vn) Yo, € Hy,
bh(qh, U;) 0 th S Qh.

Remark. In the case k = 2 or 3, one actually has that Jj(up,vy) = 0 for all up, v, € Hy,.

Since for any up, v, € Hp one has that

ch(wn, vy) = Co(up, vi) + 11J1(un, vh),

one can immediately deduce the well-posedness of the mixed formulation (18), thanks to the
Babtska-Brezzi theorem and to Lemmas 5.2 and 5.4.

Theorem 6.2. Let (U, Py) be the solution of (9) and (U}, Py) the solution of (18). Then, for v
fized, one has that :

lim ([Up — U]l + |1Pn — Pyllogo) =0

Y00

Proof. The proof is very similar to the one of the previous theorem. The only difference con-
cerns the discrete Poincaré inequality (17) on V', which has to be replaced here by a Korn’s type
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inequality. For this purpose, we recall the folowing result, first established by Brenner in [6] in a
stronger form and then improved by Mardal and Winther in [24] :

1/2
1
(19) whiw <c| D ID@)G5r+ ;Jl(’v,v) +o(v)| , VveV,

TeT),

where now ¢ : H*(Q) — R is a continuous semi-norm such that if ¢(v) = 0 for a rigid motion v,
then v is a constant vector. With the same choice of ¢ as in (16), we can now deduce the following
Korn inequalities on V7, :

1/2
1 1
(20) wha < e D IDO)IGr+ > m”ﬂ-k—lvng,e + ;Jl(’vv’v) :
TeT;, ece?
1/2
1 1
(21) lolloe < | Do IDO)IGr+ =T (v,v) + = Ji(v,)
TeTy, H H

The last estimate allows us to conclude as in Theorem 6.1.
As regards the three-fields formulation (10), it is obvious that for fixed 71,
i |, - =i

Y00 0,2 N

where 7, = 2uD(U}) and 15 = 2uD(U}). Note that (U}, P, 75) is the unique solution of the
Py, x P,_; x P,_; nonconforming approximation of the three-fields formulation (3), namely :

Uy, Promy) € Hy x Qn x X,

111U}, vn) + bp (P, vn) + di(Th,vn) = fu(vn)  Yop € Hy,
br(qn, U},) 0 Yan, € Qn
dn(0,,,U7) —e(l,77) 0 Vo, € X

7. A PRIORI ERROR ESTIMATES

This section is devoted to the derivation of optimal a priori error estimates for both the velocity
and the pressure, for the two dG formulations (8) and (9). We will first consider the energy norm
of the error and then the L?-norm of the velocity error, in order to prove a O(h**1) convergence
rate for the latter. Let us first establish some auxiliary results.

Lemma 7.1. The solution (u,p) of the continuous Stokes problem satisfies the consistency proper-
ties :

ap(uw,vp) +bp(p,vn) = Ip(ve), VYop € Vy
bh(Qhau) = 07 VQh € Qh-

Proof. The proof is classical (see also [17]), therefore we only give here a sketch of the proof, for the
sake of clarity. The second relation is obvious, since V-u = 0 on any triangle and [u - n.] = 0 across
any internal edge e. The first consistency property is obtained after integrating by parts on each
element and using the following regularity of the Stokes problem (cf. [18]) with data f € LY3(Q)
on a Lipschitz polygon : (u,p) € W2*3(Q) x Wh4/3(Q). This ensures that both Vau and p have
a trace on each line segment e, which moreover belongs to L?(e). Since uVu — pl € H(div,Q) and
u € H'(Q), it follows that p 887}:; —pn and w are continuous across any internal edge, so the desired
result holds true.
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Lemma 7.2. There exists a constant ¢ > 0 independent of h and p such that :

1 1/2
(Z @H[vh]! 37e> — H!vh\H Vo € Vi,
ecey,

Proof. We obviously have, on any e € &, :

S

ITvn]lloe < lfve — Te—19n]llo.e + [l[Tr—1Va]ll0.e-
Let T be a triangle such that e C 9T. Then
1 1
——|lvp — mhvnlloe £ ——=llvn — Th_1vplloe < Iy [ 1nllor < clvplir
Vel Vel

where 71{71 denotes the L?(T)-orthogonal projection on Pj_; on the element T'. These inequalities
yield the desired statement, for v > 1 .

Lemma 7.3. Suppose u € HkJrl(Q). Then there exists a constant ¢ > 0 independent of h and p
such that

Vo, € Vi, an(u — Tyw, vp)| < oy/mh||Jog|||[wles1.0-

Proof. We recall that ap(-,-) = Ao(,-) + A1(-,+) + vJ(-,+). The Cauchy-Schwarz inequality
immediately gives that

Ao(u — Thu,vp) < plonly g lw — Thunly, < eo/ph"|||opll|[ule.0-
The property (5) of the interpolation operator Iy gives on the one hand, that

J(u — Ipu,vy) MZ e |/7rk 1Tpu] - [wp_qvp]ds =0

eceyp,

and on the other hand, that

Z/{gzh} u — Ipulds = 0.

ecep

Nu—Ipu)
one
let us introduce the classical Lagrange interpolation operator of polynomial degree k, denoted by

Lj,. Then we can write that

/e {W}.[vh]ds - / {W},[vh]ds . / {f)(Lhzg;ezhu) }-m_wh] .

< [lfwn] V(u — Lyu)}tlloe + [[mr-10n]llo[{¥(Lnu — Thu)

Let e be an internal edge common to the triangles T and T5; the proof is completely similar for
a boundary edge. Thanks to the trace inequality (12) and to classical interpolation estimates for
L;,, one obtains :

So we only have to bound the remaining term p 5 ., |, } - [up] ds. For this purpose,

1 1 1
——{¥(u = Lpu) o < cf —INV(u— Lpu)lor + —I¥(uw — Lpu)lozn, + V(v — Lyw)ly 7, um,
V |€‘ hry hr, 7
< b Hulks o

It follows, thanks to Lemma 7.2, that

) { K Lhu)}'["’h]d%ch’“<2|§|[vh] i

ecep ecep

1/2
c
) ulk+1,0 < ﬁhklllvhlllluml,a-
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Next, using that Lpu — Iu is piecewise polynomial, we obtain by means of a scaling argument
that :

HZ(Lhu — Ihu)

LY@ - Lo, < ¢ (1

Vel I,

The triangle inequality implies, on any triangle 7T,

1
+ THY(LFLU - IhU)HO,Tz) .
T>

|Lyu — Iyuly 7 < |Lyu = uly g+ [ = Tyuly ¢ < ehfplulie,a,

so finally,

(L I
Z/{ hu h) } [me_1vn]ds < W T (o, o) [ulks 0

eceyp,

It is now sufficient to gather together the previous estimates in order to end the proof.

Lemma 7.4. Suppose p € H*(Q). Then there exists a constant ¢ > 0 independent of h and p such
that

c
Yo € Vi, |ba(p — inp,vn)| < —b"|||val|l|p|k.q-
|bn( )| i [lvslllIp|
Proof. We recall that

brn(p —ipp,vp) = — Z/ —ipp)V - vhdzzr—i—Z/{p—zhp} v} - Nelds

TeT, ecep

= Z/{plhp}’vh ne|ds

ecep €

Taking into account Lemma 7.2, we get for v > 1 that

1/2
[br(p — inp,vn)| < — (Z el [I{p — ZhP}”Oe) vl -
V/i eceyp,

On each edge e € ¢, such that e C 9T, we bound the term ||p — ipplo,e as in the proof of Lemma
7.3. Denoting by I, the Lagrange interpolation operator on P,_; for k = 2 or 3, we obtain :

Viellp —inplloe < Vel (llp = aplloe + lap = inpllo.e)
c (IIp —plloz + hr |p — Wnply 7 + lnp — itho,T)

IN

<c h¥pler.
For k = 1, we directly have :
VIellp = inplloe < e (Ip = inpllo + br [p = inplyr) < chlph.r.
So the announced result holds.
Remark. For v < 1, the two previous lemmas also hold true, but with constants dependent of ~.

Theorem 7.5. Let (u,p) € H*1(Q) x H*(Q) be the solution of the continuous Stokes problem and
let v be sufficiently large (as in Lemma 5.1). Then the solution (wp,pp) of the discrete problem (8)
satisfies the following a priori error bounds :

1
(22) u — up < chF(yalulkin ,
Il I (vVilulg+ N )
(23) Ip—prllog < ch*(ululiro + |plko)

with a constant c independent of h and p.



Proof. According to

ar [ up — Ly ||I° <
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Lemma 5.1, one has for v large enough that

an(up — Inu, up — Inu)
ap(up, up, — Inu) — ap(uw,up, — Inu) + ap(u — Iyu,up — Ipu)
lh(uh — Ihu) — bh(ph,uh — Ihu) — ah(u, up — Ihu) + ah(u — Ihu, up — Ihu).

Thanks to the consistency property stated in Lemma 7.1, one next gets that

(24) o1 ||| wp — Lnw ||1*< bp(p — phy un — Tpw) + ap(u — Ty, up — Thu).

On the one hand, the continuity property proved in Lemma 7.3 implies that

ah(u —Iyu,up — Ihu) < C\/ﬁhk|’u,‘k+1@

[lup, — Thull|.

On the other hand, we write that

br(p — ph, up — Inw) = by(p — ipp, up, — Inw) + by (inp — ph, un — Ipu)

and we notice that, thanks to the second equation of (8) and to the interpolation properties of Iy,

by (inp — phyun — Inw) = —bp(inp — P, Inw) = —by(ipp — pp,u) = 0.

Using now Lemma 7.4, it follows that

br(p — ph, up — Ihu) < Iplklllun — Thull].

Lhk
Vi

From (24), we obtain that

(25)

1
Il un = Tnu [||< ch*(aluliian + 7 IPlk)-

7

Finally, by means of the triangle inequality and thanks to the relation

(26)

J(u—TIyu,u— Ihu)=JIpu,Ipu) =0,

we deduce (22). In order to establish the error estimate for the pressure, we write that

P — pulloe < llp — inplloo + llinp — prlloo-

According to the discrete inf-sup condition (see Lemma 5.3), one has that

| Vi
linp — palloa < =
51 vREV H‘Uh’H Bl vREV H"Uhm

br(inp — pr,vn) /1 “u bn(inp — p,vn) + ba(p — ph, V1)

The continuity property of Lemma 7.4 gives :

C
bi(inp — pyvn) < —=hF||vsllllple.o
N [[vnlllp]

whereas Lemma 7.1 together with the first variational equation of (8) yield

bu(p — pr,vn) = —ap(u —up,vy), Vo, € Vi

One can then show, using Lemma 7.3 and the continuity of ap(-,-) on V7, that

ap(w —up,vy) = ap(u—Iyu,vp) + ap(Tpu — up,vp)

k
< evuh®lulppallloalll + 2 Il Tnw — wp [[| [[[oa]]-

In conclusion, we obtain that

|inp — Ph

0.0 < chf(ululpsia + plea) +evi ||| Tnu —up |||,

which together with (25) imply the desired estimate (23).
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Theorem 7.6. Suppose Q is convez, (u,p) € H*1(Q) x H*(Q) and v is sufficiently large. Then
there exists a constant ¢ independent of h and p such that

1
[u —wupllg o < A (Julkyr0 + ;|p‘k9)

Proof. We adapt Nitsche’s argument to our dG discretization. We follow the same steps as in
[17], but with a different norm |||-||| resulting from a different stabilization.
Let us first recall that, due to the convexity of €2, the Stokes problem

—puAp+VE =1  in()

V.o =0 inQ
o] =0 on 02
admits a unique solution (¢, &) € H?(Q) x H' () which moreover satisfies :
(27) bl + 1€l < clldlon-

We next consider the dual problem with ¥ = up, — u and we write, thanks to an integration by
parts on each triangle T' € 73 and to the regularity of ¢ and &, that

T / (un — ) - (—pAAep + VE)da
Q

= ap(¢, up — u) + bp(§ up — w).
By using the orthogonality equations (cf. Lemma 7.1)

ap(up — w,vp) +bu(pp — p,vn) = 0, Yo, €Vy
bn(qn,up, —u) = 0, Vgn € Qp,
we obtain, by choosing vy = In¢ and gp = 14€ :
(28) [ = wnll3 o = an(d — Tnd, wp — w) + bu(€ — iné, up — w) — b(p — p, Ingh).

In what follows, we estimate each of the three righthand side terms.
The last one can be bounded exactly as in [17]. Let us give some details, for the sake of clarity.
First, thanks to the properties of ¢ and of the interpolation operators Iy and iy, we write that

bu(ph — P, In®) = b(inp — p, Indp — &) = > [{inp — p}(Ingp — @) - melds.
ecep v €

Then we employ interpolation estimates (see also Lemma 7.4) and the regularity stated in (27) in
order to conclude that

C
(29) brn(pn — p, Ing) < ;hkﬂ pleqlle—unllgq-

Concerning the second righthand side term of (28), we can write thanks to (4) and to the prop-
erties of w that

bn(§ —inbup —w) = Y [{&—iné}(un — Lyu) - n]ds

ecep V€

. 1/2
> Tel [ [wn — LhU]H?),e) :

ecep

< chju-— “hHo,Q (

By using Lemma 7.2, the fact that [u] = [Lpu] = 0 as well as the error estimate (22), it follows
that

1/2
1 ) 1 B} 1
L - L2, <e (ru Lyl g+ - uhrn) < b ((ulsro+ Lplo)
(Z el 0 RN E”

eceyp
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so finally,

) 1
(30) br(€ — in€,up — w) < A" (Julpyr0 + ;!p\k,n) | —upllyq -
We still have to estimate

ap(@ — Ing,up —u) = Ag(¢d — Ind,up —u) + A1(p — Ing,up —u) +vJ (¢ — Ind,up — u).

The following bound is straightforward :
Ao(p —Ihop,up —u) +7J (¢ — Ing,up —u)

IN

@ = Inl|l [lleen — wl]

1
k
< chMH(lulpyy 0+ L Plea) llu = unllog

A

so let us next consider
_ ¢ —Ir9) o(up — u)
A(dp—1Inp,up—u) = —Meezs:h </{e} [up, — u] d8+/€{8ne} [ — 1] dS) :

Similarly to the proof of Lemma 7.3, we obtain that

> { @ I’"‘d’} fun —ulds < cuh!dJ!z,Q(

ecep

, 1/2
> mH[uh - Lhu]||(2),e>

ecep
1
k+1
< " (Julpy 0+ ;|p’k,ﬂ) lu —uplloq s
whereas we can write, thanks to (5) and to the fact that {a(u%;é’hu)} € Pj_1 on every edge e € gy,
that :

w3 [P = e nglas = w Y [{PE=0 o nglas

ecep ecep
The previous estimates yield that
1
(31) (&~ Loy — ) < ol (ulinn + L plia) u = wi o

By gathering together (28), (29), (30) and (31), one now obtains the announced result.
One can equally establish optimal error bounds for the other two-fields formulation (9).

Theorem 7.7. Let (u,p) € H*Y(Q) x H*(Q) be the solution of the continuous Stokes problem
and let v be sufficiently large (as in Lemma 5.1). Then the solution (Up, Pp) of (9) satisfies :

1
u-Uyl < ch*(Valuleiro + —lplko)
[l I Vi ulps \/ﬁ‘
lp—Pullog < ch* (plulii1,0 + |plko)

with a constant c independent of h and . Moreover, if Q) is convex then

Q)-

lw—Uhllgq < ch*(

|ulkr1,0 + —

Proof. The proof is similar to those of Theorem 7.5 and Theorem 7.6.
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Concerning the error in the energy norm, one only needs to note the following additional estimates,
for any v, € Vj:

Ji(u—ITpu,vp) = 0 fork=2,3
1/2
1
Ji(w—Thw,vp) < /i Y EH[U*IW]HE‘;,@ [[vn]]
eceint
< eyltuliig o] for k=1
[lonlll < ellonll,

with ¢ independent of h and u. The first one results from the trace inequality (12) and the inter-
polation error (6) while the second one is an immediate consequence of (20).

As regards the L?-norm of the velocity error, the main change is that one now has to bound the
term > ..., ﬁ [[Ur — Lpul|ly .. Thanks to Lemma 7.2 and to the relations [Lyu] = [u] = 0, this
can be done as follows :

1 & c
—= [I[Un = Lyul|| — lUn = Lpull| < —=[[Un — Lyu
Z \/@ [ ] 0,e \//j \//j H H

ecep,

IN

< (1D<u> ~ D(Lyu)llgq + jﬁ [ — Uhn)

1
< Chk(‘u’kﬂ,ﬂ + ;|P

kQ)-

8. A POSTERIORI ERROR ESTIMATES

Our analysis follows the idea of Kim [21]|, who proposed an a posteriori error indicator for the
Laplace equation based on the reconstruction of a locally conservative H (div, Q)-conforming vector
approximation.

We perform here only the a posteriori analysis of problem (8); analoguous results can be estab-
lished for the formulation (9). For this purpose, we put

H(div,Q) = {0 € L*(); divd € L*()}
and we introduce the Raviart-Thomas finite element space (cf. [26])
3y, = {0), € H(div,Q); ()7 € RT},_,, VT € Ty}

where RT,,_; = P,y + Pr_1 ® . Then we construct a tensor g;, € 3, from the solution (up, pp)
of (8) by specifying its degrees of freedom as follows :

TpMe = 1 {g’l::} - % [Tr—1un] — {pn}me, Ve €y

and for k = 2 or 3,
/ gy, rdr = / (uNup —ppl) : rdx, VT € T and Vr € P,_,.
T T

By taking as test-function vy in the dG formulation (8) a piecewise polynomial of degree k — 1,
it follows that

(32) /(divah +f)-rde =0, VI e€T,andVr e Pj_;
T

so one has (divay,) 7 = —ﬂ'gil f on every triangle T € 7j,. Obviously, g, is locally conservative. It
is useful to introduce ¢ = pVu — pI which clearly belongs to H (div, ().



We next define, following [21], a residual-type error estimator by

1
n%: — g th—,u,yuh —i—pthaT—i-J*(’um’Uh).
M rer,
h
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In order to establish the reliability of 7, let us denote by S(-, -) the bilinear form of the continuous

Stokes problem (1), which we extend on (H(Q) + V3,) x LE(Q) as follows :

S((wr)(w.0) = > [ TurVode— 3 [ pvvdo s 3 [ 9 uda

TeT), TeT, TeT),

and let (¢,&) € H(Q) x L2(Q) be the unique solution of
(33) S((¢,€), (v.)) = S((un,pn), (v,0)), V(v,q) € Hy(Q) x L§(Q).

Then we split the error by means of the triangle inequality :

Vi |u— uh‘l,Q + ﬁ Ip —ph”o,Q <
(Vlu = dlig+ i llo = Clog) + (Vi lun = $la+ 5 o = Clog)
and in what follows, we bound each righthand-side term with respect to n,.
Lemme 1. There exists ¢ > 0 depending on 2 and k such that
Vit|lu — ¢|1,Q + # lp — CHO,Q <
c (ﬁ lon — uNun +prlllo o + X rer, % |f - ﬂ-g—lfHO,T + J*(uh’uh)) :

Proof. The well-posedness of the continuous Stokes problem implies that :

. S((u—,p—¢),(v,9))
Vilu =@l + —=llp=Clog e sup
Lot E 0,0 (wa)eH x2@) VAl + ﬁ lallo e

where the constant depends on . Using now that
S((’LL - d)vp - §)7 (’U, Q)) = S((u’ — Up, P _ph>7 ('Ua q))
= fQ(g —0ay;,) : Vodz + ZTETh fT(Qh — puNuy, + ppl) : Vodz
+2rer, JraV - (w—up)de

it follows, after integrating by parts and after using (32), that

S((u—a,p—¢),(v,q) = T%;h (/T(ah—uVuh +phI):Vvdx—/TqV-uhdx>
—xl -vdzr
> JREE S

which yields
ViU =9l o+ ﬁ P —Clloo <

C
T (hr 11 = 71 Fllo g + o = 1un + pullgz + IV - wnllo r )
uTGTh
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In order to bound ||V - uyl|, 7, let us take as test-function gy, in (8) the function given by V -uy, on
T and 0 elsewhere. Then

1
|V - uhHaT = 5 Z /(V . uh)[uh . ne]ds

eCOT

< c||V-up

) 1/2
oo (3 i)

eCOT
where ¢ depends on the polynomial degree k. So it follows that
1/2

> V- unllf < o/ J*(un, up)

TeT,

which finally leads to the announced estimate.

Lemme 2. There exists ¢ > 0 depending on k and §2 such that :

1
VE|ur = @l + N [pn = Cllo.o < e/ T (un, up).
Proof. The continuous inf-sup condition on b(-,-) implies that
b(ph/__ §7QJ> _ a(lth _‘vav)

¢llpn = Clloo < sup sup
veHE(Q) ’”’1,9 veH}(Q) ”"’1,9

therefore it is sufficient to bound /it |up — @[, 4.
A simple calculation together with (33) yield, for any v € H(S) :

< plup — @l

ol — ¢|ih — plup — Uﬁ,h
= S((un — @,pn — &), (un — &, pr — &) — S((wp — v, pp — &), (up, — v,pp — §))
= S((un — @,pn =€), (v —9,0)) + S((v — 9,0), (up — ¢, pr — §))
—S((¢ —v,0),(¢ —v,0))
=23 reg, Jrlon =V - (v —d)de — pld —wlig
<23 req, Jp(on =V - (v — up)dr.
Then it follows, with C' = 1/¢, that
lup — ¢|ih < |up — ’U‘ih +2C [up — @l p, lun — v|y g
and hence,
lun = |y, < (C+V1+C?)Jup — 0|y, Yo Hg(Q).

We proceed as in [21] (see also [20]) and we take for v € C°(Q) the piecewise P}, function defined
by its values at the Lagrangian nodes z as follows :

v(2z) = (up)r(2),
where T € 7}, is such that z € T. Then one can establish (cf. [21]) that :

1
lup —v|y ), <c <Z ﬁll[uh]llo,e>
7 ecep ’6’

where ¢ depends on k. This ends the lemma’s proof.
The two previous lemmas together with the obvious inequality :

.](1Lh,1Lh) fg(]*(tth,1Lh)

allow us to conclude to the reliability of 7, stated in the next theorem.
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Theorem 8.1. There exists a constant ¢ depending on k and Q) such that :

1 hr T
[lw —upll| + —=llp = prlloo < (c+VV)nn + ¢ — F = Fllor-
—lp=nls > Gl =l

We are now interested in the efficiency of the a posteriori error indicator. Let us introduce for
any triangle T' € 73, the local contribution

= oy — u¥un o+ S Ll

p eC@T‘€|
It is useful to recall some results of Verfiirth [29]. Let by denote the cubic bubble function on

T € 7p and b, the quadratic bubble function on e € ¢, satisfying 0 < by < 1 = maxbr and

0 <be <1 =maxbe. Then there exists a constant C' depending only on the minimum angle of 7j,

and on the polynomial degree r such that, for any v € P.(T) :

(34) Iolor < C 0%+ ol < € o220

0,7 0,e
Moreover, there exists an operator P, which extends any function defined on e € g to the triangle
T and satisfies :

(35) O/l el < I18ePevllyz < Co/[el el . Vo € Pre).

Then we have :

Theorem 8.2. There exists a constant ¢ depending on the minimum angle of 7, and on k such
that, for any T € Ty, one has

(1+7)%u

1
2 2 2
ng < | Z lu —wunly g) + I D = Pallowp + Z e 7 x—1un]llo.c

SGUJT eC@T

where wr s the set of all elements sharing an edge with T. Consequently,
1
< (Vihu = i+ (1) T + = o=l )

Proof. In order to bound the term # lon — nNup + prlllg 7, we point out that o), — uNup +ppl

belongs to RT,_(T) and for k > 2, its L?(T)-orthogonal projection on P, _, is zero. Therefore
lon — uNup + prlllg r and [[(o, — pNVup + prl)nellg o7 are equivalent norms. A scaling argument
yields

loy, — uNwn + pulllor < > Vlelllley, — pN¥un + prl)nel,
eCOT
with a constant ¢ depending on k. For a given edge e C T, one next has

(o, — uNup +ppl)ne = + [uNuy, — ppdln, — il [T 1up]

le]

the sign depending on the orientation of n. with respect to 7. So

lon, — uNup + prllgr <

¢ Secor (VITITu: = ul el + 25 Nimivunlly ).
Let us remark that an integration by parts gives, for any w € Hé(Q), that
Sorer, Jr (@ — pNup +ppl) : Vwdz + Y e [ div (e — pNup, + ppl) - wdz

= ZTeTh faT(Q — puNuy + phl)n -wds
== ZeEEh fe [uZuh - phﬂ N - WdAS.
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We now employ the argument used by Verfiisrth in [29], which is based on the weighted norms by
the bubble functions and on inverse inequalities. By taking w = bpdiv(c — uNVuy, + ppl) and using
(34), we first get that

hr ||div(e — pNun +pul)llor < cllo — pNun +prlllop -

We next take w = b, P, ([uNVup — prl] ne) and we obtain, thanks to (34) and (35),
Vi0elll[uNun —prl] nelly . < cllo — pNup + pulllo 7, ur, »

with ¢ now depending on the minimum angle of 75, and on k. This finally implies that :

7 llon — nNun + prlllo 7 <

e (VS seur 10wl + 11~ il + Socon J lime vl )

We still have to bound the remaining term %H[Uh]no,e of nr, on every edge e C JT. For this
e
purpose, we proceed similarly to the proof of Lemma 7.2 and, using that [u] = 0, we write that:

ITwnllloe < [l(wn —w) = mp1(un = wlllo.e + [lmwr—1unlloe-

Let S a triangle of 7 such that e C 9S. The trace inequality together with the interpolation
properties of ﬂf_l next give that

Sl ) — i~ )l < ol Can — ) = Can — woe

5)

< o (o (un = w) = wE_ (un = w)llo,s + (wn — w) — w5y (w — )
<clup —ul1s

with ¢ depending on k. So it follows that

Z Huh lo.e < ev/m( Y lun—ulis) + Y ﬁHﬂ'k 1[0,
eCOT SEwr eCOT

which concludes the proof.

Finally, we show in what follows that the a posterior: error indicator ny, tends, as v — oo, towards
an a posteriori error estimator of the nonconforming discretization (13) similar to the one developed
in [12] . For simplicity, we restrict ourselves to the case k = 1 and piecewise constant right-hand
side.

Theorem 8.3. Let k = 1 and the right-hand side f be piecewise constant with respect to Ty,. Then
we have with uy the nonconforming finite element solution of (13):

. 1 K[k *
(36) lim nf == > | ® (@ —@r)op + T (uh up).
K TeTy,

Proof. Following the idea of Marini, we define on each triangle 7" an element of RT, by

* * * 1
oy = puNuy, —ppl — gf ® (x — x7).

Let any vy, € V. Then obviously dive} = —f = divgy, , o;, € X, and also, using the fact that
Jp(x —xr)dr =0

Z/ohne- [vR] ds—/dwah vhdx—l—/ah Yv,dz
e Q

eceyp,

= /f vhdx+u/Vuh V'vhdaz—/phv vpdr).
TGT
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Meanwhile, a simple computation yields, thanks to problem (8) :

Z/Uhne [vn]d /f vpdr

€

ecey,
+Z /Vuthhdx—/phV vpdr) MZ/{ } up] ds.
TeT, e€ep,
Theorem 6.1 next gives that
lim Z/ahne~ vplds = /f~vhd:n+u/VuZ:V'vhd1:/pzv-'vhdx
e Q Q Q
= Z /Jhne [vp] d
ecey,

By taking as vy, the restriction on T of the basis function of the Crouzeix-Raviart space associated
with e C 9T and zero elsewhere, it follows that

lim [|(cs — o)melly, =0, Ve € ey

~y—00
80 limy oo |0, — 0} ||y o = 0. Passing to the limit in the expression of 7, yields (36).

Remarque 1. Thanks to the continuity condition of the nonconforming space, the term J*(uj, u;})
can be bounded by the term uze&h le| [.15 8“h 2ds where t. denotes the tangent of edge e. This
yields the form of the nonconformity error known from the literature, see for example [12].

In the general case f # 7o f, we obtain an additionnal higher order term.

9. EXTENSIONS

Several extensions of the proposed dG method for the steady Stokes equations can be envisaged.
In what follows, we briefly discuss two of them.

We are first interested in the treatement of more general boundary conditions and, in view of
the generalization to non-Newtonian fluids, we focus on the second variational formulation (2). We
recall that 7 = 2uD(u). Besides the usual Dirichlet boundary condition, one may want to prescribe
a Neumann condition 7n —pn = x. Nevertheless, for certain applications it is important to dispose
of a larger panel of boundary conditions. For instance, the exact solution of the Poiseuille flow does
not satisfy the previous Neumann condition on the outlet boundary. So we consider a partition of
the boundary 92 =I'y UT'y UT's U Ty such that I's # 092 and we impose :

u-t=g;, u-m=g, only (pure Dirichlet)
™M -n—p=Xn 7TN-t=x; onTy (pure Neumann)
u-t=g, TN-N—p=Xn on I's

U-n=g, TN -t=rx on I'y.
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Then, since the boundary terms are treated by means of Nitsche’s method, the bilinear forms J(-, -),
C1(+, ) and by(+,) have to be changed as follows :

1
J(up,vp) = p Z d/[ﬂkluh'teﬂﬂklvh'te]ds

int 1 3
ecey "Uegy Uey

1
+u Z Tl /e[wk_luh ‘N [TRp—10p, - Ne]ds

eceintUel Ued

Ci(un,vp) = =3 ( / (D(vp)me - £} [ - £]ds + / {D(uh)ne-te}[vh-te]ds>

”ltUE rued

o ( [ Do} nds+ / (D(wn)ne -ne) fon - ne}ds)

th€ Lued
bu(an,vn) = — 2/ @V -vpdr+ Y /{Qh} up, - meld
TeT, ecei™Ue; Ue}

The linear forms are modified accordingly :

frlop) = Z /f vpdr + Z /Xl'vh n.ds + Z /ngvh t.ds

TeT, eceiUed ece?Ue}
—2u Z /D vh Ne - egld8+ Z /D ’Uh neggds)
eEshUEh eEEhUz-:h
(Y ‘/Wk TR0 - teds + > ||/7Tk 192Tk—1Vh - Meds)
ees}lu 3 eGEhUEh
onlan) = > /thzds.
eEE}LUEﬁ ¢

Next, we propose to extend our discretization to the Navier-Stokes equations by following the
approach of Girault et al. [17], which yields a priori error estimates. For the sake of completeness,
we recall here below the discretization of the nonlinear convective term given in [17]. The authors
adapted to the case of discontinuous velocities the upwind scheme introduced by Lesaint and Raviart
[22] and considered :

ens(u,v) = Z (/Tu - Vuvdz + /BT Hu} - np| (u™ — u®) -vmtds>

TET

+= Z/ u)u - vdm—Z/ ‘ne{u-vlds

TET ecep

where 0T~ = {x € 0T; {x} - ny < 0}. It is important, for the mathematical analysis, to note that
CNs(’u,, u) > 0.

10. NUMERICAL TESTS

In this section, we present several numerical experiments in order to confirm the theoretical
results. We are interested in the convergence rate and in the influence of the stabilization parameter.
Comparisons with the dG method proposed in [17] are carried out, illustrating the robustness of
our method. The developed codes are written in C++ and use the in-house C++ library CONCHA
(http:/ /uppa-inria.univ-pau.fr/concha).
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10.1. Mesh convergence.

10.1.1. First two-fields formulation. We first study the behavior of the numerical scheme (8) with
respect to mesh refinement, for £ = 1, 2 and 3. We consider the exact solution of the Stokes problem
with non-homogeneous Dirichlet conditions :

(37 (o) = (

on the square Q = [—1,1] x [—1,1].

The triangulation is obtained by first meshing the domain into quadrilaterals and then decom-
posing each quadrilateral into triangles as in the figure below. One thus ends up with a "criss-cross"
mesh, cf. Fig. 1. At each refinement step, the discretization parameter h is divided by 2; we denote
by ne the total number of triangles.

7 cos(mx) sin(my)

—m sin(mz) cos(my) ) . plx,y) = sin(rz) sin(7y)

Figure 1. Triangular mesh from quadrilateral one

We have represented in Fig. 2 the logarithm of the errors in terms of the logarithm of ne, for
all k. As expected, we numerically obtain a convergence rate O(h¥) for the pressure and for the
velocity in the energy norm, and an improved order of convergence O(h**1) for the velocity in the
L?-norm. The results below are obtained for v = 10 and p = 1.

nnnnn

nnnnn

nnnnnnnnnn

1000 1000
log(ne) m[n,, Togine)

a) V-error in energy norm b) V - error in L? - norm c) Pressure error
gy

Ficure 2. First formulation : convergence rates for different k

For k = 3, we have first taken v = 10 as in the previous tests, but then the method didn’t
converge. This is not in contradiction with the theoretical results since according to Lemma 5.1, v
has to be large enough and it depends on the polynomial degree. The influence of the stabilization
parameter will be studied more extensively in the next subsection; for the moment, we have simply
performed similar tests with a larger value of v (y = 100).
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We present in Tables 1, 2 and 3 the values of the errors on different meshes for k equal to 1, 2 and
3 respectively and, for each error, the ratio between the value computed on the previous (coarse)
mesh and on the actual (refined) one.

ne | [[u—wupllon | ratio | ||lu—wsl|| ratio | |p—prlloo| ratio

64 0.843959 — 10.010565 — 2.79255 —
256 || 0.276895 3.04793 || 4.767698 2.09966 || 1.77575 1.572603
1024 || 0.078143 3.54341 || 2.382578 2.00107 || 0.884179 2.008360
4096 | 0.020192 3.86998 || 1.188162 2.00526 | 0.43601 2.027886
16384 || 0.005090 3.96664 || 0.592460 2.00547 || 0.216991 2.009346
65536 || 0.001275 3.99174 || 0.295707 2.00354 || 0.108361 2.002482

Table 1: Ratio of the errors on succesive meshes for k =1 (y = 10)

ne || [lu—wupllon | ratio | ||lu—wpyl/|| ratio | [p—pnllon | ratio

64 | 0.046359 — 2.122048 — 0.539482 —
256 | 0.004927 9.40802 || 0.492963 4.30468 || 0.125013 4.315407
1024 || 0.000557 8.83647 || 0.118451 4.16172 || 0.029860 4.186553
4096 || 6.645e-05 8.39157 || 0.029019 4.08185 || 0.007281 4.100626

Table 2 : Ratio of the errors on succesive meshes for k = 2 (v = 10)

ne || lu—wuplon | ratio || |[|lw—wupl|| ratio | ||p—pullon | ratio

64 | 0.006025 — 0.193471 — 0.062737 —
256 | 0.000387 15.5564 || 0.024415 7.9241 || 0.007919 7.921984
1024 || 2.443e-05 15.8513 || 0.003050 8.00418 || 0.001001 7.181947
4096 || 1.528e-06 15.9876 || 0.000380 8.02131 || 0.000126 7.907046

Table 3 : Ratio of the errors on succesive meshes for k = 3 (v = 100)

A similar behavior of the error was observed for different values of the viscosity. To illustrate
this point, we present the results obtained for the same test-case, but with = 100. As predicted
by the theory, the viscosity has no influence on the convergence rate (see Fig. 3 ).

1000

F1aURE 3. Convergence rate of the errors for k =1 and p = 100
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10.1.2. Second two-fields formulation. We now perform the same test as in the previous paragraph,
but we employ the variational formulation (9). We recall that the additionnal stabilization term
J1(+,+), whose role is to ensure the discrete Korn inequality, is necessary only in the case k = 1. For
this reason, we have chosen to illustrate the convergence rate of the dG method only for k = 1.

We have represented in Fig. 4 the corresponding error curves in log scale, for the velocity (in the
energy norm and in the L2-norm) and for the pressure. They are in agreement with the theoretical
results, that is :

lu—uplloq =0(h?), [[u—uy]=0(), [p—mpuloqo=O0().

ne |lu—upllon | ratio | [[lu—wuy||| ratio | |p—opnulloo| ratio

64 | 0.732828 — 16.625998 — 3.06364 —
256 || 0.156187 4.69197 || 7.740131 | 2.14803 || 1.0945 2.799122
1024 || 0.037076 4.2126 || 3.750639 2.06368 || 0.470646 2.325527
4096 | 0.009035 4.1034 || 1.847880 2.0297 || 0.212294 2.216953
16384 || 0.002228 4.05541 || 0.916672 2.01586 || 0.100356 2.115409
65536 || 0.000553 4.02883 || 0.456425 2.00837 || 0.048785 2.057082

Table 4 : Ratio of the errors on succesive meshes for k =1 (v =10, p = 1)

0001 |

0.0001

100 1000 10000

FI1GURE 4. Second formulation : convergence rate of the errors for k =1

10.2. Behavior with respect to the stabilization parameter. In this subsection, we let v vary
and compare the results given by our numerical method for (8) with those given by the scheme of
[17], which we call GRW in what follows. We first consider the previous test-case for which the
exact solution is known, and then we treat the Poiseuille flow. We are interested in the computed
errors and solutions for large v, on a fixed mesh.

10.2.1. Comparison of errors. Let the exact solution be given by (37). We employ a mesh consisting
of 4096 elements. We next compare the velocity errors in energy norm and the pressure errors
computed by the two methods (ours in continuous lines, the one of [17] in dotted lines), for different
values of v. Fig.5 corresponds to the case kK = 1, Fig. 6 to k = 2 while Fig. 7 corresponds to k = 3.
Different values of the viscosity have been chosen, in order to emphasize the independence of the
schemes on this parameter. We recall that the energy norm of [17] associated with the velocity is
different from ours, and is given by :

1/2
1
2 2
(M [[i ), +m Z Tel H’U]Ho,e) :

eceyp



30

Velocity error (energy norm) Pressure error (L2 norm)
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(a) Velocity error in energy norm (b) Pressure error

FIGURE 5. Behavior of the errors with respect to v for k =1 (u = 1)
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(a) Velocity error in energy norm (b) Pressure error
FIGURE 6. Behavior of the errors with respect to v for k =2 (u = 10)

One can notice that, contrarily to the stabilization of [17], ours yields a stable scheme indepen-
dently of 7. The method of [17] leads to bigger errors, which increase with =y .

10.2.2. Comparison of solutions for a Poiseuille flow. We now consider a Poiseuille flow in the
domain ©Q = [0;0.06] x [—0.01;0.01]. On the inflow, we set -t = 0 and u - n, whereas on the
outflow we impose a homogeneous Neumann condition : pu(Vu)n —pn = 0.

We first set a parabolic velocity on the inflow u - n = a(0.012 — y?), which yields the following
exact solution of the Stokes problem: u = (a(0.01?> — ?),0), p = bz + ¢ . For k > 2 both dG
codes give the exact solution, as expected. We now let the stabilization parameter v vary and we
compare the two solutions obtained for £ = 1. The numerical tests are carried out on a unstructured
mesh consisting of 10954 triangles. We have obtained similar results for the velocity field, for
between 10 and 10000, even though the method of [17] presents some instabilities at large v (see
Fig. 9 and 10). Nevertheless, significant differences between the two methods appear as regards the
computation of the pressure, therefore we have performed a more detailed study with respect to ~.
One may see in Fig. 11 that the method of [17] is clearly less accurate and less stable than ours.

We have equally tested the two dG methods on non-smooth solutions, by imposing in the previous
test-case u - n = 1 on the inflow boundary. Note that the exact velocity does not belong to H(Q).
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Velocity error (energy norm) Pressure error (L2 norm)
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(a) Velocity error in energy norm (b) Pressure error

FIGURE 7. Behavior of the errors with respect to v for k = 3 (u = 100)
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FIGURE 8. Exact solution of the Poiseuille flow computed by P x P; elements
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(a) Our method (b) Method of [17]

Ficurk 9. Comparison of Uy for a Poiseuille flow at v = 100000

In order to dispose of a reference solution, we have computed it by means of nonconforming finite
elements of Crouzeix-Raviart (see Fig. 12). We have now employed a criss-cross mesh consisting of
18432 triangles.

Omne can notice again a lack of accuracy of the method of [17]|, which becomes visible at rather
small values of the stabilization parameter, such as v = 20. As «y increases, the pressure computed
with the method of [17] gets worse whereas our method is robust.
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