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ABSTRACT

Distributed Hash Tables (DHTSs) provide a scalalleition for
data sharing in P2P systems. To ensure high dadabiity,
DHTs typically rely on data replication, yet withtadata currency
guarantees. Supporting data currency in replicdlgdils is
difficult as it requires the ability to return aroent replica despite
peers leaving the network or concurrent updatethitnpaper, we
give a complete solution to this problem. We pra@pas Update
Management Service (UMS) to deal with data avditgband
efficient retrieval of current replicas based andstamping. For
generating timestamps, we propose a Key-based famp@g
Service (KTS) which performs distributed timestaggneration
using local counters. Through probabilistic analysie compute
the expected number of replicas which UMS mustieetr for
finding a current replica. Except for the cases m@hé¢he
availability of current replicas is very low, thepected number of
retrieved replicas is typically smalk.g. if at least 35% of
available replicas are current then the expectechbeu of
retrieved replicas is less than 3. We validatedsalution through
implementation and experimentation over a 64-nddster and
evaluated its scalability through simulation up 10,000 peers
using SimJava. The results show the effectivenkssirosolution.
They also show that our algorithm used in UMS adBemajor
performance gains, in terms of response time anthumication
cost, compared with a baseline algorithm.

Categories and Subject Descriptors
H.2.4 Database Managemenjt Systems -distributed databases,
concurrency, query processing.

General Terms
Algorithms, performance, reliability.

Keywords
Peer-to-Peer, distributed hash table (DHT), datdlability, data
currency, data replication
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1. INTRODUCTION

Peer-to-peer (P2P) systems adopt a completely ttatieed
approach to data sharing and thus can scale tolamgy amounts
of data and users. Popular examples of P2P systeicts as
Gnutella [9] and KaaZa[12] have millions of users sharing
petabytes of data over the Internet. Initial resdean P2P systems
has focused on improving the performance of quentimg in
unstructured systems, such as Gnutella and KaaFiehwely on
flooding. This work led to structured solutions é&dson
distributed hash tables (DHT&.g. CAN [19], Chord[29], and
Pastry [23]. While there are significant implementation
differences between DHTSs, they all map a givenkkepto a peer
p using a hash function and can lookppfficiently, usually in
O(log n) routing hops whera is the number of peefs]. DHTs
typically provide two basic operation5]: put(k, data)stores a
key k and its associatedata in the DHT using some hash
function;get(k)retrieves the data associated vitim the DHT.

One of the main characteristics of P2P system&aésdynamic
behavior of peers which can join and leave theesydtequently,

at anytime. When a peer gets offline, its data be
unavailable. To improve data availability, most DiHEly on data
replication by storinglk, datg pairs at several peers,g. using
several hash functiorf49]. If one peer is unavailable, its data can
still be retrieved from the other peers that holdreplica.
However, the mutual consistency of the replicasrafpdates can
be compromised as a result of peers leaving thevamkt or
concurrent updates. Let us illustrate the probleith & simple
update scenario in a typical DHT. Let us assumettieaoperation
put(k, d) (issued by some peer) maps onto peemndp, which
both get to store the datl. Now consider an update (from the
same or another peer) with the operatmrik, d;) which also
maps onto peeng; andp,. Assuming thap, cannot be reached,
e.g.because it has left the network, then gmlygets updated to
stored;. Whenp, rejoins the network later on, the replicas are not
consistentp; holds thecurrent state of the data associated wkth
while p, holds a stale state. Concurrent updates also cause
inconsistency. Consider now two updapes(k, &) andput(k, d)
(issued by two different peers) which are senptcand p, in
reverse order, so thpt's last state igl, while p,'s last state isls.
Thus, a subsequernget(k) operation will return either stale or
current data depending on which peer is lookedanp, there is
no way to tell whether it is current or not. Fomspapplications
(e.g. agenda management, bulletin boards, cooperatiedoau
management, reservation management, etc.) whichd cake
advantage of a DHT, the ability to get the currdata is very
important.



Many solutions have been proposed in the contexlisifibuted
database systems for managing replica consistfilybut the
high numbers and dynamic behavior of peers makenthe
longer applicable to P2H6]. Supporting data currency in
replicated DHTs requires the ability to return arent replica
despite peers leaving the network or concurrentatgsd The
problem is partially addressed[it3] using data versioning. Each
replica has a version number which is increasext efich update.
To return a current replica, all replicas need éorbtrieved in
order to select the latest version. However, bexafigoncurrent
updates, it may happen that two different replicage the same
version number thus making it impossible to deeidkich one is
the current replica.

In this paper, we give a complete solution to a@atailability and
data currency in replicated DHTs. Our main contiins are the
following:

¢ We propose a service called Update Management cgervi
(UMS) which deals with improving data availabilignd
efficient retrieval of current replicas based andastamping.
After retrieving a replica, UMS detects whethersiturrent
or not,i.e. without having to compare with the other replicas,
and returns it as output. Thus, in contrast toshi@tion in
[13], UMS does not need to retrieve all replicasfital a
current one. In addition, concurrent updates mgseroblem
for UMS.

¢ We give a probabilistic analysis of UMS’s commutiica
cost. We compute the expected number of replicashwh
UMS must retrieve for finding a current replica. \Weve
that it is less than the inverse of the probabiitycurrency
and availability,i.e. the probability that a replica is current

our update management service for DHTs. In Sectiprwe
propose a distributed timestamping service to sttpppdates.
Section 5 describes a performance evaluation of smlution
through implementation and simulation. In Sectiorwé discuss
related work. Section 7 concludes.

2. DHT MODEL AND PROBLEM
STATEMENT

In this section, we first present a model of DHTrEchk is needed
for describing our solution and proving its propest Then, we
precisely state the problem.

2.1 DHT Model

A DHT maps a kek to a peep using a hash function. We call

p theresponsible for k wrt hA peer may be responsible forvrt

a hash functiorh; but not responsible fok wrt another hash
function h,. The responsible fok wrt h may be different at
different times,i.e. because of peers' joins and leaves. We can
model the mapping mechanism of DHT as a functioat th
determines at anytime the peer that is respongiblk wrt h; we

call this functionDHT’s mapping function

Definition 1: DHT’s mapping function. Let K be the set of all
keys accepted by the DHT, P the set of peers, Hs¢hef all

pairwise independent hash functions which can e usy the

DHT for mapping, and T the set of all numbers ateg@s time.
We define the DHT's mapping function as md&T - P such

that m(k,h,t) determines the peef® which is responsible for
kK wrt hZH at time 7T

Let us make precise the terminology involving peers
responsibility for a key. Let/K, hZH andp/P, and let [§..t;) be

and available. Thus, except for the cases where thea time interval such that>t, We say thatp is continuously

availability of current replicas is very low, thepected
number of replicas which UMS must retrieve is tgllic
small.

* We propose a new Key-based Timestamping Service&S)KT
which generates monotonically increasing timestamps
distributed fashion using local counters. KTS does
distributed timestamp generation in a way thatinsilar to
data storage in the DHT.e. using peers dynamically chosen
by hash functions. To maintain timestamp monotoyicive
propose algorithms which take into account the cagwere
peers leave the system either normally or mof.(because
they fail). To the best of our knowledge, thishis first paper
that introduces the concept of key-based timestagn@nd
proposes efficient techniques for realizing thisiaept in
DHTs. Furthermore, KTS is useful to solve other DHT
problems which need a total order on operationfopaed
on each datae.g. read and write operations which are
performed by concurrent transactions.

*« We provide a comprehensive performance evaluatased
on the implementation of UMS and KTS over a 64-node
cluster. We also evaluated the scalability of oaluton
through simulation up to 10,000 peers using SimJave
experimental and simulation results show the &ffeness of
our solution.

The rest of this paper is organized as followsSéttion 2, we
first propose a model for DHTs which will be usefal present
our solution, and then we state the problem. Secigresents

responsiblefor k wrt h in [to..t;) if it is responsible fok wrt h at
anytime in [§..t). In other words, QAOT, f<t<t; ) = (
p=m(k,h,t)).If p obtains and loses the responsibility kowrt h
respectively aty andt;, and is continuously responsible fowrt
hin [to..t;), then we say thatdtt;) is ap’s period of responsibility
for k wrt h. The peer that is responsible fowrt h at current time
is denoted bysp(k,h) We also denote bgrsp(k,h)the peer that
was responsible fdt wrt h just beforersp(k,h) The peer that will
become responsible fde wrt h just afterrsp(k,h)is denoted by
nrsp(k,h)

Example 1 Figure 1 shows the peers responsible koK wrt
h/H sincet,. The peer that is currently responsible Kosrt h is
p:, thusp.=rsp(k,h) andps=prsp(k,h) In the time interval [t.t,),
p. is continuously responsible f&wrt h. It has obtained and lost
its responsibility respectively &t andt,, thus [t..t;) is p.'s period
of responsibility for k wrt h. Also [t..t;}) and [b..t;) are
respectivelyp,’'s andps’s periods of responsibility fac wrt h.

now

J

time to t t, ty

Pa Ps

peer Py

Figure 1. Example of peers’ responsibilities

In the DHT, there is dookup servicethat can locatesp(k,h)
efficiently. The lookup service can return the abdr ofrsp(k,h)



usually inO(Log /P/) routing hops, whergP/ is the number of
peers in the system.

2.2 Problem Statement

To improve data availability we replicate the pelks data) at
several peers using several hash functions. Wemessiat there

is an operation that stores a p@ir data) at rsp(k,h) which we
denote byput,(k, data) This operation can be issued concurrently
by several peers. There is another operation, ddnioyget,(k),
that retrieves the data associated withhich is stored atsp(k,h)

Over time, some of the replicas stored wktat some peers may
get stale. Our objective is to provide a mechanigrich returns
efficiently a current replica in response to a gueguesting the
data associated with a key.

Formally, the problem can be defined as followsveBi a key
kK, let R, be the set of replicas such that for ea€R,, the pair
(k, r) is stored at one of the peers of the DHT. Our gedb

return efficiently arr ZR, which is currentj.e. reflects the latest
update.

3. UPDATE MANAGEMENT SERVICE

To deal with data currency in DHTs, we propose Update
Management Service (UM&hich provides high data availability
through replication and efficient retrieval of cemt replicas.
UMS only requires the DHT's lookup service wiplt, and get,
operations. To return current replicas, it usegsitamps attached
to the pairgk, data) In this section, we give an overview of our
timestamping solution and present in more detaN4SUupdate
operations. We also analyze UMS’s communication. cos

3.1 Timestamping

To provide high data availability, we replicate thega in the DHT
using a set of pairwise independent hash functidyigH which
we callreplication hash functionsTo be able to retrieve a current
replica we “stamp” each pafk, data)with a logical timestamp,
and for eacth/ZH, we replicate the paitk, newData)at rsp(k,h)
where newData={data, timestamp}i.e. newData is a data
composed of the initial data and the timestamp.rJaaequest
for the data associated with a key, we can thugmetne of the
replicas which are stamped with the latest timeptafhe number
of replication hash functions,e. /H,/, can be different for
different DHTs. For instance, if in a DHT the awaility of peers
is low, for increasing data availability a high walof /H,/ (e.g.
30) is used. Constructindd,, which is a set of pairwise
independent hash functions, can be done easilyby using the
methods presented jfh5].

To generate timestamps, we propose a distributadcsecalled
Key-based Timestamping Service (KTB)e main operation of
KTS isgen_ts(kwhich given a kek generates a real number as a
timestamp for k The timestamps generated by KTS have the
monotonicityproperty,i.e. two timestamps generated for the same
key are monotonically increasing. This propertynmigs us to
order the timestamps generated for the same keyding to the
time at which they have been generated.

Definition 2: Timestamp monotonicity. For any two timestamps
ts; and ts generated for a key k respectively at timeand b, if
t;< t, then we have {< ts.

insert(k, data)

begin
ts := KTS.gen_ts (k);
for each h OH do
newData := {data, ts};
DHT.put n(k, newData);
end;
retrieve(k)
begin
ts 1:=KTS.last_ts(k);
data = null;
S mri=- 0]
for each h OH do begin

newData := DHT.get
data := newData.data;
ts := newData.ts;
if (.s 1 =ts) then begin
return data; // one current
/I replica is found

n(K);

exit;
end
elseif (ts>ts mr) then begin
data . :=data;//keep the most
ts mr:=ts;//recent replica and
/lits timestamp
end;
end;
return data
end;

Figure 2. UMS update operations

At anytime, KTS generates at most one timestammfkey (see
Section 4 for the details). Thus, regarding to thenotonicity
property, there is a total order on the set of siieps generated
for the same key. However, there is no total order the
timestamps generated for different keys.

KTS has another operation denoted lagt_ts(k)which given a
keyk returns the last timestamp generatedkfby KTS.

3.2 Update Operations

To describe UMS, we use thKTS.gen_tsand KTS.last_ts
operations discussed above. The implementation afset
operations is detailed in Section 4. UMS providesert and
retrieveoperations (see Figure 2).

Insert(k, data): inserts a pai(k, data)in the DHT as follows.
First, it uses KTS to generate a timestampkfar.g.ts. Then, for
eachh/H, it sends the paitk, {data, ts})to the peer that is
rsp(k,h).When a peep, which is responsible fdcwrt one of the
hash functions involved inl,, receives the paik, {data, ts}) it
comparests with the timestamp, says, of its data (if any)
associated withk. If ts>ts, p overwrites its data and timestamp
with the new ones. Recall that, at anytim€lS.gen_ ts (k)
generates at most one timestamp Koand different timestamps
for k have the monotonicity property. Thus, in the cade
concurrent calls tansert(k, data)i.e. from different peers, only
the one that obtains the latest timestamp will sadcto store its
data in the DHT.

Retrieve(k): retrieves the most recent replica associated kvith
the DHT as follows. First, it uses KTS to determihe latest
timestamp generated fég e.g.ts;. Then, for each hash function



h/H,, it uses the DHT operatiaget,(k) to retrieve the paifdata,
timestamp}stored along withk at rsp(k,h) If timestampis equal
to ts;, then the data is a current replica which is retdras output
and the operation ends. Otherwise the retrievadqe® continues
while saving indata,, the most recent replica. If no replica with a
timestamp equal tts; is found (.e. no current replica is found)
then the operation returns the most recent replitech is
available,.e. data,,.

3.3 Cost Analysis

In this section, we give a probabilistic analysi$ the
communication cost of UMS in terms of number of saegs to
retrieve a data item. For a non replicated DHTs ttost, which
we denote by, is O(log n) messages whereis the number of
peers. The communication cost of retrieving a aurreplica by
UMS iS Cyms = Cits + Nums 0 Cret, Wherecys is the cost of returning
the last generated timestamp by KTS amgs is the number of
replicas that UMS retrieves,e. the number of times that the
operationget,(k) is called. As we will see in the next sectigp,

is usually equal ta,, i.e. the cost of contacting the responsible of
a key and getting the last timestamp from it. Thwes havec,,s=

(2 + nymg OGer.

The The number of replicas which UMS retrieveé®, nyms
depends on the probability of currency and avditstf replicas.
The higher this probability, the lowey,,sis. LetH, be the set of
replication hash functiong, be the retrieval time, anpl be the
probability that, at time, a current replica is available at a peer
that is responsible fdt wrt someh/H,. In other wordsp; is the
ratio of current replicas, which are availablet atver the peers
responsible fork wrt replication hash functions, to the total
number of replicasj.e. /H,/. We call p, the probability of
currency and availabilityat retrieval time. We give a formula for
computing the expected value of the number of capli which
UMS retrieves, in terms of, and /H,/. Let X be a random
variable which represents the number of replicaat tHMS
retrieves. We havrob(X=i) = p, O(1- p)', i.e. the probability
of having X=i is equal to the probability thatl first retrieved
replicas are not current and tile replica is current. The expected
value ofX is computed as follows:

)
E(X) =Y i OProb(X =i)

L]
E(X) = p 00,1 00 p)™) @)

i=0
Equation 1 expresses the expected value of the eumb
retrieved replicas in terms qf and /H,/. Thus, we have the
following upper bound foE(X) which is solely in terms qd;:

ECO) <p (X1 00-P)™) @

From the theory of serid2], we use the following equation for
0<z<1:

Didz™ = L >
i=0 (1_2)

Since0 < (1- p) < 1, we have:

o i-1 _ l (3)
E oa- Bl o ——
i=()I ( pl) ((1 (1 pt))z

Using Equations 3 and 2, we obtain:
E(X) <L @
t

Theorem 1: The expected value of the number of replicas which
UMS retrieves is less than the inverse of the pbdlp of
currency and availability at retrieval time.

Proof: Implied by the above discussion.

Example. Assume that at retrieval tim85% of replicas are
current and availablé.e. p=0.35. Then the expected value of the
number of replicas which UMS retrieves is less tBan

Intuitively, the number of retrieved replicas cahbe more than
/H, /. Thus, forE(X) we have:

©)

E(X)smin(Fl, H.|)

4. KEY-BASED TIMESTAMP SERVICE

The main operation of KTS isgen_ts which generates
monotonically increasing timestamps for keys. A traized
solution for generating timestamps is obviously possible in a
P2P system since the central peer would be a betile and
single point of failure. Distributed solutions ugisynchronized
clocks no longer apply in a P2P system. One popukthod for
distributed clock synchronization is Network Timeo#®col
(NTP) which was originally intended to synchronizemputers
linked via Internet networkl 6]. NTP and its extensions.{.[8]
and [18]) guarantee good synchronization precision oifly
computers have been linked together long enough and
communicate frequentlpd8]. However, in a P2P system in which
peers can leave the system at any time, thesei®wutannot
provide good synchronization precision.

In this section, we propose a distributed technifpuegenerating
timestamps in DHTSs. First, we present a technicaset on local
counters for generating the timestamps. Then weepiea direct
algorithm and an indirect algorithm for initialignthe counters,
which is very important for guaranteeing the monatiy of

timestamps. We also apply the direct algorithm tANCand

Chord. Finally, we discuss a method for maintaining validity

of counters.

4.1 Timestamp Generation

Our idea for timestamping in DHTs is like the iddalata storage
in these networks which is based on having a pEsgyansible for
storing each data and determining the peer dyndigicaing a
hash function. In KTS, for each key we have a pesponsible
for timestamping which is chosen dynamically usiaghash
function. Below, we discuss the details of timegiam
responsibility and timestamp generation.

4.1.1 Timestamping Responsibility

Timestamp generation is performed by KTS as follokwet kK
be a key, theesponsible of timestamping forikthe peer that is
responsible fork wrt hg, i.e. rsp(k, hy), where hs is a hash
function accepted by the DHT, ilgs/H. Each peeq that needs a



timestamp fork, called timestamp requesteluses the DHT's
lookup service to obtain the addressgyf(k, hs) to which it sends
a timestamp request (TSRWhenrsp(k, h) receives the request
of g, generates a timestamp fkrand returns it tay. Figure 3
illustrates the generation of a timestamplanitiated by peeq.

If the peer that issp(k, hs) leaves the system or fails, the DHT
detects the absence of that peeg, by frequently sending “ping”
messages from each peer to its neightfp®$, and another peer
becomes responsible farwrt h. Therefore, if the responsible of
timestamping fork leaves the system or fails, another peer
automatically becomes responsible of timestampangfi.e. the
peer that becomes responsible kowrt h. Thus, the dynamic

behavior of peers causes no problem for timestagnpin
responsibility.
tsc
.................... .>
4. ................... - ‘
TSR (k) irsp(k,nd=p

? rsp(k,k)
v

DHT’s Lookup Service

Figure 3. Example of timestamp generation

4.1.2 Guaranteeing Monotonicity

Let us now discuss what a responsible of timestagnphould do
to maintain the monotonicity property. Liebe a keyp the peer
that is responsible of timestamping forandts, a timestamp fok
which is generated bg. To provide the monotonicity property,
we must guarantee two constraints: (%) is greater than all
timestamps fork which have been previously generated by
itself; (2) ts is greater than any timestamp fogenerated by any
other peer that was responsible of timestamping forthe past.

To enforce the first constraint, for generatingetamps for each
key k, we use a locatounter of k at pvhich we denote as, .
Whenp receives a timestamp requestKpit increments the value
of ¢y« by one and returns it as the timestamp koto the
timestamp requester.

To enforce the second constraiptshouldinitialize ¢, so that it
is greater than or equal to any timestamp Kopreviously
generated by other peers that were responsiblénestamping
for k in the pastFor this,p initializesc, to the last value ofg
whereq is the last peer that has generated a timestami fa
Section4.2, we discuss how can acquirecyy. The following
lemma shows that the initialization of as above enforces the
second constraint.

Lemma 1 If each peer p, during each of its periods of
responsibility for k wrt J, initializes ¢ before generating the
first timestamp for k, then each generated timeptdor k is
greater than any previously generated one.

Proof: Follows from the fact that initializing, , makes it equal to
the last timestamp generated fqrand the fact that timestamp
generation is done by increasing the valuecgf by one and
returning its value as output.

gen-ts(k) // timestamp generation by KTS
begin
p := DHT.lookup(k, h ts );
return gen-ts(p, k);
end;

gen-ts(p, k) //generating a timestamp
/I for a key k by peer p

I that is rsp(k, h ts)
begin
Cc pk :=search_counter(VCS pr K);
if (c pk isnotin VCS p) then
begin
new(c pk );/lallocate memory for ¢ pk
KTS.Counterlnitialize(k, ¢ pk );
VCS p :=VCS p + {C p.k },
end;
C pk.value:=c pk -value + 1;
return c pk -value;
end,

Figure 4. Timestamp generation

After ¢, has been initialized, it is\alid counteri.e. p can use it
for generating timestamps fér If p loses the responsibility fde

wrt hg, e.g. because of leaving the system, thgn becomes
invalid. The peemp keeps its valid counters in\&alid Counters
Setwhich we denote byCS,. In other words, for eadk’XK, if ¢,

is valid thenc,  is in VCS,. Each peep/P has its owrVCS, and

respects the following rules for it:

1. Whenp joins the P2P system, it S8€S, = /7.
2. [Kk[K, whenp initializesc, , it addsc,  to VCS.

3. [K[K, when p loses the responsibility fdrwrt hy, if ¢, i is
in VCS, thenp removes it fronVCS,.

Whenp receives a timestamp request for a keiy checks for the
existence ofc, in VCS. If ¢, is in VC§ thenp generates the
timestamp fork usingc, . Otherwisep initializes c, ), appends it
to VC§ and then generates the timestamp usjng(see Figure
4).

The data structure used MCS, is such that given a kdyseeking
Cok in VCS can be done rapidlyg.g. a binary search tree. Also,
for minimizing the memory cost, when a counter getsofVCS,

p releases the memory occupied by the couriter,only the
counters involved i'vCS, occupy a memory location. To prevent
the problem of overflow, we use a large integeg. 128 bits, for
the value ot .

The following theorem shows that usiv@€CS and respecting its
rules guarantees the monotonicity property.

Theorem 2 If the peer p, which is responsible for k wg, ffor
generating timestamps for k usgg that is in VCg then each
generated timestamp for k is greater than any mesly
generated one.

Proof: Let [ty, t;) be ap’s period of responsibility fok wrt h,s and

let us assume thatgenerates a timestamp fom [to, t;). Rules 1
and 3 assure that &t ¢, is not inVCS,. Thus, for generating the
first imestamp fok in [to, t;), p should initializec, , and insert it
into VCS, (Rule 2). Therefore, in each of its periods of
responsibility fork wrt hy, p initializes ¢, , before generating the
first timestamp fok. Thus, each pegy, during each of its periods
of responsibility fork wrt h, initializesc, « before generating the
first timestamp fok, so by Lemma 1 the proof is complete.



The other KTS operatiolast_ts(k) which we used in Sectias,
can be implemented likgen_tsexcept thatast_tsis simpler: it
only returns the value o, and does not need to increase its
value.

4.2 Counter Initialization

Initializing the counters is very important for mtiining the
monotonicity property. Recall that for initializirgy , the peeip,
which is responsible of timestamping flr assigns toc,  the
value of cqx where q is the last peer that has generated a
timestamp fork. But, the question is how can acquireq. To
answer this question, we propose timdtialization algorithms
direct andindirect The direct algorithm is based on transferring
directly the counters from a responsible of timestimg to the
next responsible. The indirect algorithm is basedaetrieving the
value of the last generated timestamp from the DHT.

4.2.1 Direct Algorithm for Initializing Counters
With the direct algorithm, the initialization is de by directly
transferring the counters from a responsible oesitamping to
the next one at the end of its responsibility. Tigorithm is used
in situations where the responsible of timestampioges its
responsibility in a normal way.e. it does not fail.

Let g andp be two peers, and’ /K be the set of keys for whiah
is the current responsible of timestamping gnds the next
responsible. The direct algorithm proceeds as vigdloOnceq
reaches the end of its responsibility for the keyK’, e.g.before
leaving the system, it sends poall its counters that have been
initialized for the keys involved ifK’. Let C be an empty sef
performs the following instructions at the endtsfresponsibility:

foreachc 4« OVCSqdo
if (k OK’) then
C=C+{c ak B
Send C to p;

At the beginning of its responsibility for the keys K’, p
initializes its counters by performing the followimstructions:

for each ¢ gk O Cdo begin
newc pk);

C pk.value:=c qk -value;
VCS ,:=VCS ,+{c

end;

pk hi

4.2.1.1 Application to CAN and Chord

The direct algorithm initializes the counters vefficiently, in
O(1) messages, by sending the counters from theerdur
responsible of timestamping to the next responsbléne end of
its responsibility. But, how can the current resgible of
timestamping find the address of the next resptefzibhe DHT's
lookup service does not help here because it chnlaokup the
current responsible fok, i.e. rsp(k, k), and cannot return the
address of the next responsible koiTo answer the question, we
observe that, in DHTSs, the next peer that obtdiegésponsibility
for a keyk is typically a neighbor of the current responsifolek,
so the current responsible of timestamping hastitress of the
next one. We now illustrate this observation witthNC and
Chord, two popular DHTSs.

Let us assume that pegis rsp(k,h)and peep is nrsp(k,h)where
kZK andh/H. In CAN and Chord, there are only two ways by
which p would obtain the responsibility féewrt h. First,q leaves
the P2P system or fails, so the responsibiliti oft h is assigned
to p. Second,p joins the P2P system which assigns it the
responsibility fork wrt h, soq loses the responsibility fdcwrt h
despite its presence in the P2P system. We shotvirthboth
cases,nrsp(k,h) is one of the neighbors atp(k,h) In other
words, we show that both CAN and Chord have theoitamt
property thatnrsp(k,h) is one of the neighbors of rsp(k,h) & th
time when rsp(k,h) loses the responsibility forkhw

CAN. We show this property by giving a brief explanatiof
CAN'’s protocol for joining and leaving the systgd®]. CAN
maintains a virtual coordinate space partitione@ragnthe peers.
The partition which a peer owns is called its zofkecording to
CAN, a peenp is responsible fok wrt h if and only ifh(k), which

is a point in the space, is pis zone. When a new peer, spy
wants to join CAN, it chooses a po¥tand sends a join request
to the peer whose zone involvésThe current owner of the zone,
sayq, splits its zone in half and the new peer occupies half,
thenqg becomes one gf's neighbors. Thus, in the case of join,
nrsp(k,h)is one of the neighbors ep(k,h) Also, when a pegp
leaves the system or fails, its zone will be ocedpdy one of its
neighborsj.e. the one that has the smallest zone. Thus, ingbe c
of leave or fail,nrsp(k,h)is one of the neighbors ofp(k,h), and
that neighbor is known fasp(k,h)

Chord. In Chord[29], each peer has an m-bit identifier (ID). The
peer IDs are ordered in a circle and the neighbbaspeer are the
peers whose distance frqurclockwise in the circle ig' for O<is

m. The responsible fdk wrt h is the first peer whose ID is equal
or follows h(k). Consider a new joining pepiwith identifierID,.
Suppose that the position pfin the circle is just between two
peersqg; andg, with identifiersiD; andID,, respectively. Without
loss of generality, we assume thH;<ID, thus we have
ID:<ID<ID,. Before the entrance op, the peerqg, was
responsible fok wrt h if and only ifID;<h(k)<ID,. Whenp joins
Chord, it becomes responsible fér wrt h if and only if
ID;<h(k)<ID,. In other wordsp becomes responsible for a part of
the keys for whichg, was responsible. Since the distance
clockwise fromp to q, is 2°, @, is a neighbor of. Thus, in the
case of joinnrsp(k,h)is one of the neighbors ap(k,h) When, a
peerp leaves the system or fails, the next peer in ttotec sayg,,
becomes responsible for its keys. Since the distathackwise
fromptoq, is 2°, o, is a neighbor of.

Following the above discussion, when a peprloses the
responsibility fork wrt h in Chord or CAN, one of its neighbors,
say p, is the next responsible for all keys for whighwas
responsible. Therefore, to apply the direct algomit it is
sufficient that, before losing its responsibility, sends top its
initialized countersi.e. those involved iVCS,

4.2.2 Indirect Algorithm for Initializing Counters
With the direct algorithm, the initialization of eoters can be
done very efficiently. However, in some situatiotie direct
algorithm cannot be usede.g. when a responsible of
timestamping fails. In those situations, we use thdirect
algorithm. For initializing the counter of a kéy the indirect
algorithm retrieves the most recent timestamp wichtored in
the DHT along with the pairsk(data) As described in Section



Indirect_Initialization(k, var ¢ pk)
begin

ts  mi=-1;

foreach h OH do begin

{data, ts} := DHT.get n(K);
if ts m<ts)then
ts m.=1s;

end;

C pk.value :=ts m+ 1;
end;

Figure 5. Indirect algorithm for initializing count ers

3.2, peers store the timestamps, which are gemefaieKTS,
along with their data in the DHT.

The indirect algorithm for initializing the counseproceeds as
follows (see Figure 5). Lét be a key,p be the responsible of
timestamping fok, andH, be the set of replication hash functions
which are used for replicating the data in the Dd$Tdescribed in
Section3.2. To initialize ¢,y , for eachh/H,, p retrieves the
replica (and its associated timestamp) which isest@trsp(k, h)
Among the retrieved timestampg,selects the most recent one,
saytsy, and initializesc, x to ts, + 1. If no replica and timestamp
is stored in the DHT along witk thenp initializesc,  to 0.

If p is at the beginning of its responsibility of tirteamping fork,

before using the indirect algorithm, it waits a le@hso that the
possible timestamps, which are generated by thevique
responsible of timestamping, be committed in theTDby the
peers that have requested them.

Let ¢ be the number of messages which should be sentlowe
network for retrieving a data from the DHT, theinedt algorithm
is executed ifO(/H /[t messages.

Let us now compute the probability that the indiratgorithm
retrieves successfully the latest version of theetitamp from the
DHT. We denote this probability gg. Lett be the time at which
we execute the indirect algorithm, apdbe the probability of
currency and availability at(see Sectio.3 for the definition of
the probability of currency and availability). If ieast one of the
peers, which are responsible forvrt replication hash functions,
owns a current replica then the indirect algorithmorks
successfully. Thus,ps can be computed as follows:

ps = 1 — (the probability that no current replica @vailable at
peers which are responsible for k wrt replicaticash functions)

Thus, we have:
p.=1-@-p)"

In this equation)H,| is the number of replication hash functions.
By increasing the number of replication hash funtdi we can
obtain a good probability of success for the indiralgorithm.
For instance, if the probability of currency andaitability is
about 30%, then by using 13 replication hash femstp is more
than 99%.

By adjusting the number of replication hash funtsio the
probability of success of the indirect algorithmhigh but not
100%. Thus, there may be some situations wheamitat retrieve
the latest version of timestamp, in which casedbenter of the
key is not initialized correctly. To deal with tkesituations in a
correct way, we propose the following strategies:

« Recovery After restarting, the failed responsible of
timestamping contacts the new responsible of tiameging,
sayp, and sends it all its counters. Then, the newaesiple
of timestamping compares the received counters thitise
initialized by the indirect algorithm and corrett® counters
which are initialized incorrectly (if any). In adidin, if p has
generated some timestamps with an incorrect couiiter
retrieves the data which has been stored in the DT the
latest value of the incorrect counter and reinstes data
into the DHT with the correct value of the counter.

e Periodic inspection A responsible of timestamping which
takes over a failed one, and which has not beetactad by
it, periodically compares the value of its initi@d counters
with the timestamps which are stored in the DHT.alf
counter is lower than the highest timestamp foutig
responsible of timestamping corrects the counter.
Furthermore, it reinserts the data which has be¢ered in
the DHT with the latest value of the incorrect ctaun(if

any).

4.3 Validity of Counters

In Section4.1, the third rule for managing VCSs states that i
peerp loses the responsibility for a kéywrt h,, thenp should
remove g, from VCS, (if it is there). We now discuss whpt
should do in order to respect the third ruleV@S. If the reason
for losing responsibility is thai has left the P2P system or failed,
then there is nothing to do, since wherejoins the P2P system,
it setsVCS= /7. Therefore, we assume thmis present in the P2P
system and loses the responsibility fomwrt h because some
other peer joins the P2P system and becomes rebfmofts k.

We can classify DHT protocols in two categoriBgsponsibility
Loss Aware (RLAxndResponsibility Loss Unaware (RLU) an
RLA DHT, a peer that loses responsibility for sokey k wrt h

and is still present in the P2P system detectslass of
responsibility. A DHT that is not RLA is RLU.

Most DHTs are RLA, because usually when a new peer
becomessp(k, h) it contactgprsp(k,h) sayq, and asksj to return
the pairgk, data)which are stored & Thus,q detects the loss of
responsibility fork. Furthermore, in most of DHT® is a new
neighbor ofg (see Sectiod.2.1), so whemp arrivesq detects that
it has lost the responsibility for some keys. Far DHTSs that are
RLA, the third rule of VCS can be enforced as fatlo When a
peerp detects that it has lost the responsibility fomedkeys wrt
hy, it performs the following instructions:

Foreachc pkxOVCS do
If p #zrsp(k,h ) then
remove c pk fromVCS ,

If the DHT is RLU, then Rule 3 can be violated. ustillustrate
with the following scenario. Ldt be a key ang the peer that is
rsp(k,hy) which generates some timestamp kori.e. ¢, is in
VCS,. Suppose another peqrjoins the P2P system, becomes
rsp(k, hy and generates some timestampskfoFheng leaves the
DHT, andp becomes agairsp(k,hs). In this case, ip generates a
timestamp fok usingc, x OVCS, the generated timestamp may be
equal or less than the last generated timestampk,fothus
violating the monotonicity property as a resulviflating Rule 3.
To avoid such problems in a DHT that is RLU, we asg that



rsp(k,h) assumes that after generating each timestamp, fiar
loses its responsibility fok wrt hs. Thus, after generating a
timestamp fork, it removesc, from VCS,. Therefore, Rule 3 is
enforced. However, by this strategy, for generatingch
timestamp fork we need to initializeg,,, and this increases the
cost of timestamp generation.

5. PERFORMANCE EVALUATION

In this section, we evaluate the performance of bipdate
Management Service (UMS) through implementation and
simulation. The implementation over a 64-node elustas useful

to validate our algorithm and calibrate our simoiatThe
simulation allows us to study scale up to high nerslof peers
(up to 10,000 peers).

The rest of this section is organized as followsSéction 5.1, we
describe our experimental and simulation setup, dhd

algorithms used for comparison. In Section 5.2, fing report

experimental results using the implementation of &J&hd KTS
on a 64-node cluster, and then we present simalagsults on
performance by increasing the number of peers upt600 In

Sections 5.3, we evaluate the effect of the nundfereplicas,
which we replicate for each data in the DHT, onfgenance. In
Section 5.4, we study the effect of peers’ failuwagperformance.
In Section5.5, we study the effect of the frequency of upsiate
performance.

5.1 Experimental and Simulation Setup

Our implementation is based on Ch$28] which is a simple and
efficient DHT. Chord's lookup mechanism is provabdpust in

the face of frequent node fails, and it can ansyusries even if
the system is continuously changing. We implemeht# and

KTS as a service on top of Chord which we also @mgnted. In
our implementation, the keys do not depend on #te dalues, so
changing the value of a data does not changeyts ke

We tested our algorithms over a cluster of 64 nadesmected by

a 1-Gbps network. Each node has 2 Intel Xeon 2.4z GH
processors, and runs the Linux operating systemméike each
node act as a peer in the DHT.

To study the scalability of our algorithms far beglo64 peers, we
implemented a simulator using SimJ42&]. To simulate a peer,
we use a SimJava entity that performs all tasksrthest be done
by a peer for executing the services KTS and UM®. a&kign a
delay to communication ports to simulate the détaysending a
message between two peers in a real P2P systemalQvbe
simulation and experimental results were qualiedgivsimilar.
Thus, due to space limitations, for most of outsiesve only
report simulation results.

The simulation parameters are shown in Table 1. Wge
parameter values which are typical of P2P syst§?8$. The
latency between any two peers is a normally digted random
number with a mean of 200 mBhe bandwidth between peers is
also a random number with normal distribution védtmean of 56
(kbps). The simulator allows us to perform teststopl0,000
peers, after which simulation data no longer fitRAM and
makes our tests difficult. Therefore, the numbepeérs is set to
be 10,00Q unless otherwise specified.

In each experiment, peer departures are timed knanaom
Poisson process (as[i21]). The average ratee. A, for events of

the Poisson processAs1l/second. At each event, we select a peer
to depart uniformly at random. Each time a peersgaway,
another joins, thus keeping the total number ofpeenstant (as

in [21]).

Peer departures are of two types: normal leavaibrlfet failure

rate be a parameter that denotes the percentage oftdeysa
which are of fail type. When a departure event oxcwur
simulator must decide on the type of this departt@ this, it
generates a random number which is uniformly disted in

[0..100]; if the number is greater théailure rate then the peer
departure is considered as a normal leave, elsefas. In our
tests, the default setting fail rate is 5%.

In our experiments, each replicated data is updatedipdate
operations which are timed by a random PoissongsscThe
default average rate for events of this Poissonge®is\=1/hour.

In our tests, unless otherwise specified, the nurobeeplicas of
each data is 10.e. /H, /=10.

Table 1. Simulation parameters
Simulation Values
parameter
Bandwidth Normally distributed random number,
Mean = 56 Kbps, Variance = 32
Latency Normally distributed random number,

Mean = 200 ms, Variance = 100

Number of peers 10,000 peers

M./ 10
Peers' joins and Timed by a random Poisson process
departures with A=1/second

Updates on each dat3 Timed by a random Poissoresgpc

with A=1/hour

Failure rate 5% of departures

Although it cannot provide the same functionality @MS, the
closest prior work to UMS is the BRICKS projgtB]. To assess
the performance of UMS, we compare our algorithnthwthe

BRICKS algorithm, which we denote as BRK. We tested

versions of UMS. The first one, denoted by UMS-Blrds a
version of UMS in which the KTS service uses theedi
algorithm for initializing the counters. The secomnérsion,

denoted by UMS-Indirect, uses a KTS service thaializes the
counters by the indirect algorithm.

In our tests, we compare the performance of UM®®irUMS-
Indirect and BRK in terms of response time and comioation
cost. By response time, we mean the time to retururrent
replica in response to a que@y requesting the data associated
with a key. The communication cost is the total bem of
messages needed to return a current replica iomssptoQ. For
each experiment, we perform 30 tests by iss@raf 30 different
times which are uniformly distributed over the tataperimental
time, e.g.3 hours, and we report the average of their result

5.2 Scale up
In this section, we investigate the scalability W¥1S. We use
both our implementation and our simulator to sttliy response



time and communication cost of UMS while varying thumber
of peers.

Using our implementation over the cluster, we rapegiments to
study how response time increases with the additibpeers.
Figure 6 shows the response time with the addibopeers until
64. The response time of all three algorithms grows
logarithmically with the number of peers. Howevie response
time of UMS-Direct and UMS-Indirect is significaptbetter than
BRK. The reason is that, by using KTS and detemgjrthe last
generated timestamp, UMS can distinguish the cayreof
replicas and return the first current replica whitlinds while
BRK needs to retrieve all available replicas, whichits response
time. The response time of UMS-Direct is betterntHaMS-
Indirect because, for determining the last timegtadMS-Direct
uses a version of KTS that initializes the counteyshe direct
algorithm which is more efficient than the indiredgorithm used
by UMS-Indirect. Note that the reported resultstaeaverage of
the results of several tests done at uniformly caméimes.
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Using simulation, Figure 7 shows the response timthe three
algorithms with the number of peers increasingw@d @000 and
the other simulation parameters set as in Tabl®werall, the
experimental results correspond qualitatively whb simulation
results. However, we observed that the responsedamed from
our experiments over the cluster is slightly betteain that of
simulation for the same number of peers, simplyabse of faster
communication in the cluster.

We also tested the communication cost of UMS. Usihg
simulator, Figure 8 depicts the total number of sages while
increasing the number of peers up to 10,000 with dther
simulation parameters set as in Table 1. The corfgation cost
increases logarithmically with the number of peers.
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5.3 Effect of the Number of Replicas

In this section, we study the effect of the numbémreplicas,
which we replicate for each data in the DHT, on pleeformance
of MUS.

Using the simulator, Figures 9 and 10 show how eetipely
response time and communication cost evolve whitgeasing
the number of replicas, with the other simulati@ngmeters set as
in Table 1. The number of replicas has a strongaohpn the
performance of BRK, but no impact on UMS-Directhiéts a little
impact on the performance of UMS-Indirect becairs¢he cases
where the counter of a key is not initialized, UMf8lirect must
retrieve all replicas from the DHT.

5.4 Effect of Failures

In this section, we investigate the effect of feekion the response
time of UMS. In the previous tests, the value diufe rate was

5%. In this section, we vary the value of fail rated investigate

its effect on response time.

Figure 11 shows how response time evolves wherasang the
fail rate, with the other parameters set as in &dblAn increase
in failure rate decreases the performance of Cbkotdbkup
service, so the response time of all three algmstincreases. For
the cases where the failure rate is higlg. more than 80%, the
response time of UMS-Direct is almost the same lS4ndirect.
The reason is that if a responsible of timestamgaily, both
UMS-Direct and UMS-Indirect need to use the indirdgorithm
for initializing the counters at the next respoteibof
timestamping, thus their response time is the same.
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5.5 Effect of Update Frequency

In this section, we study the effect of the frequyeaf updates on
the performance of UMS. In the previous experimemgsiates on
each data were timed by a Poisson process witlvenage rate of
1/hour. In this section, we vary the average ria¢e ftequency of
updates) and investigate its effect on response tim

Using our simulator, Figures 12 shows how respdinse evolves

while increasing the frequency of updates with tbther

simulation parameters set as in Table 1. The respdime

decreases by increasing the frequency of updates.r&ason is
that an increase in the frequency of updates dsesdahe distance
between the time of the latest update and theexetritime, and
this increases the probability of currency and latdlity, so the

number of replicas which UMS retrieves for findilmgcurrent

replica decreases.

6. RELATED WORK

In the context of distributed systems, data refibcahas been
widely studied to improve both performance and latbdity.
Many solutions have been proposed in the contextigifibuted
database systems for managing replica consist¢h@y, in
particular, using eager or lazy (multi-master) iegtlon
techniques. However, these techniques either doseale up to
large numbers of peers or raise open problems, ascteplica
reconciliation, to deal with the open and dynanature of P2P
systems.

Data currency in replicated databases has also badaly
studied, e.qg. [1], [10], [11], [14], [22] and [26]. However, the
main objective is to trade currency and consisterfoy
performance while controlling the level of curreraryconsistency
desired by the user. Our objective in this papedifferent,i.e.
return the current (most recent) replica as a teg get request.

Most existing P2P systems support data replicaton,without

consistency guarantees. For instance, Gnuf8llaand KaZaA

[12], two of the most popular P2P file sharing eys$ allow files

to be replicated. However, a file update is notppgated to the
other replicas. As a result, multiple inconsisteatlicas under the
same identifier (filename) may co-exist and it degseon the peer
that a user contacts whether a current replicadessed.

PGrid is a structured P2P system that deals wighptioblem of
updates based on a rumor-spreading algor{thinit provides a
fully decentralized update scheme, which offersbphilistic
guaranties rather than ensuring strict consisteridgwever,
replicas may get inconsistent.g. as a result of concurrent
updates, and it is up to the users to cope witlptbblem.

The Freenet P2P systef8] uses a heuristic strategy to route
updates to replicas, but does not guarantee dasistency. In
Freenet, the query answers are replicated alongatte between
the peers owning the data and the query origin&tathe case of
an update (which can only be done by the data’seorit is
routed to the peers having a replica. However, ethisr no
guarantee that all those peers receive the updatparticular
those that are absent at update time.

Many of existing DHT applications such as CE$ Past[24]
and OceanStorg20] exploit data replication for solving the
problem of hot spots and also improving data alditg



However, they generally avoid the consistency poblby
restricting their focus on read-only (immutable)ada

The BRICKS projec{13] deals somehow with data currency by

considering the currency of replicas in the quesgutts. For
replicating a data, BRICKS stores the data in thHéTDusing
multiple keys, which are correlated to the kelyy which the user
wants to store the data. There is a function tlgaien k,
determines its correlated keys. To deal with theremecy of
replicas, BRICKS uses versioning. Each replica aasgersion
number which is increased after each update. Howbeeause of
concurrent updates, it may happen that two differeplicas have
the same version number thus making it impossibleldcide
which one is the current replica. In addition, &urn a current
replica, all replicas need be retrieved in ordesétect the latest
version. In our solution, concurrent updates raisgroblemj.e.
this is a consequence of the monotonicity propeftiimestamps
which are generated by KTS. In addition, our solutdoes not
need to retrieve all replicas, and thus is muchenedficient.

7. CONCLUSION

To ensure high data availability, DHTs typicallylyreon data
replication, yet without currency guarantees fodatpable data.
In this paper, we proposed a complete solutiorhéoproblem of
data availability and currency in replicated DHT€ur main
contributions are the following.

First, we proposed a new service called Update Kemant
Service (UMS) which provides efficient retrieval alrrent
replicas. For update operations, the algorithm&JBIS rely on
timestamping. UMS supports concurrent updates.hEumore, it
has the ability to determine whether a replica usrent or not
without comparing it with other replicas. Thus, ikalthe solution
in [13], our solution does not need to retrieve aplimas for
finding a current replica, and is much more effitie

Second, we gave a probabilistic analysis of
communication cost by computing the expected numbfer
replicas which UMS must retrieve. We proved thé thumber is
less than the inverse of the probability of curyenand
availability. Thus, except for the cases where dkailability of
current replicas is very low, the expected numbleretrieved
replicas is typically smalle.g. if at least 35% of replicas are
current and available then this number is less ghan

Third, we proposed a Key-based Timestamping Ser(kCES)
which generates monotonically increasing timestanips a
completely distributed fashion, using local coust@the dynamic
behavior of peers causes no problem for KTS. Toseme
timestamp monotonicity, we proposed a direct andinafirect
algorithm. The direct algorithm deals with the attans where
peers leave the system normallg. without failing. The indirect
algorithm takes into account the situations wheeerp fail.
Although the indirect algorithm has high probalilitf success in
general, there are rare situations where it mayeatuccessful at
finding the current replica. We proposed two sgege to deal
with these situations.

Fourth, we validated our solution through implena¢ion and
experimentation over a 64-node cluster and evaluats
scalability through simulation over 10,000 peerggisSimJava.

We compared the performance of UMS and BRK (frora th

BRICK project) which we used as baseline algorithithe

UMS’s

experimental and simulation results show that u#{i®, UMS
achieves major performance gains, in terms of mespdime and
communication cost, compared with BRK. The respdime and
communication cost of UMS grow logarithmically witthe
number of peers of the DHT. Increasing the nhumbeeplicas,
which we replicate for each data in the DHT, inse=avery
slightly the response time and communication coftoar
algorithm. In addition, even with a high number gder fails,
UMS still works well. In summary, this demonstratbsit data
currency, a very important requirement for manyligapons, can
now be efficiently supported in replicated DHTSs.
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