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ABSTRACT

The general problem of answering top-k querieslmamodeled
using lists of data items sorted by their localreso The most
efficient algorithm proposed so far for answering-k queries
over sorted lists is the Threshold Algorithm (TAJowever, TA
may still incur a lot of useless accesses to tts.lin this paper,
we propose two new algorithms which stop much snofiest,
we propose the best position algorithm (BPA) wteghcutes top-
k queries more efficiently than TA. For any databamstanceif(e.
set of sorted lists), we prove that BPA stops aly es TA, and
that its execution cost is never higher than TA. 8lew that the
position at which BPA stops can fra-1)times lower than that of
TA, where m is the number of lists. We also show that the
execution cost of our algorithm can (e-1) times lower than that
of TA. Second, we propose the BPA2 algorithm whighmuch
more efficient than BPA. We show that the numbeaafesses to
the lists done by BPA2 can be abguo-1) times lower than that
of BPA. Our performance evaluation shows that ower test
databases, BPA and BPA2 achieve significant pedoma gains
in comparison with TA.

1. INTRODUCTION

Top-k queries have attracted much interest in nuiffgrent areas
such as network and system monitoridd[8][19], information
retrieval [5][18][20][26], sensor networkf27][28], multimedia
databases[10][16][25], spatial data analysi§11][17], P2P
systemq1][3][5], data stream management syst¢@#j[24], etc.
The main reason for such interest is that theycagoerwhelming
the user with large numbers of uninteresting answerich are
resource-consuming.

The problem of answering top-k queries can be nemtels
follows [13][15]. Suppose we have lists of n data items such
that each data item has a local score in eactaridtthe lists are
sorted according to the local scores of their dtatas. And each
data item has an overall score which is computesbdan its
local scores in all lists using a given scoringclion. Then the
problem is to find theék data items whose overall scores are the
highest. This problem model is simple and genetat us
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illustrate with the following examples. Suppose want to find
the top-k tuples in a relational table accordingstone scoring
function over its attributes. To answer this quéris sufficient to
have a sorted (indexed) list of the values of eattibute
involved in the scoring function, and return tkéuples whose
overall scores in the lists are the highest. Astl@roexample,
suppose we want to find the top-k documents whaggegate
rank is the highest wrt. some given keywords. Tewar this
query, the solution is to have for each keywordiaked list of
documents, and return thedocuments whose aggregate rank in
all lists are the highest.

There has been much work on efficient top-k queancessing
over sorted lists. A naive algorithm is to scan lats from
beginning to end and, maintain the local scoresagh data item,
compute the overall scores, and return kh@ghest scored data
items. However, this algorithm is executedd(m/) and thus it
is inefficient for very large lists.

The most efficient algorithm for answering top-keges over
sorted lists is the Threshold Algorithm (TA)4][16][25]. TA is
applicable for queries where the scoring funct®mbonotonic. It
is simple and elegant. Based on TA, many algorithege been
proposed for top-k query processing in centraliaed distributed
applications, e.g. [6][7][9][12][21][23]. The main difference
between TA and previously designed algorithragy. Fagin’'s
algorithm (FA)[13], is its stopping mechanism that enables TA to
stop scanning the lists very soon. However, thee rmaany
database instances over which TA keeps scanningliste
although it has seen all top-k answers (see Exa@ieSection
3.2). And it is possible to stop much sooner.

In this paper, we propose two new algorithms farcpssing top-k
queries over sorted lists. First, we propose thst ip®sition
algorithm (BPA) which executes top-k queries mucloren
efficiently than TA. The key idea of BPA is thas istopping
mechanism takes into account special seen positioiise lists,
the best positionsFor any database instandee.(set of sorted
lists), we prove that BPA stops as early as TA, #mat its
execution cost (called middleware cost[irb]) is never higher
than TA. We prove that the position at which BPApst can be
(m-1) times lower than that of TA, whemis the number of lists.
We also prove that the execution cost of our algorican bgm-
1) times lower than that of TA. Second, based on BRA,
propose the BPA2 algorithm which is much more &dfit than
BPA. We show that the number of accesses to tke disne by
BPA2 can be aboufm-1) times lower than that of BPA. To
validate our contributions, we implemented our athons (and
TA). The performance evaluation shows that over o¢est
databases, BPA and BPA2 outperform TA by a facfoabmut



(m+6)/8 and (m+1)/2 respectively,e.g. for m=10, the factor is
about 2 and 5.5, respectively.

The rest of this paper is organized as followsSéttion 2, we
define the problem which we address in this paferction 3
presents some background on FA and TA. In Sectcansd 5, we
present the BPA and BPA2 algorithms, respectiveiih a cost
analysis. Section 6 gives a performance evaluatdnour
algorithms. In Section 7, we discuss related wdBkction 8
concludes.

2. PROBLEM DEFINITION

Let D be a set oh data items, andl;, L, ..., L,, bem lists such
that each list; containsn pairs of the forn(d, s(d)) whered/ZD
and s(d) is a non-negative real number that denotesidbel
scoreof d in L;. Any data itemd/D appears once and only once
in each list. Each list; is sorted in descending order of its local
scores, hence called “sorted list”. Ligbe the number of data
items which are before a data itehin a listL;, then theposition
ofdinL;is equal tqj + 1).

The set ofm sorted lists is called database In a distributed

system, sorted lists may be maintained at differextes. A node
that maintains a list is calledliat owner In centralized systems,
the owner of all lists is only one node.

Theoverall scoreof each data iterd is computed ais;(d), $(d),

..., $«(d)) wheref is a given scoring function. In other words, the
overall score is the output 6fwhere the input is the local scores
of d in all lists. In this paper, we assume that thariag function

is monotonic. A functiorf is monotonic iff(xy, ..., %) <f(X'y, ...,
X'm) whenevelr; < x; for everyi. Many of the popular aggregation
functions, e.g. Min, Max, Average, are monotonic. Thedata
items whose overall scores are the highest amdrdptd items,
are called théop-k data items

As defined in[15], we consider two modes of access to a sorted
list. The first mode isorted (or sequential) acceby which we
access the next data item in the sorted list. 8@teess begins by
accessing the first data item of the list. The sdomode of access
is random accesby which we lookup a given data item in the list.
Let c; be the cost of a sorted access, arak the cost of a random
access. Then, if an algorithm doas sorted accesses araf
random accesses for finding the top-k data iterhen tits
execution costs computed asg/és + a,/¢,. The execution cost
(called middleware cost iflL5]) is a main metric to evaluate the
performance of a top-k query processing algorithrercsorted
lists[15].

Let us now state the problem we address.LLet,, ..., L, bem
sorted lists, and be the set of data items involved in the lists.
Given a top-k query which involves a numbksnh and a
monotonic scoring functiofy our goal is to find a s@&'/D such
that /D' /= k, and 7, £D' andt,/{D-D') the overall score af;

is at least the overall score @f, while minimizing the execution
cost.

3. BACKGROUND

The background for this paper is the TA algorithimich is itself
based on Fagin's Algorithm (FA). FA and TA are desd for
processing top-k queries over sorted lists. In #8stion, we
briefly describe and illustrate FA and TA.

31 FA

The basic idea of FA is to scan the lists untilihg\at leask data
items which have been seen in all lists, then tliereo need to
continue scanning the rest of the ligt8]. FA works as follows:

1. Do sorted access in parallel to each ofrthsorted lists, and
maintain each seen data item in a3df there are at leagt
data items irS such that each of them has been seen in each

of themllists, then stop doing sorted access to the lists.

2. For each data iterd involved in S, do random access as
needed to each of the lidtsto find the local score afin L;,
compute the overall score df and maintain it in a satif its
score is one of thiehighest scores computed so far.

3. Returny.

The correctness proof of FA can be found1i8]. Let us illustrate
FA with the following example.

Example 1. Consider the databaske( three sorted lists) shown
in Figure 1.a. Assume a top-3 qu&yi.e. k=3, and suppose the
scoring function computes the sum of the local es@f the data
item in all lists. In this example, before positidnthere is no data
item which can be seen in all lists, so FA cannop before this
position. After doing the sorted access at pasifip FA seesls
and dg which are seen in all lists, but this is not sudfic for
stopping sorted access. At position 8, the numlibetata items
which are seen in all lists is be. dy, d;, ds, ds andds. Thus, at
position 8, there are at ledstlata items which are seen by FA in
all lists, thus FA stops doing sorted access tolithe. Then, for
the data items which are seen only in some ofithe ¢.9.d,, FA
does random access and finds their local scoreh lists, e.g.d,

is not seen irL; so FA needs a random access. tdo find the
local score ofd, in this list. It computes the overall score of all
seen data items, and returns to the usek tiighest scored ones.

32 TA

The main difference between TA and FA is their pinp

mechanism which decides when to stop doing sortedss to the
lists. The stopping mechanism of TA uses a threshdiich is

computed using the last local scores seen undédsaccess in
the lists. Thanks to its stopping mechanism, over database,
TA stops at a position (under sorted access) wisi¢bss than or
equal to the position at which FA stop$5]. TA works as
follows:

1. Do sorted access in parallel to each ofrthgorted lists. As a
data itemd is seen under sorted access in some list, do
random access to the other lists to find the Iscale ofd in
every list, and compute the overall scoraloMaintain in a
set Y the k seen data items whose overall scores are the

highest among all data items seen so far.

For each list;, lets be the last local score seen under sorted
access irL;. Define the threshold to h&= f(s;, S, ..., $). If

Y involvesk data items whose overall scores are higher than
or equal tod, then stop doing sorted access to the lists.
Otherwise, go to 1.



List 1 List 2 List 3 f=p+ts+s
Position Data | Local Data | Local Data | Local TA Data | Overall
item score item | score item | score Threshold item | Score
S S S
1 d 30 d 28 ad 30 88 d 65
2 d, 28 g 27 d 29 84 d 63
3 o 27 d 25 & 28 80 d 70
4 o 26 d 24 a 25 75 d 66
5 o 25 d 23 & 24 72 d 70
6 0 23 d 21 [0} 19 63 d 60
7 o3 17 a 20 ds 15 52 d 61
8 ds 14 ad 14 14 42 d 71
9 & 11 g 13 12 36 d 62
10 ds 10 dg 12 d 11 33
@) (b) (©)

Figure 1. Example database. a) 3 sorted lists. b) TA threshbpositions 1 to 10. ¢) The overall score ohedata item.

3. Returny.

The correctness proof of TA can be found1B]. Let us illustrate
TA with the following example.

Example 2. Consider the three sorted lists shown in Figuee 1.

and the query of Example 1j.e. k=3 and the scoring function
computes the sum of the local scores. The threshofdthe
positions and the overall score of data items hosva in Figure
1.b and 1.c, respectively. TA first looks at theadi#ems which
are at position 1 in all lists.e. d, d,, andds. It looks up the local
score of these data item in other lists using remdacess and
computes their overall scores. But, the overalresaaf none of
them is as high as the threshold of position 1.sTlat position 1,
TA does not stop. At this position, we hax¥e{d,, d,, &}, i.e. the
k highest scored data items seen so far. At positband 3Y
involves{ds, d;, d} and{ds, ds, dg} respectively. Before position

6, none of the data items involved¥Yrhas an overall score higher

than or equal to the threshold value. At positiorig@ threshold
value gets 63, which is less than the overall sobthe three data
items involved inY, i.e. Y={ds, G5, dg}. Thus, there ar& data

items inY whose overall scores are higher than or equahé¢o t

threshold value, so TA stops at position 6. Thet@ots ofY at
position 6 are exactly equal to its contents aftjpss 3. In other

words, at position 3Y already contains all top-k answers. But TA

cannot detect this and continues until positiotn&his example,
TA does three useless sorted accesses in eadhilista total of 9
useless sorted accesses ail @seless random accesses.

In the next section, we propose an algorithm thaays stops as
early as TA, so it is as fast as TA. Over some lustas, our
algorithm can stop at a position which m-{) times lower than
the stopping position of TA.

4. BEST POSITION ALGORITHM

In this section, we first propose our Best Positiigorithm
(BPA), which is an efficient algorithm for the pilem of
answering top-k queries over sorted lists. Then,analyze its
execution cost and discuss its instance optimality.

4.1 Algorithm

BPA works as follows:

1. Do sorted access in parallel to each ofrthgorted lists. As a
data itemd is seen under sorted access in some list, do
random access to the other lists to find the Iscate and the
position ofd in every list. Maintain the seen positions and
their corresponding local scores. Compute the divecare
of d. Maintain in a seY thek seen data items whose overall
scores are the highest among all data items sefam.so

For each lisl, let P; be the set of positions which are seen
under sorted or random accessLin Let bp, called best
positiort in L;, be the greatest position B such that any
position ofL; between 1 andp is also inP,. Let s(bp) be
the local score of the data item which is at posibip in list

L.

3. Let best positions overall scotee A = f(s,(bpy), S(bp), ...,
sw(bpw). If Y involvesk data items whose overall scores are
higher than or equal t&, then stop doing sorted access to the
lists. Otherwise, go to 1.

4. Returny.

! bp is called best because we are sure that all positofL;
between 1 andop have been seen under sorted or random
access.



Example 3. To illustrate our algorithm, consider again theeth
sorted lists shown in Figure 1.a and the qugin Example 1. At
position 1, BPA sees the data itethsd,, andds. For each seen
data item, it does random access and obtains dtd Brore and
position in all lists. Therefore, at this step, ghasitions which are
seen in list; are the positions 1, 4, and 9 which are respdygtive
the positions ofl;, d; andd,. Thus, we hav®,={1, 4, 9} and the
best position irL; is bp, = 1 (since the next position iR, is 4
meaning that position® and3 have not been seen). HorandL;
we haveP,={1, 6, 8} andP5;={1, 5, 8}, sobp, = 1 andbp; = 1.
Therefore, the best positions overall scorelis f(s;(1), $(1),
s53(1)) = 30 + 28 +30 = 88 At position 1, the set of three highest
scored data items ¥={d,, d, ds}, and since the overall score of
these data items is less thAnBPA cannot stop. At position 2,
BPA seesd,, ds, andds. Thus, we have,={1, 2, 4, 7, 8, 9}
P,={1, 2, 4, 6, 8, 9JandPs={1, 2, 4, 5, 6, 8} Therefore, we have
bp;=2, bp,=2 andbp;=2, soA = f(51(2), $(2), (2)) =28 + 27 +
29 = 84 The overall score of the data items involved #{ds, d,,
ds} is less than 84, so BPA does not stop. At posBioBPA sees
d;, dg, andd,. Thus, we hav®; = P, ={1, 2, 3, 4, 5, 6, 7, 8, 9}
andP; ={1, 2, 3, 4, 5, 6, 8, 9, 10JThus, we havép,=9, bp,=9
andbps=6. The best positions overall scoredis f(s1(9), $(9),
$(6)) = 11 + 13 + 19 = 43 At this position, we hav¥={d3, d;,
dg}. Since the score of all data items involvedYiis higher than
A, our algorithm stops. Thus, BPA stops at posifiphe. exactly
at the first position where BPA has all top-k ansv&emember
that over this database, TA and FA stop at postiénand 8
respectively.

The following theorem provides the correctnesswfaigorithm.

Theorem 1. If the scoring function f is monotonic, then BPA
correctly finds the top-k answers.

Proof. For each list;, let bp be the best position ih; at the
moment when BPA stops. L&t be the set of th& data items
found by BPA, andl be the lowest scored data itemyinLets be
the overall score o, then we show that each data item, which is
not involved inY, has an overall score less than or equal We
do the proof by contradiction. Assume there is & d@md'/ Y
with an overall scors' such thas' >s. Sinced' is not involved in

Y and its overall score is higher thgnwe can imply thatl' has
not been seen by BPA under sorted or random actéss, its
position in any listl; is greater than the best positionLipi.e.
bp. Therefore, the local score dfin any listL; is less than the
local score which is abp, and since the scoring function is
monotonic, the overall score dfis less than or equal to the best
positions overall scoré.e. s'sA. Since the score of all data items
involved in Y is higher than or equal td,, we haves>1. By
comparing the two latter inequalities, we hazes', which yields

to a contradictiono

4.2 Cost Analysis

In this section, we compare the execution cost BAEBNnd TA.
Since TA and BPA are designed for monotonic scofumgtions,
we implicitly assume that the scoring function ismatonic.

The two following lemmas compare the number ofesrandom
accesses done by BPA and TA.

Lemma 1. The number of sorted accesses done by BPA is always
less than or equal to that of TA. In other wordBABstops always
as early as TA.

Proof. Let Y be the set of answers found by TA, addbe the
value of TA's threshold at the time it stops. Wewnthat the
overall score of any data item involved¥rs less than or equal to
o. For each list;, let p; be the position of the last data item seen
by TA under sorted access. Since any positionttess or equal

to p; has been seen under sorted access, the besbpasiti, i.e.

bp, is greater than or equal pp Thus, the local score which is at
p; is higher than or equal to the local scorebpt Therefore,
considering the monotonicity of the scoring funotidhe TA's
threshold,i.e. &, is higher than or equal to the best positions
overall score which is used by BPAe. A,. Thus, the overall
scores of the data items involvedYmget higher than or equal tb
when the position of BPA under sorted access ssthean or equal
to p;. Therefore, BPA stops with a number of sorted s&ee less
than or equal to TAa

Lemma 2. The number of random accesses done by BPA is
always less than or equal to that of TA.

Proof. The number of random accesses done by both BPA and
TA is equal to the number of sorted accesses nhielfipy (m-1)
where m is the number of lists. Thus, the proof is implied
Lemma 1o

Using the two above lemmas, the following theoremares the
execution cost of BPA and TA.

Theorem 2. The execution cost of BPA is always less than or
equal to that of TA.

Proof. Considering the definition of execution cost, thegs is
implied using Lemma 1 and Lemmar2.

Lemmas 1 and 2 show that BPA always stops as aaryA. But
how much faster than TA can it be? In the followimg answer
this question. Assume that when BPA stops, itstjposin all lists

is u. Then, during its execution, BPA has segrn positions in
each list,i.e. u positions under sorted access ar@m-1) under
random access. If these are the positions fromu/ig then the
best position in each list is tha/fn)th position In other words,
the best position can ba times greater than the position under
sorted access. Based on this observation, we magiude that
BPA can stop at a position which i times lower than TA.
However, we did not find any case where this happémstead,
we can prove that there are cases where BPA stapgasition
which is(m-1) times smaller than TA. In other words, the number
of sorted accesses done by BPA can(rhel) times lower than
TA. This is shown by the following lemma.

Lemma 3. Let m be the number of lists, then the number wédo
accesses done by BPA can be (m-1) times lowertltzmof TA.

Proof. To prove this lemma, it is sufficient to show tlia¢re are
databases over which the number of sorted accdssesby BPA
is (m-1) times lower than that of TA. In other words, underted

access, BPA stops at a position whic{nis1) times lower than
the position at which TA stops. Led be the value of TA's
threshold at the moment when it stops. For ea¢H_lidet p; be

the position (under sorted access) at which TAsstéithout loss
of generality, we assun@=p,=...=pn~j, i.e. when TA stops its



position in all lists isj. For simplicity assume thgt(m-1)/i
whereu is an integer. Consider all cases where the tWoviing
conditions hold:

1) Each of the top-k answers have a local scora pbsition
which is less than or equal ff(m-1), i.e. each of the top-k
answers are seen under sorted access at a pasfiioh is less
than or equal t¢/(m-1).

2) If a data item is at a position in interval [1(j/(m-1))] in any
list L;, thenm-2 of its corresponding local scores in other lists a
at positions which are in interval [((j/((m-1) + 1)j], and on& of
its corresponding local scores is in a positiorhkighan.

In all cases where the two above conditions hoklcan argue as
follows. After doing its sorted access and randocceas at
positionj/(m-1), BPA has seen all positions in interval [1 ..n{i(
1))], i-e. under sorted access, and for each seen datatiteas i
seenm-2 positions in interval [((i/(m-1) + 1) .. jli.e. under
random access. Let; be the total number of seen positions in
interval [1..J], then we have:

ns = (number of seen positions in [1..(j/(m-1))]) ruMmber of seen
positions in [((j/(m-1) + 1) .. j])

After replacing the number of seen positions, weeha
ns = ((/(m-1)m) + (((/(m-1) Oin) L(m-2))

After simplifying the right side of the equationevhavens=m/j.
Thus, when BPA is at positigf{m-1), it has seen all positions in
interval [1 .. j] in all lists. Therefore, the bgmbsition in each list
is at leastj. Hence, the best positions overall scare, A, is
higher than or equal to the value of TA's threshatlghosition;,
i.e. 0. In other words, we havé>d. Since at positiof/(m-1), all
top-k answers are in the séf(see the first condition above) and
their scores are less than or equad{oe. this is enforced by TA's
stopping mechanism), the score of all data iteraslied inY is
less than or equal td. Thus, BPA stops af(m-1), i.e. at a
position which igm-1)times lower than the position of TA.

that examplem=3 and TA stops at position 6, whereas BPA stops
at position 3,i.e. (m-1) times lower than TA. For TA, the total
number of sorted accesses 88618 and the number of random
accesses is 18=36, i.e. for each sorted accegm-1) random
accesses. With BPA, the number of sorted accessksamdom
accesses isCB=9 and 92=18, respectively.

4.3 Instance Optimality

Instance optimality corresponds to optimality iregvinstance, as
opposed to just the worst case or the average ktasalefined as
follows [15]. Let A be a class of algorithm®) be a class of
databases, andost(a, d)be the execution cost incurred by
running algorithma over databased. An algorithm alZA is
instance optimal ovek andD if for everyb/J/A and evend/D we
have:

cost(a, d) = O(cost(b, d))

The above equation says that there are two cdasstamnd c,
such thatcost(a, d)s< c;/¢ost(b, d) + ¢ for every choice ob/A
andd/D. The constant; is called theoptimality ratioof a.

Let D be the class of all databases, afdbe the class of
deterministic top-k query processing algorithins, those that do
not make lucky guesses. Assume the scoring funci®n
monotonic. Then, ifl5] it is proved that TA is instance optimal
over D and A. Since the execution cost of BPA over every
database is less than or equal to TA (see Theoyemezhave the
following theorem on the instance optimality of BPA

Theorem 4. Assume the scoring function is monotonic. Let D be
the class of all databases, and A be the clast®fdp-k query
processing algorithms that do not make lucky guesBeen BPA

is instance optimal over D and A, and its optinyatitio is better
than or equal to that of TA.

Proof. Implied by the above discussion and using Theorem 2

5. OPTIMIZATION

Lemma 4. Let m be the number of lists, then the number of aithough BPA is quite efficient, it still does reagant work. One

random accesses done by BPA can be (m-1) times tbae that
of TA.

Proof. Since the number of random accesses done by both BP
and TA is proportional to the number of sorted ases, the proof
is implied by Lemma 32

The following theorem shows that the execution cdBPA can
be (m-1)times lower than that of TA.

Theorem 3. Let m be the number of lists, then the executi@h co
of BPA can be (m-1) times lower than that of TA.

Proof. The proof is implied by Lemma 3 and Lemman4.

Example 3ite. the database shown in Figure 1) is one of thescase
where the execution cost of BPA(is-1) times lower than TA. In

2 Choosing one of the corresponding local scorea position
greater thanj allows us to adjust the local scores of top-k
answers such that their overall scores do not ggteh than
TA's threshold at a position smaller thane. TA does not stop
before;.

of the redundancies with BPA (and also TA) is thatay access
some data items several times under sorted acoedfférent
lists. For example, a data item, which is accessedposition in a
list through sorted access and thus accessed ir dilis via
random access, may be accessed again in the tiseloy sorted
access at the next positions. In addition to thgundancy, in a
distributed system, BPA needs to retrieve the mosibf each
accessed data item and keep the seen positionseatiuery
originator, i.e. the node at which the query is issued (executed).
This requires transferring the seen positions fthenlist owners
to the query originator, thus incurring communiecatcost. In this
section, based on BPA, we propose BPA2, an algonithich is
much more efficient than BPA. It avoids re-accegdata items
via sorted or random access. In addition, it dosstransfer the
seen positions from list owners to the query oagin. Thus, the
query originator does not need to maintain the gEeitions and
their local scores.

In the rest of this section, we present BPA2, \ilishproperties,
and compare it with BPA. To describe BPA2, we agstimat the
best positions are managed by the list ownerslliFjvee propose



solutions for the efficient management of the Ipesitions by list The following theorem provides the correctness BAB.

owners. . L .
Theorem 6. If the scoring function is monotonic, then BPA2

correctly finds the top-k answers.

5.1 BPA2 Algorithm , . .
Let direct accessbe a mode of access that reads the data itemProof. Since BPA2 has the same stopping mechanism as BEA,
which is at a given position in a list. Recall fraie previous proof is similar to that of Theorem 1 which protks correctness

section that the best positidip in a list is the greatest seen of BPA.0

position of the list such that any position betwéesmdbp is also In many systems, in particular distributed systenhe total
seen. Then, BPA2 works as follows: number of accesses to the lists (composed of dditect and
1. For each lisL;, letbp be the best position in. Initially set random accesses) is a main metric for measuringdsieof a top-

bp=0. k query processing algorithm. Below, using two tleeess we

compare BPA and BPA2 from the point of the vievtto$ metric.

2. For each list; and in parallel, do direct access to position Theorem 7. The number of accesses to the lists done by BPA2 is
(bp + 1) in list L. As a data itend is seen under direct  5yays less than or equal to that of BPA.

access in some list, do random access to the lidteto find

d's local score in every list. Compute the overadire ofd. Proof. BPA and BPA2 access the same set of positionsén th
Maintain in a seY thek seen data items whose overall scores lists. However, BPA2 accesses each of th.e.se positialy once,
are the highest among all data items seen so far. but BPA may access some of the positions more thace.

Therefore, the number of accesses to the listsR B less than
3. If a direct access or random access to allisthanges the  or equal to BPAG
best position ofL;, then along with the local score of the
accessed data item, return also the local scorheofdata
item which is at the best position. Lgtbp) be the local
score of the data item which is at the best pasitidistL; .

Theorem 8. Let m be the number of lists, then the number of
accesses to the lists done by BPA2 can be abolij {mes lower
than that of BPA.

Proof. To do the proof, we show that there are databases

4. Let best positions overall scotee A = f(sy(bpy), (bpy), -, which the number of accesses done by BPA is afotit) times
s3(bpy)- If Y involvesk data items whose overall scores are higher that of BPA2. For each list, letbp be the best position at

higher than or equal t&, then stop doing sorted access to the which BPA stops. Without loss of generality, we wase

lists. Otherwise, go to 1. bp,=bp,=...=bp,=j, i.e. when BPA stops, the best position in all
lists isj. For simplicity, assume thatl=(m-1)/&i whereu is an
5. Returny. integer. We know that BPA2 stops at the same besitipn as

BPA, so it also stops gt Consider all databases at which the
At each time, BPA2 does direct access to the positvhich is following condition holds:
just after the best position. This positiae, bp + 1, is always the

smallest unseen position in the list. 1) If a data item is at a position in interval [1j].in any listL;,

then m-2 of its corresponding local scores in other lists at
BPA2 has the same stopping mechanism as BPA. Tieys both positions which are in interval [1 .. (-1)], anchéd of its

stop at the same (best) position. In addition, ey the same set  corresponding local scores is in a position highan;.
of data itemsj.e. those that have at least one local score before - )
the best position in some list. Thus, they see shme set of The above condition assures that BPA does notheeddta items

positions in the lists. which are at positio by a random access. Thus, it continues
doing sorted access until the positjorin all databases that hold
However, there are two main differences between BR#d the above condition, we can argue as follows. hetbe the

BPA. The first difference is that BPA2 does nouratthe seen number of distinct data items which are in interfl.. (j-1)].

positions to the query originator, so the quergioator does not  sjnce the total number of positions in interval [{-1)] is mJ(-
need to maintain the seen positions. With BPA2othly data that 1), j.e. j-1 times the number of lists, and each distinct dtata

the query originator must maintain is the ¥dtvhich contains at occupies(m-1) positions in interval [1 .. (-1)] (see the above

mostk data items) and the local scores of théest positions.  condition), we have= m/I(-1)/(m-1) In other words, we have
The second difference is that with BPA some seesitipas of a ng = mCL. BPA2 sees each distinct data item by doing orecti

list may be accessed several times, up tom times, but with access. It also does direct accesses at positipn.e. one per list.

BPA2 each seen position of a list is accessed onbe because 1,5 BpA2 does a total ¢i+1)/Mn direct accesses. After each
BPA2 does direct access to the position whichssgdter the best ot access, BPA2 doesi{l) random accesses, thus a total of

_pos_lttl_o ntr?nd th'ﬁ p?smon IS alw_etl_ys an unseentjamsin the list, (u+1)n/m-1) random accesses. Therefore, the total number of
€. 1L1S the Smaflest unseen position. accesses done by BPA2 igp,, = (u+1)A?. BPA sees all

Theorem 5. No position in a list is accessed by BPA2 more than  positions in interval [1 .. j] by sorted acceshud a total ofj(7)
once. sorted accesses. After each sorted access, it(de4$ random

Proof. Implied by the fact that BPA2 always does direttess to
an unseen positiong. bp + 1, so no seen position is accessed via 3 Thig gllows us to adjust the local scores of toprkwers such
direct access, and thus by random access. that BPA does not stop at a position smaller jhan



List 1 List 2 List 3 f=p+ts+s
Position Data | Local Data | Local Data | Local Sum  of Data | Overall
item | score item | score item | score local item | Score
scores

1 d 30 d 28 d 30 88 d 65
2 d, 28 g 27 d 29 84 d 65
3 0 27 d 25 a 28 80 d 70
4 03 26 d 24 g 27 77 d 68
5 d; 25 d 23 d 26 74 d 63
6 & 24 d 22 g 25 71 d 66
7 dhy 17 da 20 ds 15 52 d 61
8 o 14 14 13 41 d 64
9 o 11 13 12 36 d 62
10 g 10 a 12 d 11 33

Figure 2. Example database over which the number of accésskes lists done by BPA2 is abdli{m-1)that of BPA.

accesses, thus a total jd#/{m-1) random accesses. Therefore,
the total number of accesses done by BPAyjs = (j) [f. By
comparingnypa, andnyp, We havenygs = Nppap (1 (U+1)) = Nppan
J(m-1) o

As an example, consider the database the three sorted lists)

shown in Figure 2, and suppoke3 and the scoring function
computes the sum of the local scores. If we apfhABN this

example, it stops at position 7, so it doé8 Borted accesses and
7[BLR random accesses. Thus, the total number of axeemne

by BPA isn,p, = 63. If we apply BPA2, it does direct access to

positions 1, 2, 3 and 7 in all lists, so a tota#lbB direct accesses

and 4 B[P random accesses. Thus, the total number of axess

done by BPA2 iy, = 36. Therefore, we havg,, = 2/,

5.2 Managing Best Positions

After each sorted/direct/random access to a li&t,awner of the
list needs to determine the best position. A simplethod for
managing the best positions is to maintain the gesitions in a
set. Then finding the best position is done by szanthe set and
for each positiorp, verifying if all positions which are less than
belong to the set. This method is not efficienteaese finding the
best position is done i®(WY) whereu is the number of seen
positions. Note that in the worst case;an be equal to, i.e. the
number of data items in the list. In this sectioe, propose two
efficient techniques for managing best positiong: &ray, and
B'tree.

5.2.1 Bit Array

In this approach, to know the positions which aens each list
owner uses an array ofbits wheren is the size of the sorted list.
Initially all bits of the array are set to 0. Thdsea variablebp
which points to the best position. Initialyp is set to 1. LeB; be
the bit array which is used by the owner of listAfter doing an
access to a data item that is at posijoim L;, the following

instructions are done by the list owner for deteing the new
best position:

Bi[j] := 1;
Wiile ((bp < n) and (Bi[bp + 1] =
bp := bp + 1;

1)) do

The total time needed for determining the besttmos during

the execution of the top-k query i®(n), i.e. bp can be
incremented up to. Let u be the total number of accessed to
during the execution of the query, then the avertge for

determining the best position after each acces®(igu) The

space needed for this approach is an arrayhifs plus a variable,
which is typically very small.

5.2.2 B'tree

In this approach, each list owner uses'ae® for maintaining the
seen positions. Bree is a balanced tree, which is widely used for
efficient data storage and retrieval in datababes B'tree, all
data is saved in the leaves, and the leaf nodesitatiee same
level, so any operation of insert/delete/lookufogarithmic in the
number of data items. The leaf nodes are alsodinkgether as a
linked list. Letc be a cell of the linked list,e. a leaf of the Biree,
then there is a pointar.nextthat points to the next cell of the
linked list. Letc.elemenbe a variable that maintains the data.in

Let BT, be the Btree which the owner of list; uses for
maintaining the seen positions bf The list owner also uses a
pointerbp that points to the cell,e. leaf of BT;, which maintains
the seen position which is the best position. Afteraccess to a
positionp in L;, the list owner addg to BT;. Then, it performs the
following instructions to determine the new bessifion:

Wil e ((bp. next
= bp.elermrent + 1)) do

Z null) and (bp.next.el enent
bp := bp. next;



The above instructions assure that the poinpgpoints always to data items in each list in such a way that thelp¥oithe Zipf law
the cell which maintains the best position. Letbe the total [29] with the Zipf parametef = 0.7. The Zipf law states that the
number of accesses to the lisduring the execution of the query, score of an item in a ranked list is inversely pmdijpnal to its
then the total time for determining the best poa#iisO(u), i.e. rank (position) in the list. It is commonly obseavi@ many kinds

in the worst casbp moves from the head to the end of the linked of phenomenag.g.the frequency of words in a corpus of natural
list. Thus, the average time per acces®(%). The time needed language utterances.

for adding a seen position to thét@e isO(log u) Therefore,
with the B'tree approach, the average time for storing a seen
position and determining the best positio®igog u) For the Bit
array approach, this time @(n/u) wheren is the size of the sorted
list. If nis much greater tham i.e. n>c/J/(u [/log u)wherec is a
constant that depends on thétrBe implementation, then the
B*tree approach is more efficient than the Bit ampgroach. The
space needed for thé'tBee approach i®(u) but is not usually as
compact as Bit array.

Our default settings for different experimental graeters are
shown in Table 1. In our tests, the default nundfetata items in
each list is 100,000. Typically, users are inte@sin a small
number of top answers, thus unless otherwise spécife set
k=20. Like many previous works on top-k query procegseg.
[8], we use a scoring function that computes tha siithe local
scores. In most of our tests, the number of ligsm, is a varying
parameter. Whem is a constant, we set it to 8 which is rather
small but quite sufficient to show significant perhance gains of
our algorithms. Note that, in some important aglans such as

6. PERFORMANCE EVALUATION network monitoring8], m can be much higher.

In the previous sections, we analytically comparedalgorithms . .

with TA, i.e. BPA directly and BPA2 indirectly. In this section, Table 1. Default setting of experimental parameters
we compare these three algorithms through expetatien over Parameter Default values

randomly generated databases. The rest of thisioseds
organized as follows. We first describe our experital setup.
Then, we compare the performance of our algorittuitis TA by K 20
varying experimental parameters such as the nuwbksts, i.e.
m, the number of top data items requested k, and the number
of data items of each lisi,e. n. Finally, we summarize the
performance results.

Number of data items in each lisg.n 100,000

Number of lists 8

To evaluate the performance of the algorithms, veasure the
following metrics.

6.1 Experimental Setup
We implemented TA, BPA and BPA2 in Java. To evauzur 1) Execution cost. As defined in Sectioi, the execution cost is
algorithms, we tested them over both independedtcanrelated computed as ¢ a;/és + a, /¢ whereas is the number of sorted
databases, thus covering all practical cases. Tidependent accesses that an algorithm does during execujas the number
databases are uniform and Gaussian databasestgenesing the of random accesses, is the cost of a sorted access, ani$ the
two main probability distributionsi.é. uniform and Gaussian). cost of a random access. For the BPA2 algorithmcemsider
With Uniform database, the positions of a data ifanany two each direct access equivalent to a random acces&akEh sorted
lists are independent of each other. To generé&edtitabase, the  access we consider one unit of cast,we setcs = 1. For the cost
scores of the data items in each list are generatied) a uniform of each random access, we get log n wheren is the number of
random generator, and then the list is sorted. Ehisur default data itemsij.e. we assume that there is an index on data itenfs suc
setting. With Gaussian database, the positions déta item in that each entry of index points to the positiordafa item in the

any two lists are also independent of each otherg@nerate this lists. The execution time which we consider hera good metric
database, the scores of the data items in eaclarbsGaussian  for comparing the performance of the algorithms ioentralized
random numbers with a mean of 0 and a standaraitit@viof 1. system. For distributed systems, we use the netttane

In addition to these independent databases, weuaks@orrelated 2) Number of accesses. This metric measures the total number of
databaseg,e. databases where the positions of a data itemein th accesses to the lists done by an algorithm duriegidion. It

lists are correlated. We use this type of datalfas¢aking into involves the sorted, direct and random accesseslistnibuted
account the applications where there are correlatamong the systems, particularly in the cases where message isi small
positions of a data item in different lists. In Ireerld (which is the case of our algorithms), the maint dastor is the
applications, there are usually such correlati2®]. Inspired number of messages communicated between nodesaurhkeer
from [23], we use a correlation parameter0 <a < 1), and we of messages, which our algorithms (and TA) commatgic
generate the correlated databases as follows.hediirst list, we between the query originator and list owners inistriduted
randomly select the position of data items. pgbe the position system, is proportional to the number of accessas tb the lists.
of a data item in the first list, then for eacht lis(2 < i < m) we Thus, the number of accesses is a good metricdimparing the
generate a random numbein interval [1 ..n/4] wheren is the performance of the algorithms in distributed systeRor TA and
number of data items, and we put the data item position p BPA, the number of accesses is also a good indiazftaheir

whose distance fronp, is r. If p is not free,i.e. occupied stopping position under sorted accass,the number of accesses
previously by another data item, we put the damiat the free  is n¥ multiplied by the stopping position.

position closest tgp. By controlling the value ofi, we create
databases with stronger or weaker correlationserAfetting the
positions of all data items in all lists, we genertae scores of the

3) Response time. This is the total time (in millisecond) that an
algorithm takes for finding the top-k data itemse \wbnducted
our experiments on a machine with a 2.4 GHz In&htm 4
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processor and 2GB memory. In the code of BPA andZBRhe

best positions are managed using the Bit Array @gagr which is

simpler than the B+-tree approach.

6.2 Performance Results

6.2.1 Effect of the number of lists

lists over correlated database with0.1

In this section, we compare the performance of algorithms
with TA over the three database types while varyimg number
of lists.

Over the uniform database, with the number of listseasing up
to 18 and the other parameters set as in Tablgdrds 3, 4 and 5
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show the results measuring execution cost, numberccesses,
and response time, respectively. The execution cbE8PA is
much better than that of TA; it outperforms TA byfeztor of
approximately (m+6)/8 for m>2. BPA2 is the strongest
performer; it outperforms TA by a factor of approately
(m+1)/2 for m>2. On the second metrice. number of accesses,
the results are similar to those on execution ddstvever, BPA2
outperforms TA by a factor which is (a little) highthan that for
execution costj.e. about 1/m higher. The reason is that for
measuring execution cost, we assume an expensstdi.eolog n
units) for direct accesses which are done by BR&2.response
time, BPA2 (and BPA) outperforms TA by a factor waliis a
little lower than that on execution cost, just hesm of the time
they need for managing the best positions.

Over the Gaussian database, with the number of ilistreasing

up to 18 and the other parameters set as in Taliféglres 6, 7

and 8 show the results for execution cost, numbaccesses, and
response time respectively. Over the Gaussian dsgabthe

performance of the three algorithms is a littletérethan their

performance over the uniform database. BPA and B&&\tuch

better than TA, and they outperform it by a faattwse to that

over the uniform database.

Overall, the performance results on the three wtw®trare
qualitatively similar, in particular on executionst and number
of accesses. Thus, in the rest of this paper, we @port the
results on execution cost.

Figure 16. Execution cost vs.n over
correlated database with=0.01

Figure 17. Execution cost vsn over
correlated database with=0.0001

Figures 9, 10 and 11 show the execution cost ofatgerithms
over three correlated databases with correlativarpetera set to
0.001, 0.01 and 0.1 respectively, and the otheampeters set as in
Table 1. Over these databases, the performancéeofthree
algorithms is much better than that over Gaussiah uiform
databases. In fact, the more correlated is thébdata the lower is
the execution cost of all three algorithms. Thesogais that in a
highly correlated database, the top-k data itenes distributed
over low positions of the lists, so the algorithdasnot need to go
much down in the lists, and they stop soon. Howedee to their
efficient stopping mechanism, BPA and BPA2 stop iImsconer
than TA.

6.2.2 Effect of k

In this section, we study the effectlof.e. the number of top data
items requested, on performance. Figure 12 showsexecution
cost increases over the uniform database, witreasingk up to
100, and the other parameters set as in Table &.ekkcution
cost of all three algorithms increases wittbecause more data
items are needed to be returned in order to olkeartop-k data
items. However, the increase is very small. Thegeas that over
the uniform database, when an algorithine. (any of the three
algorithms) stops its execution for a top-k quemjth a high
probability, it has seen also tile + 1)th data item. Thus, with a
high probability, it stops at the same position &ortop-(k+1)
query.



Figures 13 and 14 show how execution cost increagés

increasing k over two correlated databases with correlation

parameter set ta=0.01 and a=0.001 respectively, and the other
parameters set as in Table 1. For the databaseawlD1, i.e.
the one which is less correlated, the impack i smaller. The
reason is that when we run one of the three alyostover a
database with low correlation, it sees a lot ofad&tms before
stopping its execution. Thus, when it stops at gitjpm for a top-
k query, there is a high probability that it stoakthe same
position for a top-(k + 1) query. But, for a highborrelated
database, this probability is lower because therdlgn sees a
small number of data items before stopping its etien.

6.2.3 Effect of the number of data items

In this section, we vary the number of data itemeach list,.e.

n, and investigate its effect on execution costuFigl5 shows
how execution cost increases over the uniform de@bwith
increasingn up to 200,000, and with the other parametersssit a
Table 1. Increasingn has a considerable impact on the
performance of the three algorithms over a unifdatabase. The
reason is that when we enlarge the lists and genenaiform
random data for them, the top-k data items areiliged over
higher positions in the list.

Figures 16 and 17 show how execution cost increagés

increasing n over two correlated databases with correlation

parameter set ta=0.01 and a=0.001 respectively, and the other
parameters set as in Table 1. The results showthas a smaller

impact on a highly correlated database rather éhdatabase with

a low correlation.

6.2.4 Concluding remarks

The performance results show that, over all tekttdses and wrt
all the metrics, the performance of our algorithexsnuch better
than that of TA. For example, they show that wré@xion cost,
BPA and BPA2 outperform TA by a factor of approxieig

(m+6)/8 and (m+1)/2 for m>2. Thus, asm increases, the
performance gains of our algorithms versus TA iasee
significantly.

7. RELATED WORK

Efficient processing of top-k queries is both apartant and hard
problem that is still receiving much attention. st important
paper ig13] which models the general problem of answetoyg
k queries using lists of data items sorted by tloial scores and
proposes a simple, yet efficient algorithm, Fagalgorithm (FA),
that works on sorted lists. The most efficient ailpon over sorted
lists is the TA algorithm which was proposed byesel group$
[14][16][25]. TA is simple, elegant and efficieritl5] and
provides a significant performance improvement okér. We
already discussed much TA in this paper. Howewecabse of its
stopping mechanism (based on the last seen scodes sorted
access), TA can still perform useless work (sedi@e8). The
fundamental differences between BPA and TA arefdhewing.
BPA takes into account the positions and scoraéb@f&een data
whereas TA only takes into account their scoresindJs

4 The second author §f4] first defined TA and compared it with
FA at the University of Maryland in the Fall of 1R9

information about the position of the seen dataABRvelops a
more intelligent stopping mechanism that allowsadiog a much
better time to stop (such choice is correct asguam Lemma 1).
This allows BPA to gain much reduction in the numbksorted
accesses and thus much reduction in the numberamiom
accesses. Even if TA were keeping track of all sign items, it
could not stop at a smaller position under soriekss, because
its threshold does not allow it.

Several TA-style algorithms,e. extensions of TA, have been
proposed for processing top-k queries in distridute
environments,e.g. [6][7][9][12][23]. Overall, most of the TA-
style algorithms focus on extending TA with the eftive of
minimizing communication cost of top-k query prcgiag in
distributed systems. They could as well use oupritlyms to
increase performance. To do so, all they need tis do manage
the best positions at list owners as in BPA2, dahtuse BPA2's
stopping mechanism. This would significantly redtioe accesses
to the lists and yield significant performance gain

The Three Phase Uniform Threshold (TPU8) is an efficient
algorithm to answer top-k queries in distributedstemns. The
algorithm reduces communication cost by pruningyaineligible
data items and restricting the number of round-tripssages
between the query originator and the other nodkes. simulation
results show that TPUT can reduce communicatiob lpsne to
two orders of magnitude compared with an algorithihich is a
direct adaptation of TA for distributed systerf®. However,
there are many databases over which TPUT is ndtrins
optimal[8]. For example, if one of the lists haglata items with a
fixed value that is just over the threshold of TRWien all data
items must be retrieved by the query originatorjlevia more
adaptive algorithm might avoid retrieving altlata items. Instead,
our algorithms are instance optimal over all dasabaand can
reduce the cogm-1)orders of magnitude compared to TA.

8. CONCLUSION

The most efficient algorithm proposed so far foswaering top-k
queries over sorted lists is the Threshold Algonit{TA).
However, TA may still incur a lot of useless acesst the lists.
In this paper, we proposed two algorithms whichpstouch
sooner and thus are more efficient than TA.

First, we proposed the BPA algorithm whose stoppneghanism
takes into account the seen positions in the lists.any database
instance i(e. set of sorted lists), we proved that BPA stopeadt
as early as TA. We showed that the number of saiedom
accesses done by BPA is always less than or equhbt of TA,
and thus its execution cost is never higher than W& also
showed that the number of sorted/random accesses lWpBPA
can be(m-1) times lower than that of TA. Thus, its executi@stc
can be(m-1)times lower than that of TA. We showed that BPA is
instance optimal over all databases, and its ofityneatio is
better than or equal to that of TA.

Second, based on BPA, we proposed the BPA2 algonithich

is much more efficient than BPA. In addition to #fficient

stopping mechanism, BPA2 avoids re-accessing datasivia

sorted and random access, without having to keep dtathe
query originator. We showed that the number of seee to the
lists done by BPA2 can be abomb-1) times lower than that of
BPA.



To validate our contributions, we implemented olgogthms as
well as TA as baseline. We evaluated the performanfcthe
algorithms over both independent and correlateébdeses wrt
three representative metrics (execution cost, nurobeccesses
and response time). The performance evaluations hat, over
all test databases and wrt all the metrics, ouordlgns always
outperform TA significantly. For example, wrt exéiom cost,
BPA and BPA2 outperform TA by a factor of approxieig
(m+6)/8 and (m+1)/2 respectively (fom>2). e.g.for m=10, the
factor is 2 and 5.5, respectively. Thus, msincreases, the
performance gains of our algorithms versus TA iasee
significantly. Note that in some applications, thember of lists,

i.e. m, is very largee.g.it may range from a few tens to a few
thousands[8]. For example, consider a network monitoring

application that monitors the activities of the ngsef some

specified IP locations. The specified locations rhaynumerous.
For each location, the application maintains adfsthe accessed
URLs ranked by their frequency of access. In tlpigliaation, an

interesting query for the network administratoriigat are the

top-k popular URLs?".

As future work, we plan to develop BPA-style algioms for P2P
systems, in particular for the popular DHTs whesp-k query
support is challenging3]. We also plan to adapt our BPA2
algorithm for replicated DHTs providing currencyaganteeg$2].
This could be useful to perform top-k queries thablve results
ranked by currency.
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