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Abstract. We describe a mathematical and algorithikeywords: Shape from Shading, Lambertian re-
mic study of the Lambertian “Shape-From-Shadindlectance, pinhole camera, orthographic and perspective
problem for orthographic and pinhole cameras. Oprojection, black shadows, discontinuous images,
approach is based upon the notion of viscosity solutioviscosity solutions.
of Hamilton-Jacobi equations. This approach provides
a mathematical framework in which we can show that
the problem is well-posed (we prove the existence offa  |ntroduction
solution and we characterize all the solutions). Our con-

tribution is threefold. First, we model the camera both @hape From Shading (SFS) has been a central problem
orthographic and as perspective (pinhole), whereas mgsihe field of computer vision since the early days. The
authors assume an orthographic projection (see [25] {Q @jem is to compute the three-dimensional shape of a
survey of the SFS problem up to 1989 and [64, 39, 18} tace from the brightness variations in a black and white
for more recent ones); thus we extend the applicability ﬁ’ﬁage of that surface. The work in our field was pio-
shape from shad_ing me_thods to more realistic acquisitiQBareq by Horn who was the first to pose the problem
models. In particular it extends the work of [53, 55Lg that of finding the solution of a nonlinear first-order
We provide some novel mathematical formulations of, s gifferential equation (PDE) called the brightness
this problem yielding new partial dn‘fer(_entlal equat'on%quation [26]. Later on, various approaches have been
Results about the existence and uniqueness of thelh,,sed: the book [25] contains a very nice survey of the
solutions are also obtained. Second, by introducing &earch in SFS up to 1989; for a more recent overview,
“generic” Hamiltonian, we define a general frameworkyq (64, 39]. Despite the richness of the literature in this
allowing to deal with both models (orthographic angreg ) approaches are based on very restrictive assump-
perspective), thereby simplifying the formalization 08thyi, s For example, most SFS algorithms have been de-
problem. Thanks to this unification, each algorithm Wgs|5ned under the assumption of orthographic projection.
propose can compute numerical solutions correspondfgy Srs approaches consider the perspective projection
to all the modeling. Third, our work allows us to COM@ohjem ( i.e consider a pinhole camera model instead of
up with two new generic algorithms for computing gimple affine model). Penna [49, 48] proposes a local
numerical approximations of the “continuous” solutiofyehod using geometrical properties. His formulation of
of the “Shape-From-Shading” problem as well as a progfs hrohlem leads him to solve a system of algebric equa-
of their convergence toward that solution. Moreover, o4g s \Weiss [62] proposes a physical formalism which
two generic algorithms are able to deal with disconting, exploit invariants of the imaging process and geo-
uous images as well as images containing black shadowsaric knowledge about the surface. Penna [49, 48] and
Weiss [62] do not present numerical results; they only de-



scribe a theoretical method. Lee and Kuo [40] presanark that the papers of Penna [49, 48], Weiss [62], Lee
a variational approach. They minimize a cost functionahd Kuo [40], Hasegawa and Tozzi [24], Samaras and
based on a local linear approximation of the reflectanbketaxas [56], Yuen et al. [63], Tankus and Sochen [59],
map. Hasegawa and Tozzi [24] suggest to combine S&®1 Courteille et al. [11] do not deal at all with these

with photogrammetry to reconstruct the surface and cajuestions.

brate the camera. Their method consists in solving Iargel_he perspective projection hypothesis extends the ap-

systems of linear equations and seems to be suitable only . ".: s
Y : g Ipr]lgabmty of SFS methods to more realistic images: we
for small images. More recently, Samaras and Metaras

[56] propose a solution of the “perspective SFS” by usirfan recover the shapes of objects which are located near

a deformable model, Yuen et al. [63] and Tankus et al e camera. The modeling we propose in [50, 52] (as that

. . of [48, 49, 40, 56, 63, 59, 11]) assumes that the scene
[60, 61] propose an adaptation of the fast marching algo-. . ) 2
. . . . S illuminated by a single point light source located at
rithm of Kimmel and Sethian [36], Okatani and Degucht .. . . . : .

. infinity. In this article, we also deal with scenes which
[43, 4], propose an extension of the methods of propa fe illuminated by a single point light source located at
tion of the equal-height contours of Bruckstein and Kin)- y gie p 9

. e optical center (case also considered by Okatani and
mel [5, 34], and Tankus and Sochen [59] or Courteille qugughi [43, 44]). (We formulate a new PgE (equation

al. [11] propose some “local” methods. Let us note that TO)) desian an original algorithm and brove existence
the articles [48, 49, 62, 40, 24, 56, 63] the authors do notr * 4519 'ginal aigon prove exi
. apd unigueness of a solution, thereby completing our pre-
really formulate a PDE adapted to the perspective model- : : .
ing. Here, we also propose a solution of the “perspecti\\flts(:)US work [52]. This modeling (perspective camera and
. ' light source is located at the optical center) realisticall

SFS” problem, but in contrast with the previous work o : . : .

[48, 49, 62, 40, 24, 56, 63, 59, 11], our formalism is COm_esc_nbe.s a s.lmple camera equiped with a flash, or such
pletely based on PDEs. Also, we formulate precise anmoedICaI Imaging systems as endoscopy.

explicit PDEs (equations (8)and (10)) corresponding to  We also unify the classical model which assumes that
the perspective SFS problénNote that the formulation the camera performs an orthographic projection, and the
of these new PDEs allows to prove existence and unigperspective model which assumes that the camera is a
ness results for the perspective SFS problem. Regardpnghole. To this end, we introduce a “generic” equa-
this point, let us emphasize the importance of the que&®n (equation (24)). Note that the classical SFS equa-
tions of the existence and uniqueness of a solution of tiiens and the two new perspective SFS equations (8) and
SFS problem. These questions as well as those relat®@) are particular cases of the “generic” equation $24)

to the convergence of numerical schemes for computifigis generic formulation considerably simplifies the for-
the solutions became central in the last decade of the 2@thlization of the problem. It also naturally suggests
century. For example, the papers of Bruss [6], Brookgeneric” algorithms, each of which can compute numeri-
[4], Horn [27], and Durou [19, 20], show the difficultycal solutions of various perspective and orthographic SFS
of these questions. The first results related to the cgneblems.

vergence of the numerical approximations have been pre-

sented by Dupuis and Oliensis [17] and P.-L. Lions, Rou Finally, the_ algo_nthms_ \We propose can deal with im-
and Tourin [55, 42]. More recent results can be found es containing discontinuities and black shadows. We

[22, 23, 53]. Let us mention here that all the previoﬁove the stability of our SFS approximation schemes and
theoretical work only dealt with the simplest version e convergence of our SFS algorithms when applied to

the SFS problem (with orthographic projection). In thi§UCh images. We also prove that our algorithms are ro-

article, we deal with the same questions in the frami%lgst to pixel noise and to the errors on the parameters of
’ he models, e.g. the light source direction.

work of the “perspective SFS” problem. Let us also rd

yet formulated by Prados and Faugeras in [50, 52] and by Eanku
etal. in [59].

20katani and Deguchi [43, 44] does not make explicit the sBES SNote: instead of considering equations, it would be moreetito
PDE. They transform the brightness equation into an ev@@quation. consider “Hamiltonians”; see section 3.2.1.




2 Mathematical formulations of the lignt source is located at infinityThus, all light vectors

; are parallel and we can represent the light direction by
Lambertian SFS problem a constant vectoL. = («,3,7v). We assume that the

The SFS problem is to recover the three-dimensiofigt source is above the surface, then> 0. We note
shape of a scene from the brightness variations in a bldck (@ 0). We assume that the camera performan
and white image of that scene. _th_ographlc prOJec_tloer the scene. With this hypothesis,
The scene is represented by a surfSiceLet 2 be an IS natural to define the surfa&by
open set ofR? representing.the domain of definition .of S — {(xl,xg,u(wl,xg)); (z1,72) € g} _
the image; for examplef) is the rectangular domain
10, X[x]0,Y]. We assume thab can be explicitly pa- So, if the plane(0,z1,3) represents the retinal plane
rameterized by a functioi from the closuré? of the set then|u(x)] is the distance of the point(x) in the scene
QintoR3 by x — S(x); to the camera (see figure 1). For such a surfica nor-
. mal vectom(z) is given by
S={S(z); =eQ}.

n(z) = (-Vu(x),1).

The image intensity is modelled as a functibfrom
into the closed intervaD, 1], by

I1:Q—[0,1]:2~ I(x).

Forallz € €, the intensityl () is the brightness obtained
when imaging the point(x) of the surface. We assume
that a single point light source illuminates the scene. Thus
with each pointX in R we associate the unit “light vec-
tor” L(X) pointing to the light source. Finally, we assume
that the scene isambertian We suppose that the albedo

is constant and equal to 1. For allin €, let us denote oLy

n(z), a normal vector of the surfacat the pointS(z) U(Ihfﬂz)i@b

such that L . ‘
n(z) - L(S(z)) > 0. Surface N%u(ﬂﬁhxz)

With all the above hypotheses, the brightnégs) of the
point S(z) of the surfaceS is the cosine of the angleFigure 1: Image arising from an orthogonal projection.

(n(z),L(S(z))). In other words: The intensity of the “pixellz1, z2) is the intensity of the
point (z1, z2, u(x1,x2)) on the surfaces; (we assume
I(z) = n(z) - L(S(x)). (1) that the camera and the light source are above the sur-
In(z)| face).

Note that, through differential calcuttisve can easily ob-
tain an explicit expression fat(x).
Given these hypotheses, the brightness equation (1) be-

2.1 The “orthographic SFS” problem comes
In this subsection we revisit one of the simplest versions Ve eQ, I(x)= M7 (2)
of the shape from shading problem. We assume that the V14 [Vu(z)]?

4The two columns of the JacobiaBS(z) are tangent vectors ® anq therefore the_ shape from.Shaqing PrOblem i5_1 given
at the pointS(z). Their cross product is a normal vector. an imagel and a light source directioh, find a function




u : Q — R satisfying the equation: Q, wu(xr) > 0. Since equation (7) is homogeneous in
Vu(z) andu(z), we can simplify it by the change of vari-
Ve e Q, I(x)\/1+|Vu(z)?+Vu(z)l-v=0. (3) able§ v = In(u). Thus the “perspective SFS” problem

) ) consists in solving the PDE:
Note that by using the change of variables

v(x) =12+ yu(z), (4) I(I)\/f2|vv|2 + (2 Vo +1)"=(f l4yz)- Vo—y :(gj
(proposed by Dupuis and Oliensis [17]), the PDE (3) can
be rewriten as

Ve e, I(z)V/|Vou(z) =12 ++2+Vou(z)-1-1=0.

)
Also, in the case where the light source is in the same di-
rection as the direction of projection (it is the case consid
ered by Rouy and Tourin in [55]), we hate= (0,0, 1),
and the PDE (2) can be rewriten as an Eikonal equation:

Ve e, |Vu(x)| —

—1=0. (6)

2.2 The “perspective SFS” problem

In this section, we assume that the camera perforpes-a Surface

spective projectiomf the scene and that tHight source

is located at infinity A “pinhole” camera is representedrigure 2: Image arising from a perspective projection.
by its retinal plane and its optical center. It is characterhe intensity of the “pixellz1, 2) is the intensity of the
ized by its focal lengthf ; see figure 2. We assume thasointu(x, z2)(z1, 22, — f ) onthe surfac8; (we assume

the scene can be represented by a surifadefined by  that the camera and the light source are above the surface).

S = {u(z1, 2)(z1, 22, — 1);  (z1,22) € Q}.

A normal vector of such a surface is given by:

B fVu(z) . . .
n(®) = ya@)+z-Vu@) ) 2.3 The “perspective SFS” with a point
light source located at the optical center
As in section 2.1, we represent the light by a constant unit )
vectorL = (a, 3,7), with v > 0 (we suppose that theln this section, we assume that the camera perforpes-a
light source is above the surfag. We notel = (a, 3). spective projectionf the scene and that the scene is illu-

In this context, the irradiance equation becomes: minated by a single poilight source located at the op-
tical center This modeling corresponds approximately
f 1-Vu(x)+v (x- Vu(z) +ulx)) to the real situation encountered when we use a camera
I(z) - () equiped with a flash in a dark place. It also corresponds

N 2 2 . 2
\/f Vu(@)]? + (2 Vu(z) +u(2)) nicely to the situation encountered in some medical pro-

Now, let us suppose that the points of the SuncSCetocols like endoscopy in which the (point) light source is

are visible (according to figure 2); So verifiesVz € SAlso used in [50, 52, 59].




. _ f i i -
Optical center whereQ(z) = VR No-\/v, asin sect-|0n 2.2-, we sup
pose that the surfac® is visible (according to figure 3).
Sou verifiesVz € Q, wu(xz) > 0. Therefore, equation
(9) being homogeneous, we can rewrite it by using the

change of variables = In(u):

Retinal plane

1)/ 12IVe(@)2 + (Vo(@) - 2)? + Qa)*—Q(a) = 0.
(10)

Note: Okatani and Deguchi [44] do not make explicit the

PDE arising from the brightness equation . They design

their numerical algorithm by transforming the static SFS

equation as an evolution equation.

Figure 3: The intensity of the “pixe{’, — f ) is the inten-

sity of the pointu(z)(x, — f )4 on the surfacé.

Viel2+ 2 3 Shape from Shading and viscosity
solutions

Surface

located very close to the camera, because of space @t Why using viscosity solutions to solve
straints [44]. As in section 2.2f > 0 represents the SFS

focal length. For mathematical convenience, we change
slightly the parameterization of the scene. According Ihe SFS PDEs (3), (6), (8) and (10) do not defend
figure 3, we suppose that it is represented by a suiSace; so they are ill-posed. In particular, the solution is not

defined by unique. In effect, ifu is a solution, then for alt € R,
u+ cis also a solution. The ambiguities encountered with
f u(x) 2 _ this kind of equations are nevertheless not reduced to the
S = T ( f ) ;orefs. translations. For example, for the eikonal equation, the
\0zl? + f concave/convexe ambiguity has been considerably stud-

ied in the SFS literature [45, 26, 33, 38, 37]. To character-
ize a solution, we need to impose some constraints. Let us
impose Dirichlet boundary conditions (DBC) for insuring

For such a surfacB, a normal vectom(z) at the point
S(z) is given by:

_ fu) unigueness:
n(z) = Vu Wf”fz * )

The single point light source is located at the optical cefi-P€ing a continuous real fu_nction _defined of. In
ter, so the unit light vectdk at pointS(z) is the vector ~ Other words, from the SFS point of view, we assume that
the “distance” from the camera to the scene is known on

L(S(z)) = 1 ( — ) . the boundary of the image. Admitedly, this hypothesis
/|CC|2 4 f2 f may appear restrictive. In a forthcoming paper, we show
how to remove these constraints. Let us note that, the
The irradiance equation (1) then becomes: reader can yet find in the SFS literature some PDEs meth-
ods computing numerical solutions with only at part of
2 2 2 :
I(a:)\/ £2|Vu(z)|? + (Vu(z) - z) ¢ (@) —u(z) = 0. these boundary data; see for example work of Kimmel
Q(x)Q 6In the sequel, concerning equations (8) and (10), we mishse t

(9) notation ofu, writing u instead ofv.



and Bruckstein [34] and the work of Oliensis and Dupuis In the following, we recall the definitions of viscosity
[16, 17, 46]. solutions of Hamilton-Jacobi equations and some funda-
The SFS equations (3), (5), (6), (8), and (10) amental theorems. More details about these definitions and
Hamilton-Jacobi equations. Generally, Hamilton-Jacadli proofs can be found in Barles’s, Bardi and Capuzzo
equations with DBC do not have classical, i.e. differeolcetta’s or Lions’s books [2, 1, 41].

tiable, solutions. For example, the equation

[Vu(z)| = 1forallzin]o, 1] (12) 3.2 Viscosity solutions of Hamilton-Jacobi

with u(0) = u(1) = 0, does not have classical solutions equations
(Rolles theorem). The notion of viscosity solutions is . . . . . .
very nice way of making quantitative and operational th e start with the notion ottont_lnuousnscosny solutions
intuitive idea of weak solutions of first-order (and for tha{ptroduced by Crandall and Lions [12, 41, 14].

matter, second-order) PDEs. Also, equation (12) with the

DBC u(0) = u(1) = 0, has a (unique) continuous vis3.2.1 Continuous viscosity solutions

cosity solution (see figure 4-a)). The notion of viscos- ) _ _ _
We consider a Hamilton-Jacobi equation of the form:

H(xz,Vu(z)) =0, x € Q, (13)

where() is an open subset &2 and H is a continuous
real function defined by

H: QxR — R

Figure 4: a) Continuous viscosity solution of (12) with (z,p) +— H(xvp).
u(0) = u(1) = 0; b) discontinuous viscosity solution of
(12) withw(0) = 0 andu(1) = 1.5. H is called theHamiltonian The variable associated

to Vu(zx) is often notedp. Let BUC(R2) be the set of

ity solutions has been introduced by Crandall and Lioggunded and uniformly continuous functions@n
[12, 41, 14, 13] in the 80s. Its theory is now mature (see

the book of Barles [2] and that of Bardi and Capuzz@efinition 1 (Continuous viscosity solution)

Dolcetta [1]) and the numerical analysis of Hamiltora < BUC(Q) is a viscosity subsolution (respec-
Jacobi equations has progressed considerably (see [2llply, a viscosity supersolution) of equation (13) if:

In the shape from shading area, the first interest of the R@> ¢ C* (), Vo € Q local maximum ofu — ¢),

tion of viscosity solutions of Hamilton-Jacobi equations

is theoretical: it allows to characterize the solutionshef t H(xo,Vp(x0)) <0

SFS problem, and makes the problem well-posed. But

let us emphasize that this is not the only application. (respectively, if:

effect, Barles and Souganidis [3] have proved that the ntp € C1(Q) , Vo € Q local minimum ofu — ¢),

merical solutions obtained by using monotone schemes

are generally approximations of the viscosity solutions. H(zo,Vo(z9)) >0 ).

Thus, thanks to the notion of the viscosity solutions, we

can understand exactly the numerical properties of thds a continuous viscosity solution of equation (13) if it
SFS algorithms. is both a subsolution and a supersolution of (13).

It's worth to remark that all SFS methods which require not an ;5.sjty solutions are weak solutions. They are not dif-
boundary data need strong regularity properties on theiso&us In par-

ticular, in [34, 16, 46], the global methods work only if thalstion is in ferentia}ble! Nevertheless, .this notion is consistent with
C2(Q). the notion of classical solutions, as shown by the next



Theorem 1 Let u be differentiable inf, a classical so- (H1) [convexity] H is convex with respect to(Vx € )
lution of (13). Ifu € BUC(Q), thenu is a continuous ] o

viscosity solution. Let, be a continuous viscosity solu{H?2) [uniform coercivity | H (z,p) — +oc when|p| —
tion of equation (13). If: is differentiable in, thenu is  +0° uUniformly with respect ta: € €2,

a classical solution. (H3) [subsolution] inf,cg2 H(z,p) < 0in Y,

We specify for the inexperienced reader that the definiti : = 9
of the viscosity solutions is associated to the Hamiltoni§ﬁ4) regularity] H € C($2x K7,
and not to the equation. For example, it is well knowfHs) [compatibility] Vaz,y € 99Q, o(x) — ¢(y) <
that the viscosity solutions of the HamiltoniaH z, p) are L(zx,y)
different from the viscosity solutions of the Hamiltonian .
—H(z,p); see [51] for an example. then the function, defined inQ2 by:

One of the most important interests of the viscosity so- 7
lutions theory is that it provides a set of general existencg(x) = inf{ H*(£(s), —€'(s))ds+o(E(TH))} (15)
and uniqueness theorems which only require very weak 0 ’
hypotheses. Let us recall that the SFS Hamiltonians do . . . . . .
not depend om. Thus, to have uniqueness we add boun-2 contmuc_)l_Js viscosity solution of e_quat|on (14) (in par-
ary conditions. Our choice turns to Dirichlet conditiond'CU/ar verifiesu(x) = ¢(z) for all z in 59).

Thus for the SFS problems we consider equations  Theorem 2 is a special case of theorem 5.3 in [41]. It
{ H(z, Vu(z)) = 0 on, can be interpreted as giving compatibility constraints for

(14) the boundary conditions. Under hypotheses (H1)-(H4),
u=¢ponoQ, the hypothesis (H5) is a necessary and sufficient condition
g- forthe existence of the continuous viscosity solution. We
l\p{ill say thatyp verifies thecompatibility conditionf (H5)

Is verified.

Theorem 2 allows to prove the existence of continu-
us viscosity solutions of the SFS problems (see section
3.4). Nevertheless, let us point out that the existence of

wherey is a real function defined ofi2 and H the a
equate Hamiltonian. The following theorem 2 applies
the special case where the HamiltoniBlhappearing in
equation (14) (hence with Dirichlet boundary conditions
is convex with respect t& . It ensures thexistenceof
continuous viscosity solutions of the PDE (14).

We noteH* the Legendre transforfof H: such a solution _r.equires.a_\ constraint on the variation. of

¢ (the compatibility condition). Let us remember that in

H*(z,q) = sup{p.q — H(z,p)} < +oc. practice we can only have at best an approximatiop.of
pER?2 So, if we make a large error on the functipnwhen we

. compute a numerical solution of the SFS problems and

Letus definerz, y € 2, if this error is too large then there do not exist continu-
T ous viscosity solutions. For example, eql_Jation (1_2) with

L(z,y) = inf H*(£(s), —€'(s))ds } g(o) = _0, u(1) = 1.5 does not ha_lvg_ continuous viscos-
€€l y,To>0" /g ity solutions, because the compatibility condition doeis no

. hold, see figure 4-b and [51]. So what do the numerical
where C; , is the set of¢ : [0,Ty] — R? such that 445rithms compute? In other words, how do we interpret
§0) = x, &(To) = y, vt € [0,Tp], (1) € Q and the numerical results? It appears that as soon as there do
¢ € L>(0,Ty) (We denote.> (0, Ty) the set of bounded ot exist continuous viscosity solutions, we need to intro-
measurable functions defined on the interi@lTo) and  gy,ce a weaker notion of solution. It turns out that the idea
taking their values ifR?.) of discontinuousiscosity solutions provides an answer to
these problems. For instance, we can prove that equation
(12) withu(0) = 0, u(1) = 1.5 has a discontinuous vis-
8See appendix A of [51]. cosity solution (unique in ]0,1[) which is shown in figure

Theorem 2 (Existence of continuous solutions)f




4-b). The notion of discontinuous viscosity solutions Note that

due mostly to Ishii [30, 29] and is covered in detail in the

book of Barles [2]. The recent book of Bardi and Capuzf&(xv u(z), Vo(r)) = E*(x, u(z), Vo(x))
Dolcetta [1] synthesizes some recent results. = H(z,Vo¢(r)) ifze,

3.2.2 Discontinuous viscosity solutions = min{H (z,Vp(x)),u(r) — p(x)} if x € 09,
Let us consider the following equation on the closed sup;(x w(z), Vo(z))
set(: = max{H (z,Vo(x)),u(z) — p(x)} if z € 0N.

F(z,u(z), Vu(z)) =0, forz € 0, (18) Here the idea s to include the boundary conditions in the

whereF, defined o2 x R x R2, is the locally bounded “viscosity inequalities”. Thus, we impose the boundary

function: conditions in a weak sense. In particular, at pairg 02
. where the solutions cannot be equaldtr), we instead
F(z,u,p) = { H(z,p)  forzing, (17) impose that the “viscosity inequalities” still hold fdf.
u—(x) foraind, Let us note that the notion of discontinuous viscosity so-

lutions extends the notion of continuous viscosity solu-
tions. In other words, a continuous viscosity solution is
a discontinuous viscosity solution. Moreover, note that a
Definition 2 Let u be a locally bounded function on a sediscontinuous viscosity solution can have discontingitie

whereH is a real continuous function dia x R? andy
is a real continuous function af?.

E.Vz € E, let us note: For more details, we advise the reader to read chapter 4 of
. ) o Barles’s book [2].
u*(z) = 111;15916110 u(y) and . (z) = llgl}gglfu(?/) The following existence theorem can be found in Bardi

and Capuzzo Dolcetta’s book [1] (theorem V.4.13).
We recall also thatt : £ — R is upper (respectively,
lower) semicontinuous (u.s.c, resp. |.s.c) if forang £ Theorem 3 Let H(z,p) = sup,c {—f(z,a) - p —
ande > 0 there exists  such thatforaly € ENB(x,5) [(x,a)} verifying the hypothese@6)-(H8) (described
u(y) < u(x) +  (respectivelyu(y) > u(z) — ¢). Note below). Letp € BC(012). Thenu defined by
that iflu isa Iocfally llaounded funtlzlfion,hthﬁﬁ isu.s.c andh o)
u, 1S l.s.c. To familiarize oneself with these notions, the . ’
reader can refer to the sections V-1 and V-2.1 of [1]. ulw) = g;RlEiA 0 Hyo(s),6(s))ds + olyo (1 (£))),

Definition 3 (Discontinuous viscosity solutions)A 10-  (where y, is the solution of the differential equation
cally bounded function,, u.s.c (respectively, I.5.c) dB, ;) = f(y(t),£(t)), t > 0, andy(0) = z, and where
is a discontinuous viscosity subsolution (respectively, %, () is the first time the trajectory, (., £) goes out of2)

persolution) of equation (16) if: is a discontinuous viscosity solution of
Vo € CH(Q) , Vzo € Q local maximum ofu — ¢),

H(z,Vu)=0 inQ,
F. (2, u(x), Vo(z)) <0 { e e a8
(respectively, if:
Vo € CL(Q), Vo € 2 local minimum ofu — ¢), The hypotheses (H6)-(H8) are:
F*(x,u(z), Vé(z)) >0 ). (H6) A is a compact topological space and is a

bounded open subset&F;
A locally bounded function is a discontinuous viscosity

solution of (16) ifu* is a subsolution and. is a superso- (H7) f : Q x A — R? is continuous,
lution of (16). 1:Q x A — Ris continuous and bounded;



(H8) f and! are Lipschitz continuous in € Q uniformly and with the “perspective SFS” with a single point light
ina € A. source located at the optical center, we associate the

HamiltonianH2<"*: Q) = 1/V/]z] + 12)

As we will see below, all the SFS Hamiltonians can be
rewritten as supremums. The reader unfamiliar with con-
trol theory can read appendix A of [51] in which we detail

the tools allowing to make this transformation. Finally, le

us emphasize that, as shown by theorem 3 the existence of
the discontinuous viscosity solution (with DBC) does not . - o
require anymore thap verifies the “compatibility condi- 5-3-2 A “generic” Hamiltonian for SFS
tion”.

HEg"*(x,p) =
(@) £2p2 + (0 2)2 + Q(@)* — Q). (23)

As we have seen in the previous section, the SFS problem
leads to several Hamiltonians. Nevertheless we show that

3.3 Hamiltonians for the SFS problems and all these SFS Hamiltonians are special cases of a general
unification of the “perspective” and “or- one, thereby simplifying the formalization of the problem.

thographic SFS”
3.3.1 Hamiltonians for SFS

Explicit formulation of the “generic SFS” Hamiltonian

In [51], we show that all the SFS Hamiltoniafig"*" and

In chapter 2, we have presented several PDEs arising fr@f}?ers are special cases of the following "generic” Hamil-
various mathematical formulations of the SFS proble%niaan defined by:

Let us recall that the definition of the viscosity solutions
is associated with the Hamiltonians and not with the equa- p) = Hy(z, Aup + Vu) + Wy - D+ Ca
tions. Therefore for each SFS equation we have to specify
a Hamiltonian. with Hy(z,q) = r./]g> + K2 and wherer(z),
With the Eikonal equation (6), we associate the Ham% > 0 ;

. 0, Ay = Dy Ry, Dy =( B2 , R, is the
tonian H gtk : (z) ( 0w )

Hy(z,

rotation matrix‘—l‘ ( T2 T ) if 2 %0, Ry = Idy if
1 z 1 o

1(z)2 -1 (19) ;= 0, tharVe # 0, vy, W, € RZ @andce, € R.
The associated functions,, w,, ¢, iy, Vs, ke and K,
for the various SFS Hamiltonians are:

HYA (2, p) = [p| —

With equation (3), we associate the HamiltoniH@T/tj’Z

(introduced by Rouy and Tourin [55]): o for the “Rouy/Tourin HamiltonianH g/ /1

M$:17 1/1211 K;w:I(x)7 K$:17

Hg/t:ﬁ(x,p)zl(x)\/w—kp-l—% (20)

With equation (5), we associate the HamiItoniH@T/tg
(introduced by Dupuis and Oliensis [17]):

Hy b (x,p) =1(x)/Ip—12+2+p-1- 1. (21)

w, =1 v, =0, c; =—7;

e For the “Dupuis/Oliensis HamiltoniangT/tg:
e =1, vy =1, Ky :I(:C), K, =,
w, =1, v, = —R.l, ¢, = —1;

With equation (8) of the “perspective SFS” with a distart For the “Eikonal HamiltonianH g7} :

ers

light source, we associate the HamiltoniH@/F
duced by Prados and Faugeras [50]):

(intro-

HY (2.p) =

I lpl2 + (- p+ 1) = (1 1492) - p—7; (22)

/’LI:17Vw:]~aK;w:17Kw:O!

Wy = Oa Vg = Oa Cp = 1/ [(;)2 - 1;

e For the “Perspective SFS” with a point light source at

infinity A I’;j’}f:

po = 1, vp =/ 12+ 2], ke = I(2),




K, = /%7 w, = —(f 14~2), By using the Legendre transform and differential calcu-
N el || lus, we show in [51] that we can rewrite the Hamiltonian
vy =D 'Ryx = (0, ——), ¢z = —7.

[f2 4|22 H, as the supremum (25) with
e For the “Perspective SFS” with a point light source Io-fq(x a) = — [ Ky 'Ry DyRy.a+ W, |
pers. ¢ ) T x~xtlx. x |y
cated at the focal centéf " : ly(2,a) = — [ Kukor/T —JaP® + o('Rova) - a+ e |.

Mo =, Vg = v f2+|x|25 Hz:I(I)a

£ .
Ko =\ friqp We =0 Ve =0, o = =Kot 34 Existence of viscosity solutions of the
For all the SFS Hamiltonians, we can remark that ~SFS problems
(‘RyA.)" Y, 'R, A, 'Ryvy, Ky, p andy, are contin-
uous (therefore boundedif is compact), thatv,. is Lip-
schitz continuous (therefore bounded(ifis compact),
thatv,, r, are bounded and that, = I(x) andc, is Lip- In this section, we apply theorem 2 to prove the existence

3.4.1 Existence of continuous viscosity solutions of
the SFS problems

schitz continuous and bounc_f’ed _ _ of continuous viscosity solutions of the SFS Hamiltoni-
We call “generic SFS” equation, equation associated Wigis. Let us remind the reader that all the properties proved
the “generic SFS” Hamiltoniarvz € €, for the “generic SFS” Hamiltonian are also available for

- all the SFS Hamiltonians.
Hy(z, AyVu(z) +vy) + wy - Vu(z) + ¢, = 0. (24)

, i , N . e At first, the “generic SFS” Hamiltonia/, is convex
This formulation considerably simplifies the analysis %th respect tq: (H1) is true.
the problem. All theorems about the characterization and
the approximation of the solutions can be proved by usiggapout the uniform coercivity (hypothesis (H2) de-
this generic SFS Hamiltonian. In particular, this formulagriped in theorem 2), in [51] we prove the
tion unifies the orthographic and perspecti¥&FS prob-

lems. Also, from a practical point of view,unique code Proposition 1 Let us consider the Hamiltonian

can be used to numerically solve these various problen}? (defined in section 3.3.2) Assume  that
g .3.2).

Ky Coy ((RpAL) "L wa,t Ryvy are continuous
and bounded on the compact set |If Vo € Q,

1 ) . .
. . . . then H,(z,.) is coercive uniforml
From a theoretical pomtofwewaswellasfromapractlcgiA”” Wal < s o(z,) y

with respect tac in €.

one, it is very interesting to formulate the SFS Hamilto-

nians, and so the “generic SFS” Hamiltonian, as a supre- . . . ) .
mum: Geometrically, this last condition holds iff the ambigu-

ity cone (set of the unit vectous verifying cos(n, L) =
Hy(z,p) = sup {—fy(z,a) p—1I,(z,a)} (25) I(x)) does not intersect the orthogonal plane to the pro-
' a€B(0,1) ' jection line; see figure 5. Analytically, we obtain easily

o the following statements:
(B2(0, 1) is the closed unit ball dk?). For example, such

a formulation allows to apply the existence theorem 3 toH ¢t | H7<"* are uniformly coercive iff (z) > 0.
the SFS problem. Also, in section 4, we show that it aOI—
lows to design approximations schemes and numerical al

gorithms. Therefore it allows to compute numerical ap-HI’;jT; is uniformly coercive if

Control formulation of the “generic SFS” Hamiltonian

ﬁf{/‘f}‘, Hy /s are uniformly coercive if (x) > [1].

proximations of the viscosity solutions of the SFS PDEs. I(z)? > f2i|m|2 [|’YI + 2+ (|x|2|1|2 —(z- 1)2)} '
9Except forHgrth |
19ncluding our new model with the light source located at thtiaal 11The uniform coercivity property is the hypothesis (H2) disad in
center. theorem 2

10



Hont Vec‘%‘é Ambiguity cone Hohtvectory  mbiguiycone 1 iS Lipschitz continuoyghe hypotheses (H6)-(H8) hold
o ? for all SFS Hamiltonian¥. Therefore, theorem 3 ap-
rthogonal plane Orthogonal plant .

Projection line plies for each model of the SFS problem. Thus, for all
¢ € BC(0R) there exists a discontinuous viscosity so-
lution of all our SFS equations (PDEs with DBC). The
compatibility conditions are no more requitéd

Projection line

A=

focal plane Optical center

a) Orthographic case b) Perspective case

Figure 5: Ambiguity cone and plane orthogonal to thd.5 Characterization of the viscosity solu-
projection line. tions of the SFS problems

In the previous section we have proved the existence of
Hence, subject to the adequate conditidnsll SFS viscosity solutions of the Lambertian SFS problems. Nev-
Hamiltonians verify hypothesis (H2). ertheless, as we will show in this section, the SFS prob-
lem with DBC (on the boundary of the imag€)) do not
fave a unique viscosity solution. For computing a numer-
; ical solution of the SFS problems, we need to choose one
infperz Hy(2,p) = solution among all. To make this choice, we must charac-
Koy/K2 — [PAz 'w, |2 — (PA;'w,) - v, + ¢, terize the solutions. As Rouy and Tourin have proposed
if 1, < |'A; w,|. Otherwisejnf,cge H,(z,p) = —oo. in [55] we achieve this goal by enlarging the DBC to the
By substitutingK ,., s4, Ve, Wa, A, by their adequate ex-setoQU { z [ I(z) =1 }.
pressions, we prove that all the SFS Hamiltoni&f "

pers H
andH.™" verify (H3). 3.5.1 Uniqueness results for the continuous viscosity

e Finally we prove that as soon as the intensity image solutions of the SFS problem when/ (z) < 1
is continuou®, all SFS Hamiltoniang7!“"* and H¢""
are continuous if2 x R2.

e Concerning hypothesis (H3), by taking the derivativ
we verify that:

The following theorem allows to prove the uniqueness
of the continuous viscosity solution of the SFS equations
Therefore, if thecompatibility condition(H5) is satisfied When the intensity imagé does not reach the (maximal)
ondQ (if the intensity image is continuous and if the coeialue 1. This uniqueness restfttis due to Ishii [28] and
civity conditions are verifiedthen all the SFS problemshas been proved later in a different manner by Lions [41].
(PDEs with DBC)have continuous viscosity solutions

Theorem 4 (uniqueness)Let () be a bounded open sub-

3.4.2 Existence of discontinuous viscosity solutionsset ofR?. Let us consider the equation
of the SFS problems
H(z,Vu(z))=0 Vo € Q. (26)
In section 3.3.2 we have rewritten the “generic SFS”
HamiltonianH,, as the supremum: If H verifies the hypothesdsi1), (H9) and (H10) (de-
scribed below) then there exists at most one continuous
Hy(z,p) = aegjg) 1){_f‘7(x’ a)-p —lg(z,a)}. viscosity solution: of (26), continuous i, such that
fq andl, being detailed in section 3.3.2. In the re- u(z) = p(z), Yo € 0.
port [51], we prove that as soon as timensity image

4For the HamiltonianH ¢t . we also need to imposke> 0 on Q.

12 et us note that, when the direction of the light is not tooffam 15 et us note that, also, the coercivity condition (H2) is norence-
vertical and the brightness is not too dark (i.e. the ambjgcone is quired.
relatively tight) this assumption generally holds in pieet 16For more general conditions, see [42]. A proof can be found in

13For the HamiltonianH 74" | I must also verifyl > 0 onQ2. section 11.5.3 of Bardi and Capuzzo-Dolcetta 's book [1].
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(H9) [space variableregularity] There exists a nonde-in the case wheré/ is the HamiltonianH}"{/t:’g. We gen-
creasing functiorw which goes to zero at zero, such thateralize their result to the continuous viscosity solutiohs

Vr,y € Q, Vp € RV, |H(z,p) — H(y,p)| < all our SFS Hamiltonians/{°"** and HY"®). In particu-
w(lz —y[(1+ |p]))- lar, we extend their work to the “perspective SFS” prob-
lem.

(H10) [strict subsolution] - there exists a strict ViSCOSityWe denoteS the set of singular points (also called critical
subsolutionu € C'(Q) N C(7Q) of (26) (i.e. such that gular points (

H(z, Vu(zx)) < 0forall zin Q); points): S ={reQ|I(z)=1}.

When the intensity image verifieéc € Q I(x) < 1,

, _ In this work, we assume th&tcontains a finite number of
theorem 4 applies to all the SFS equations. In effect:

isolated pointsS = {1, ..., z, }'8. Let us fixn real con-

e the convexity off, is clear: (H1) holds; stants(c;)i=1..,. Thanksto the result presented in the pre-
o o pers vious section, we can claim that, as soon as the intensity

o for all the SFS Hamiltonian& ™" and 7™, the hy- image 1 is Lipschitz continuous, all SFS equations (27)

pothesis (H9) is true as soon as the intensity image ith DBC have at most one continuous viscosity solution

Lipschitz continuous’; u such that for ali = 1..n, u(z;) = ¢;. To prove this

e assuming that for al in Q, I(z) < 1, the reader last assertion, we just have to enlarge the DBC to theT set

can verify that all constant functions are strict visco§$? U S and to apply theorem 4. Thus, for characterizing

ity subsolutions of the Hamiltoniang g, Hg and a SFS continuous viscosity solution, we can ignore the set

of singular pointsS and work in the open sét’ = Q —S.

HY™, thatd : # — —1 1.z is a strict viscos- )
, ) v ~~7 Therefore, we consider the problem
ity subsolution of the Hamiltonia#/ 2", and thatz :

R/T"
r+—— —In+ —In(yf —1- ) is astrict viscosity sub- H(z,Vu(z)) =0 VreQ (28)
solution of the Hamiltoniarff;,;> (we need to impose u(z) = p(x) Vo e o5,

~vf—1-2>0,ie.L-(x,—f) <0). ) )
rather than (27). So, by using the existence result of
Thus, as soon as the intensity imalgie Lipschitz contin- gection 3.4.1, we prove that, if the intensity imakyés
uous and verifies Lipschitz continuous (and if the coercivity and compati-
VeeQ, I() <1, bility conditior?s are ve_rified), th_en for aII. SFS_equatiqns
(28), there exists a unique continuous viscosity solution.
all the SFS equations (with DBC) have at most one cohhus, all the continuous viscosity solutions of (27) are
tinuous viscosity solution. then obtained from these by choosing almost arbitretily
the constants; (= ¢(z;)).
3.5.2 Characterization of the continuous viscosity so- N practice, for computing a numerical solution of the
lutions of the SFS problem when{z|I(z) = SFS problem, we must characterize the solution we want
1} #£0 to compute, first. The characterization we propose here
is somewhat disappointing. In effect, it assumes that we
In practice I can reach the value 1 in an arbitrary compaghow the values of the solution at all the singular points

setinQ. This implies that there does not exist a strict Visyhg on the boundary of the image. But the input data to a
cosity subsolution andie lose uniquenesi [55], Rouy

and Tourin characterize the loss of uniqueness of the consthe sjtuations whers (the interior of the seS) is not empty, are
tinuous viscosity solution of the equation non generic. In effect, for a given experimental setup aef light,
camera) such that? (, an arbitrarily small change in the experimental
{ H(z,Vu(z)) =0 VYzeQ ) # y g P

27 . . o,
Vo € 99, ( ) parameters (for example, when the light moves) will m&ke- (). An

U=y . o .
image such tha§ # 0 is highly unlikely.
For the Eikonal Hamiltoniatf? ¢7t" , we also need to imposer € 19 et us recall that for ensuring the existence of a continuismosity
Q, I(z) > 0. solution, the compatibility condition must be verified.
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SFS problem consists only in general of an image. We @beorem 5 Let() be smooth enough, Iéf andy be two
not have at our disposal the values of the solution at tbentinuous functions defined as in section 3.2f2H sat-
singular points or on the boundary of the image. Neisfies the hypotheséki1), (H9) and (H10")?%, and if H
ertheless, although this may appear a bit restrictive, datisfies the boundary hypothegeld 1) and (H12) which
this article we will assume that we know these “boundmpose properties off on 952, then the strong unique-
ary” data. In a forthcoming paper, we will describe howess property holds on the s@tfor the equation (29),
to remove this constraint. Another possibility is to choosehere F' is defined as in section 3.2.2.

among all solutions one which possesses an extra prop-

erty, as in the work of Falcone et al. [8, 22, 23] where thhe hypothesis (H10’) is a hypothesis slightly stronger
uniqueness is obtained by choosing the maximal solutiéhan hypothesis (H10) of the theorem 4:

The work of Falcone is based on the notion of “singul , . . .
viscosity solutions”. This notion pioneered by Ishii ang_go) [strict subsolution]  there existu € C(%2) N
Ramaswamy [31], has been recently upgraded by Cami IgQ) andé < 0 such thatvz € &, H(z, Vu(z)) <.

[9,7]. Letus emphasize_tha_t in his work Falcone assumgse hypotheses (H11) and (H12) are the following: there
(as we do) that the solution is known on the bound#iy  exist a neighborhool of 992 (ie. T is an open subset of

R? s.t. 9Q c I') such that

3.5.3 Case of the discontinuous viscosity solutions (H11) [p - regularity on 9] There exists a function

The uniqueness results for the discontinuous viscosity ¥g1ich goes to zero at zero, such thate T', Vp, g € R,
lutions are almost the same as the uniqueness resultd fbz, p) — H(z,q)| < w(lp —ql);

the continuous viscosity solutions. Nevertheless, they
need stronger hypotheses; which is reasonable beca(u"yez)[ .
discontinuous viscosity solutions are weaker solutiofeSPecttar inI'.
than continuous viscosity solutions (the set of the discoe— . .
. . . . : . I](_early the strong unigueness property involves the
tinuous viscosity solutions of an equation contains the sé

. . ) . . .~ uniqueness of the discontinuous viscosity solution.
of the continuous viscosity solutions). In particular,liet .
ngrefore, thanks to theorem 5, we can prove the unique-

discontinuous case, in order to have uniqueness we ne : : . : . .
. . Ss of the discontinuous viscosity solution of (292in
a strong uniqueness property (see section 2.2.3 of [5 ste that aenerally we do not have uniquenesg.in
Let us remind that, in the framework of the disconstinu- 9 y q '
ous viscosity solutions, we consider the PDE Theorem 5 applies to the SFS problem. The three hy-
' potheses (H1), (H9) and (H10") are almost the same as
ol the hypotheses of theorem 4. As in the previous section
F(x, ,V =0, Vo € £ 29 I :
(2, u(), Vu(@)) * (29) we can prove that they are verified for the SFS Hamil-
H orth ers H ity i
whereF be a function (defined as in section 3.2.2) whid@Mansk; and H“"* as soon as the intensity image
takes into account the boundary data. is Lipschitz continuous and verifies < 1 in 2. Con-
cerning the hypothesis (H11), we can prove that it holds
Definition 4 Let () be an Open subset NQ, let £ C ﬁ for all SFS Haml|t0n|an§{$”h and er’,‘s. MoreOVer,
and letF be a function defined as in section 3.2.2. We st} us remind that, in section 3.4.1, we have detailed the
that the Strong uniqueness property holds on the:str conditions |nV0|V|ng the CoerC|V|ty of all the SFS Hamil-

the equation (29) when we have: “for all subsolution tonians. Therefore, if the intensity imades Lipschitz
for all supersolutiorv and for all z in E, u(z) < v(z)”.  continuous, ifl verifies] < 1 on{2 and if the values of

on the boundary of the image are such that the coercivity
We have the following strong uniqueness relult hypothesis holds, then there exists at most one discontin-
uous viscosity solution it.

coercivity] H(x,p) coerciv inp uniformly with

205ee theorem 4.5 (and more exactly its corollary 4.1) of Bésteok
[2] in the particular case where the Hamiltoni&hdoes not depend on  2!Note that these hypotheses are very close to the hypothégies o
u. uniqueness theorem 4.

13



Contrary to the continuous case, the above result (ther) < 1 for all « in ©, then the viscosity solutions of the
unigueness of the discontinuous viscosity solution of tkethographic SFS problem (associated to the Hamiltonian
SFS problem) does not apply on the $t= Q — S Hg/{l) are robust to noise. This also applies to the other

(when the se& of the singular points is not empty). ThesFs HamiltoniangZ°"*" and H?*"*. In effect, the reader
reason of this lies on the difference between the hypotkgy verify that the proof proposed for the orthographic
ses (H10) and (H10"). The uniqueness of the contingase can be adapted to the generic Hamiltonian.

ous viscosity solution only requires the hypothesis (H1{}) the same idea, it is possible to prove that the viscosity
(theorem 4), whereas the uniqueness of the discontinugggitions of the SFS problems are robust with respect to
viscosity solution requires the stronger hypothesis (M1@haccuracies in light and focal parameters. Nevertheless,
(theorem 5). In the first case, the hypothesis (H10) holgie proof of this statement requires much more sophisti-

even if there are singular points on the boundarf20f cated tools and will be the concern of another furthcoming
whereas in the second case, the hypothesis (H10") iﬁérper.

poses thatxr € Q, I(x) < 1; hence there cannot be any
singular points i$2. Note that the hypothesis (H10) is ] ]
optimal for obtaining the uniqueness of tiecontinuous 4 ~ Two approximation schemes for
viscosity solution, see [51], for an illustration of thixfa “« - ” :
by considering the particular case of the Eikonal equa- the generic SFS equatlon
tion. As a matter of fact, this limitation is not really an
problem. In effect, in the previous case we have a;su%qgsof the Lambertian SFS problems can be unified by
that we knew the values of the solution at all the singul e “generic SFS” Hamiltonia,. In this section, we

g- '

points of the image. It is not more absurd to assume t ?(t—:sent two schemes approxirﬁating the “generic SFS”
we know the values of the solution in an arbitrarily smal

neighbourhood of the set the singular points. Thus, fgguatlon (24).  These approximation schemes allow to

- . ) . X ) Ive numerically this equation. Let us note that the nu-
characterizing a discontinuous viscosity solution, we CAlkrical method we present here can be generalized to all
specify its values on the boundary of the image and i

) ) . X milton-Jacobi-Bellman equations, see [51].
neighbourhood of its critical points. ! ! quatl [51]

ection 3.3.2, we have shown that the various mod-

4.1 Approximation schemes
3.6 Noise robustness of the viscosity Sc’lu'ln this section, we remind the reader of the definition of

tions of SFS an approximation scheme. An approximation scheme is a

- o . functional equation of the form
In computer vision or more generally inimage processing,

the images are always corrupted by noise. It is therefore T(p,z,u”) =0 vz e Q;

very important to design schemes and algorithoisist

to noise. That is to say we would like that the result olgphereT : M x Q x B(Q) — R, M = Rt x R¥,
tained by the algorithm from a noisy image be close to ta@d B(D) is the space of bounded functions defined on a
ideal result obtained from the perfect image. This progetD. p € M defines the size of the mesh that is used
erty is often difficult to guarantee. For the “SFS” prohin the corresponding numerical algorithms, see section 5,
lem, the robustness is mathematically expressed by tf¥€js a solution of the schemE. Forhq,hs € RT, we
continuity of the application which, given an imagere- write p = (hi,hy). If hy = hy, we letp = h; € RT.
turns the associated surfageln other words, we would Also, we (mis)use the notatioiv$ > 0” which stands for
like that, for all sequences of noisy imagksuniformly v, ¢ M such that; > 0 andhy > 0"

converging toward an imagg, the sequence of recovFollowing [3], we introduce the representatiofisof a
ered solutions:. uniformly converges toward the soluschemer as

tion u associated td. In the research report [54], section
4.1.3, we have proved that if the intensity imageerifies S(p,z,u’(z),u’) =0 vz € Q,
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where 4.2 Two “generic SFS” approximation

S: MxQxRxB@) — R schemes

t S t,u). . .
(02,8, ) — Szt 4.2.1 An “implicit” scheme

Note that a representation of a scheme is also a scheme.

It is a way to simplify computations. In effect, the replet us remind the reader that in section 3.3.2, we have
resentation of a scheni&(p, =, u”) = 0 by a scheme of rewritten the “generic SFS” equation as a supremum:

the formS(p, z, v’ (x),u”) = 0 suggests an iterative al-

gorithm for computing a numerical approximation of the sup {—f,(z,a) - Vu(z) —ly;(z,a)} =0 V€ Q.
solution of the scheme. Giver® (the approximation of a€5(0,1) (32)

u” at stepn), and a point: of 2, the associated algorithm ) i \
For lighter notations, we denotg (z,a) (respectively

consists in solving the equation i )
fa(z,a)) the first (respectively, the second) component
S(p,z,t,u") =0 (30) of fy(x,a). Inthis section, we design an approximation

scheme of (32) by using only the backward and forward

with respect ta. A solution of (30) is the updated value, o imations of the partial derivatives. Thus in order

Of_un atz (§§e section 5). When th|_s _SOIUt'On can be Ol&i guarantee the monotonicity of the scheme, it appears

tained explicitely we talk about explicit schemes, when it . t—u(z—hi})

cannot, we talk about implicit schemes, see next sectio'ﬁ"."tur""I to replacedz; u(x) with (hi) when
In the SFS problem, the open sét is bounded. _f,(x ) > 0 and by(u(w%?)—t) when—f;(z,a) <

In practice, we generally consider the rectangular do- . ’ s

main |0, X[x]0,Y| of R2. Since we are consider- We therefqre consider the scheiavith S (see equa-

ing the “generic SFS” equation with Dirichlet bound©" (31)) defined as

ary conditions, we consider “schemes with Dirichlet

boundary conditions”. These schemes are defined byS(p, z,t,u) =

S(p, z,u(z),u?) = 0, whereS is defined by t —u(z + s1(z, a)h1ey)
(chin (=t

sup
(31) a€B(0,1)

_ | S(p,z,t,u) ifzeqr,
S(pyx,t,u) = { t —o(z) if z € b,

—81(17, a)hl

R
B B ~ oz, a) (t u(r + s2(z, a)hgeg) e, a)}

whereQ)? = {z € Q| x4+ hie; € Qandr+ hoes € QF, —s2(, a)hs

andbQ” = Q — Q. Sincey is defined only ordQ, we = sup {—fy(z,a) - D(p,x,t,u,a) —ly(z,a)},

assume in (31) that we have extended it continuously to *€5(0.1)

b2, We now introduce the (33)

Definition 5 (monotonicity) The scheme wheres, (x, a) is the sign off:(z,a) and D(p, z, t, u, a)

S(p,z,u’(x),u”) = 0 defined in€ , is monotone g oy approximation of the gradient(p, z, ¢, u, a) =
if Vp € M,V € Q,Vt € RandVu,v € B(1), (tfu(m+sl(m,a)hle_f) t,u(z+52(zﬂa)h2e—£)) The function

—s1(z,a)h1 ) —s2(x,a)hs
S defined by (33) is clearly nondecreasing with respect
(the scheme is nonincreasing with respecifo to ¢ and nonincreasing with respect#o Therefore the
schemeS with S defined by (33) is monotone. In section

There exists essentially only one method for proving thes \ve prove that this scheme is stable. Since the variable

convergence of the solutions of schemes toward viscosityynears inside theip operator, the scheme is implit
solutions, i.e. the one presented by Barles and Sougani-

dis in [3] Thl.s method requ.lres the monotonicity Of_l”e 22| et us note that by using (differential and algebric) calsylve can
scheme; this is why we design monotone schemes in tigress explicitly the solution of the equationfinS(p, z, ¢, u) = 0.
sequel. This step is necessary for implementing the associatedlitigo

u<v = S(p,z,t,u)>S(p,x,t,v)
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4.2.2 A “Semiimplicit” scheme Let us remark that, and the optimalAr,,; depend or,
ut thatag does not depend aAr. Thus, for allx such
at f(x,ap) # 0, if we chooseAT = Ar,,,, the scheme

(&4) becomes:

A classical method to deal with the implicit scheme (3
consists in transforming the scheme into a fixed poi
problem. We multiplyS by a fictitious time increment
—A7 (with A7 > 0) and we add:”(z) to both sides of
the equatiorS = 0. In other words, instead of consider-
ing the scheme defined By(p, z,t, u), we consider the
one defined by the function

SSP(p, x,t,u) = t

2
Ai — l(SC CL())
- ihiei) — L——=,
B e v A L v

g 9 7ta =t— + A g 3y by ) . . . .
2(py @t ) u(@) 75, u(@), u) whereay is the optimal control of (34). The particular

For the sake of simplicity, we write; for s;(z, a) in the case wheref,(, ao) = 0 is described in [51].
sequel. Thus we obtain a new formulation of the scheme
S(p,x,u”(z),u”) = 0 by defining Let us emphasize the fact that the schemes defined by (34)

. have exactly the same solutions as those defined by (33).
Sa(p,x,t,u) =t —u(x) + AT

sup  {—fy(x,a) - D(p,z,u(x),u,a) —ly(x,a)}, 4.3 Stability of the “generic SFS” approxi-

a€B(0.1) mation schemes
=t + sup {—[1—A7(A1 + Ag)Ju() . . o .
a€B(0,1) In this section, we show that the (implicit and semi-
“AT[Avu(e + 5171 E0) + Asu( + s2ho3)] implicit) “generic SFS” approximation schemes have al-
ways solutions. Note that all the results we present in this
—Arly(z,a)}: (34 gection are proved in [51] and that we have generalized
whereA; — lj.i(;.,a)\' Note thatgg(p,x,t, u) is nonde- them to the Hamilton-Jacobi-Bellman equations. We start

creasing with reépect toand nonincreasing with respec\Nith the definition of the_ stability of a scheme (according
to « as soon as the functign— —¢& + A7S(p, x, &, u) is to Barles and Souganidis [3]).

nonincreasing. Also, we can verify easily that the scherpginition 6 (stability) The schem&(p, z,u”) = 0 de-
associated to (34)71'5 monotone 7 is small enough fineqd on(, is stable itvp > 0, it has a bounded solution
(AT < (A1 + M), forall e in Aand for allz such 0 |t is uniformly stable if its solutions” are bounded

that f(x,a) # 0. If f(x,a) = 0, no constraints are ré-independently of.
quired). In other words, this formulation of the decen-

tered schemes requires that some conditions be satisiiede that the semi-implicit scheme (34) is stable (respec-
in order to be monotone. Despite this disadvantage, theely, uniformly stable) iff the implicit scheme (33) issst
formulation (34) is interesting because it yielslsmi im- ble (respectively, uniformly stable). We prove the staili
plicit algorithms whereas the formulation (33) providesf the implicit “generic SFS” approximation scheme, by
totally implicit algorithms. We use the expression “semising a result based on the notion of the subsolutions of a
implicit” because the value of thaip has to be evaluatedscheme:

at each point, but it does not involveé. Nevertheless,we = . ) o

will see that the algorithms resulting from the formulatioR €finition 7 (subsolution of an approximation scheme)
(33) can be made explicit through the use of calculus. For @ fixedp > 0, v” : © — R is a subsolution of the
schemd (p, z,u”) = 0if Vo € Q,T(p,z,v”) <O0.
Remark 1 Let us mention that the larger the “para-

meter” Ar, the faster the convergence. Therefore, Tthis definition in hand, we can formulate proposition 2.
f(xz,a0) # 0 (whereay is the optimal control of (34)),

we can choose an optimalr: Proposition 2 Suppose thatp > 0, there exists a subso-

lution of the scheme and that there exi8f® ¢ R such
ATope = (A + Ao) ™t that for all subsolutions”, Va € Q, v°(z) < M*. If £,
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verifies the hypothes{si13)(see below), then the implicitProposition 4 Suppose that for alt in the bounded sub-
“generic SFS” scheme is stable. Moreoverif’ € R set(, there exists a contral,, € B(0, 1) such that for all
does not depend gmthen the stability is uniform. i = 1,2, the sign off;(z, a,) does not depend an For

1 = 1,2, let us denots; the sign off;(z, a;). Also, let
(H13) For all z € Q, there existsi, € B(0,1) such that us suppose that there exists> 0 andj in {1,2} such
folx,az) # 0. thatVz € Q, s;fj(z,a,) > . If I, and ¢ are upper

bounded then all the subsolutions of the implicit “generic
About the hypothesis (H13), we can remark thabging SFS” approximation scheme are upper bounded. Also,
fixed): there exist8 > 0 such thatvp € R, for all subsolution

v, of the implicit “generic SFS” approximation scheme,

Va € B(0,1), f,(r,a) =0 <= w, =0ands, =0. we havev, <B.

For all =z in Q, let us considéf a, =

i orth pers pers orth
In practice, forH gy, and Hy"", and forHy, o, Hyp

ande:’}“}g with 1 = 0, there are no shadows, thereforel,)
I(z) is (should be) never null. If # 0 thenw, asso- —(1,1). Therefore proposition 4 applies as soorl as

ciated with 77/ and H /¢, is not null. ForH P77, it bounded (which holds for all SFS Hamiltonians because

holds iff I(—il) ) Q2 is bounded). N - .
This shows that the difficulties for proving the stability Of_TheErgfore,_ proposition 2 applies to all SFS Hamilto-
the implicit “generic SFS” scheme lies in the proof of thB'an_g_ implying that the implicit (and therefore semi-
existence of subsolutions and in the proof that the sub&9Plicit) schemes are uniformly stable (fpin R).
lutions are bounded. In the case where the HamiltoniRemark 2 Propositions 2, 3 and 4 do not require regu-
H, verifiesH,(z,0) < 0, the following proposition en- larity with respect to the space variabte In other words,
sures the existence of a subsolution: the continuity of the intensity imagdeis not required for
obtaining the stability of our SFS schemes. They are still
Proposition 3 Let be a bounded function defined on glevant when the intensity image is discontinuous and
neighbourhood 0®<2. If for all zin Q, H,(x,0) < 0then when there are black shadows.
all constant functions on Q such thatu < min,e(z),

are subsolutions of the implicit “generic SFS” equation.4 4 Convergence toward the viscosity solu-

Clearly, this last proposition applies g, HE"™ tions of the “generic SFS” equation

th i th pers . .
and H}yj6. 1t also applies toi e and Hp m When pqr hr6ving the convergence of the solutions of an ap-

L = (0,0,1). Concerning the general case of the Hamihyoximation scheme toward the viscosity solution of a
tonianH/:, we prove thatio(z) := — % 1-z+C (where Hamilton-Jacobi equation, we use the method (based on
C is chosen such thatr € Q, ug(r) < min, ¢(z)) isa the notion of weak limits) due to Barles and Souganidis
subsolution. We have not found subsolutions associafdi Remember that in the framework of discontinuous

il ! i —w,|, then we havef,(z,a,) =

with the Hamiltonianl%llf‘;e}f23 viscosity solutions, the PDE with Dirichlet boundary con-
Finally, for proving that all the subsolutions of thalitions is rewritten as:
“generic SFS” approximation scheme are upper bounded, F(z,u(z), Vu(z)) =0, Vo e (35)

we can use proposition 4. _
whereF is defined o2 x R x RY by

Notation 1 Let qtshremind the reader that for= 1, 2, we F( ) H(z,p) if 2 in Q,
note f;(z, a) the:*” component of, (z, a). T,UP) =9 = o(z) if zondQ.

23As mentioned in [51], we can design another Hamiltonian ¢desh ~ 2*We assume thatz € Q, k, # 0.
HJ®"®) associated with the “perspective” equation (8) and verify — 25Except foerf/";, because we have not found subsolutions of the
Hy"*(2,0) < 0. associated scheme.
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We now give the definition of the consistency of an aguniformly with respect tor) in a neighborhood 062
proximation scheme according to Barles and Souga(see section 3.4.1 for a description of the coercivity con-
dis [3] (in this section, we assume that R). dition for all SFS Hamiltonians).

Therefore, subject to these last conditions, the solu-
tions of the implicit SFS schemes converge toward the
unique viscosity solution of the adequate SFS equation
whenp — 0.

Definition 8 (consistency)
The schem&S(p, z,u’(z),u?) = 0 is consistent with
equation (35) if vz € Q and V¢ € C;°(Q)
lim sup S(Pay,¢(2g+57¢+f) < F*(z,¢(2), Vo(z))
and Remark 3 Since the solutions of the semi-implicit
lim inf 2@2WHEOH0) > B 6(2), Ve(z)) Scheme are the same as the solutions of the implicit
(where thelim sup and lim inf are taken whemp — 0, scheme, the convergence toward the viscosity solution
y — x and{ — 0). also holds for the solutions of the semi-implicit scheme.

We recall thatt™ and F, are defined in section 3.2.2. ) ]

In [51], we formulate a sufficient condition involving théd  Numerical algorithms for the
consistency of the implicit “generic SFS” approximation  « : ”

scheme (with DBC) with the “generic SFS” equation (24) generic SFS prObIem

with DBC: In section 4, we have designed two monotone schemes

Proposition 5 If f, and I, verify the hypothese§6)- (an implicit and a se_mi—implicit one) approximating thg
(H8), then the implicit “generic SFS” approximation‘generic SFS” equation (24). We have proved the stabil-
scheme (with DBC) is consistent with the “generic SF3ty of these schemes. We have also described sufficient

equation with DBC (equation (35) with = H,). conditions ensuring the convergence of the solutions of
' the schemes toward the unique viscosity solution of the

In the report [51], we show that the hypotheses (H6)-(H8ynsidered SFS equation. Let us remind the reader that
hold forall SFS Hamiltoniansis soon as thiatensity im-  the solutions of the implicit “generic SES” approximation
agel is Lipschitz continuod8. Moreover, we also provescheme are the same as the solutions of the semi-implicit
there the following theorem: one. We are now going to descrilbeo iterative algo-

Theorem 6 (convergence toward the viscosity solution)rithn?,S (an alg_oriti_im associated with the implicit “_generig
Let S be a monotone, uniformly stable and consisteﬁf S ap.p_roxw.ngtion scheme and another assoc@ed with
(with equation (35)) approximation scheme. Let L}Qe S.'em'f'mpl'c't one) t_hat compute some numeriqal ap-
suppose that the strong uniqueness property is verifidgximations of a solutiom” of our schemes (for a fixed
on a subseD of 0. Then the solutions? of the scheme ” =~ ¥)- , )
S converge onD toward the discontinuous viscosity _Let 2us fix p - 0; p = (f.”’ ha). Let us notex, for
solution of (35) whep — 0. k in Z4, the point of C@rdinateSklhl_, kohs) aiidQ =

{k € Z? such thatr;, € Q}. We call “pixel” a pointz;, in
By construction, the implicit “generic SFS” approxima®. From each “generic SFS” approximation scheme (the
tion scheme is monotone. In the previous section, weplicit one and the semi-implicit one), we can associate
have proved that for all SFS Hamiltonians the associatad algorithm that computes for &l € @ a sequence of
scheme is uniformly stable (proposition 4 and 2). Alsapproximationg/;’ of u”(xy):
they are consistent as soon as the intensity infagé.ip- Algorithm
schitz continuous (proposition 5). Finally, we have shown o _ 0
in section 3.5.3 that the strong uniqueness property holds: 'Nitialisation (v = 0): - Vk € Q, Uy = uo(wr)-

as soon & the Hamiltonian is coercive with respectgo Choose the first pixety..
25For the HamiltonianH ¢/t , we also need to impose> 0 on Q. 2. Modification ofU™ (stepn + 1): we set
27 et us recall that we assume tifatloes not have critical points; see
the end of section 3.5.3. Uptt = max { t | S(p, x,t,U™) = 0}
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and we do not change the other valuég: # k, have proved that, when, is a subsolution or a super-
Ul’“rl =U/". solution, the numerical solutions (computed with either
one of the two algorithms) converge toward the solutions
3. Choose the next pixe) in such a way that all pixels of the approximation schemes. Note that this holds for
are regularly visited and go back to 2 (sin€&is all intensity images: No regularity hypotheses are re-
bounded, the number of pixels is finite). quired. In particular, the convergence holds for discontin
o ) ) o ) uous images and images containing black shadows (i.e.
In this iterative algorithm, the initial surfaeg is a sub- ;465 with 0 intensity). We have implemented the algo-
solution or a supersolution of the considered scheme. ms associated with the implicit “generic SFS” approx-
he_lv_e detalle_d m_sectlon 4.3 the subsolutions o_f_the IMiation scheme and with the semi-implicit “generic SFS”
plicit approximation scheme (note that the semi-implicify-5ximation scheme. The resulting code applies to all
algorithm starting from a subsolution is really not effi,e SES Hamiltonians described in section 3.3.1. As men-
cient). In practice, when we start from a supersolutiofiyneq pefore, the interest of the “generic” formulation of
we do not actually compute it. In effect a large constage SEs problems lies in the fact that the same code can
functionuo with the appropriate boundary conditions ige sed to solve a variety of different problems, e.g. the
sufficient. Let us also remark that the speed of CONVeLarspective SFS” and the “orthographic SFS” problems.

gence strongly depends on the initial surfage Experi- o, the other hand, because of this generality, we may lose
mentally we found that the speed of convergenceis m imality for a particular case.

higher when we start from a supersolution; a quantitativeFina”y, let us mention that the algorithm proposed by

comparison is found in section 6. The convergence Sp‘?‘&%y and Tourin in [55] is the implicit algorithm ap-
also depends on the particular path used to traverse éﬁ]gd to the Eikonal Hamiltoniarf/¢>t" - The control-
set of pixels. In our implementation, we have chosen t3&qeq aigorithm proposed by Dupuis and Oliensis in [17]
strategy which consists in following the path indicated ig {he semi-implicit algorithm applied to the Hamiltonian

figure 6. Simi!ar alternating raster scans were yet er'or/tg' The algorithms we have proposed in [53, 52] are
posed by Danielsson [15] in the 80’s and were used £ implicit algorithm apolied t@7e"t" and HP°™ . re-
Rouy and Tourin [55] and Dupuis and Oliensis [16, 17]. IMpliCit aigor PPl R/T “" = 77P/F ¥

. : . . pectively. Therefore, from an algorithmic point of view,
Also, even if this strategy is not optimal in the computa-

tional complexity sense (see section 6.4 for more detail%}j,r work can be interpreted as a generalization and a uni-

: S . ._fication of the work of Rouy and Tourin [55], the work of
in practice it is very effective (at least on all the real i 5 ados and Faugeras [53, 52] and the work of Dupuis and
ages we have tested) and it is extremely simple to imrp:E— ug ' w upul

ment liensis [17].
' As a final remark we note that in [55, 53, 52] the au-

thors use subsolutions as initial conditions, whereas in
g .
F [17], they use supersolutions.
* ¢
g .
- Y 6 Experimental results
* > We have implemented the algorithms associated with
< F the implicit and (optimal) semi-implicit approximation

schemes for the “generic SFS” Hamiltoni#f),. In the
) ) following subsections, we compare the results obtained
Figure 6: Alternating raster scans strategy [15, 16, 17, 5gkh our algorithms. This comparison is based on the
speed of convergence and the reconstruction error. We
We have designed two new “generic SFS” algorithnssart with the algorithms associated with the orthographic
with which we can compute numerical solutions of ea@FS problem. In this context, we emphasize the compar-
formulation of the SFS problem. Moreover, in [51] wéson of the implicit and semi-implicit algorithms, and the
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influence of the initial surface, on the speed of con-that the computed numerical approximations converge to-
vergence. We have tested our algorithms with synthetvards the solution of these schemes. Figures 7 and 8
images generated by shapes with several degrees of refpow the reconstructions of smooth surfaces obtained by
larity e.g. C*° (a paraboloid, a sinusoid and a smoothdte implicit algorithm (associated with the Hamiltonian
vase, see figures 7, 8, 14),@f (a pyramid, see figures 9,H1‘Z{/t:ﬁ) and by the semi-implicit algorithm, starting from
15), to demonstrate the ability of our method to work with subsolution and from a supersolution.
smooth and nonsmooth objects. We have also tested ousince, in practice, the combination (semi-implicit algo-
algorithms on more complicated images; for example, théhm, subsolution) is not really effective, we only show
classical Mozart’s fac€; see figures 10 16 and 17. Nextthe results obtained with the other three combinations. As
we deal with the perspective SFS algorithms. In particehown in the figures we recover in these three cases al-
lar we compare the results obtained by the orthographost exactly the same surface. On the other hand the
SFS algorithms and the perspective SFS algorithms farmbers of iterations required for converging are very
synthetic perspective images. different. Globally, the number of iterations required for
In all the examples, the parameters arghe number converging with a semi-implicit algorithm is much larger
of iterations,s;, €2 ande,, the mean absolute errors bethan with an implicit algorithm. For example, whep is
tween the reference and reconstructed surfaces measargdpersolution, approximately 100 iterations are require
according to thel.;, L, and L., norms, respectivelyj for obtaining the sinusoidal surface with the semi-implici
the angle of the direction of illumination with theaxis. algorithm (figure 8-d), when only 20 iterations are suf-
We noteLL = (1, ) the light vector and the focal length. ficient with the implicit algorithm (figure 8-e). Further-
According to the theory we have developed in this artirore, the number of iterations required when the approx-
cle there exist in general several viscosity solutions. iation sequence starts from a subsolution is much larger
order to have uniqueness we need to impose Dirichie&n when it starts from a supersolution. For the example
boundary conditions 0@’ = 9Q U {z | I(z) = 1} of the sinusoidal surface displayed in figure 8, the implicit
(see section 3.5). This means that we must provide #lgorithm requires approximately 600 iterations for con-
“height” of the solution at the boundary of the imag®erging whenu is a subsolution; when only20 itera-
and at all singular points (i.e. the pixels; such that tions are required whem is a supersolution.
I(x;;) = 1). This is one of the reasons why we present Figure 10 shows the speed of convergence of the two al-
our results on synthetic images. Note that in [53], we hagerithms for two different initial conditions, i.e. a subso

shown a reconstruction of a Halloween mask from a rdafion (except for the semi-implicit scheme, as mentioned
image. above) and a supersolution. Clearly, as shown in tables

1-3,the combination (implicit, supersolution) is the hest
) ) To demonstrate the ability of our method to deal with
6.1 Experimental results in the case of “or- nonsmooth objects, we have tested our algorithms with
thographic SFS” a pyramidal surface, see figure 9. The previous remarks
) ] ) about accuracy and speed of convergence still hold for
We tested the orthographic SFS algorithms with synthefig,smooth surfaces.
images generated by an orthographic projection. In allye 4150 show the stability of our method with respect to
cases, we show the original object, the input image agg}, types of errors. The first type is image intensity errors
the reconstructed surface. First we show that the accurgg¥ ¢ noise. Uniformly distributed white noise has been
of the implicit algorithm is approximately the same as thafyjeq to all pixels of the inputimages and the correspond-
of the semi-implicit algorithm. This confirms the predicy,q reconstructed surfaces are shown, see figure 11 for the
tion of the theory that an implicit scheme and its assogisoidal surface and 12 for the pyramidal surface. The
ated semi-implicit scheme have the same solutions, aéiﬁnal to Noise Ratio (SNR) is equal to 3.2 in figure 11

28The synthetic surfaces of the vase and of Mozart's face a@cas and to 2.7 in figure 12. As seen from these figures, our

ated to the paper by Zhang et al. [64] (Computer Vision Labthef algorithms are very robust to intensity nOisei_aS also ob-
university of Central Florida). served in [55, 17]. The second type of error is due to an
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incorrect estimation of the direction of the illuminatifun | iteration || e error | e error ||

Starting with the sinusoidal object of figure 8, we show in 30 0.0379 | 0.1123
figure 13-a. that an error of roughly on the parameter 60 0.0244 | 0.0664
L does not affect much the reconstructed surface whereas 90 0.0178 | 0.0500
for a larger error ofi5°, the result is more distorted. We 120 0.0128 | 0.0391
continue with the pyramidal shape of figure 9; figure 13- 150 0.0086 | 0.0337
b) shows a similar trend: a small error of approximately 200 0.0032 | 0.0336

5° already affects the results and later we introduce a large
error of 0°). Our algorithms seem to be fairly robust tdrable 1: Errors associated to figure 10 for the implicit
small inaccuracies in the estimation of the direction of tlzggorithm starting from a subsolution.

light sourceLL (Fig.13-a-1 and Fig.13-b-1). Nevertheless,

when the error grows larger, the results degrade rapidly

because some undesirable edges are created. Finally, let || iteration || g9 €rror | €00 Error ||
us remind that the robustness we have demonstrated ex- ) 0.0358 | 0.0882
perimentally here confirms the theoretical stability réesul 16 0.0157 | 0.0562
proved in section 3.6. 24 0.0086 | 0.0390
32 0.0058 | 0.0335
. . “ 40 0.0042 | 0.0335
6.2 Experimental results in the case of “per- 78 00033 | 0.0335

spective SFS”

] ) ) Table 2: Errors associated to figure 10 for the semi-
We have tested the perspective algorithms with syntthgp"Cit algorithm starting from a supersolution.
images generated by using a perspective projection. The

previous remarks about the speed of convergence of the
orthographic SFS algorithms still hold for the perspective
SFS algorithms. In the following results, the solutiorgirection of illuminationL (see figure 18-a). The third
are computed with the implicit algorithm associated witlype of error is due to an incorrect estimation of the focal
the HamiltonianH®> starting from a subsolution (fig-length (see figure 18-b). As seen from these figures, the
ures 14, 15 and 1é) or from a supersolution (figures alyorithms are quite robust to intensity noise; they are als
and 18). In figures 14, 15 and 16, we show the originalbust to small inaccuracies in the light and focal parame-
object, the input image, the surface reconstructed by egrs. But large errors on these parameters create some
“perspective algorithm” and the surface reconstructed Byurious edges.

the “orthographic algorithm”. We denotehe ratio of the
focal length and object distance (the object distance is the
mean distance of the points on the surface to the optical

center). Notice that, as soon as the ratigrows larger [ iteration [| e error [ e error |
than 1.5, the “orthographic algorithm” produces impor- 4 0.0046 | 0.0432
tant errors whereas the quality of the results obtained by 8 0.0034 | 0.0333
the "perspective algorithm” are very good (see figures 14, 12 0.0032 | 0.0336
15 and 16). This shows the importance of taking into ac- 16 0.0032 | 0.0336
count the perspective distortion in the SFS problem. 20 0.0032 | 0.0336
As for the orthographic algorithms, we demonstrate the 24 0.0032 | 0.0336
stability of the perspective SFS algorithms with respect to 28 0.0032 | 0.0336

various types of errors. The first type is due to noise in
the image intensity (see figure 17, SNR.7). The sec- Table 3: Errors associated to figure 10 for the implicit
ond type of error is due to an incorrect estimation of tifdgorithm starting from a supersolution.
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b)

Figure 7: Results for a synthetic image of a paraboloiddésersampled on 22 x 32 grid with1 = (0,0) (f ~ 0°): a)
original surface (groundtruth), b) original image, c) s reconstructed from b) with the implicit algorithm stagt
from a subsolutionn = 18, ¢; = 0.0015, e5 = 0.0018, e, = 0.0021; d) surface reconstructed from b) with the
semi-implicit algorithm starting from a supersolution:= 15, £; = 0.0014, e2 = 0.0016, £ = 0.0020; e) surface
reconstructed from b) with the implicit algorithm startifrgm a supersolutionz = 5, 1 = 0.0015, e = 0.0018,
€00 = 0.0020;

b)

Figure 8: Results for a synthetic image of a sinusoidal serseampled on 200 x 200 grid with 1 = (0.1,0.3)
(0 ~ 18.5°): a) original surface, b) original image, c) surface retarcted from b) with the implicit algorithm
starting from a subsolution: ~ 700, £ = 0.003902, e5 = 0.005762, £, = 0.00740; d) surface reconstructed
from b) with the semi-implicit algorithm starting from a snsolution:n ~ 120, e; = 0.003900, e2 = 0.005762,
€ = 0.00747; e) surface reconstructed from b) with the implicit algonit starting from a supersolution: ~ 25,
g1 = 0.003905, e2 = 0.005768, £oo = 0.00747;

Figure 9: Results for a synthetic image of a pyramidal serfsmpled on a grid of si2Z80 x 200 with1 = (0.5, 0.3)

(6 ~ 35.6°): a) original surface, b) original image, ¢) surface ret¢ared from b) with the implicit algorithm starting
from a subsolutionn ~ 1000, 1 = 8.461e — 05,2 = 1.6116¢ — 04, e, = 9.40¢ — 04; d) surface reconstructed from
b) with the semi-implicit algorithm starting from a supdig®mn: n ~ 110, £; = 8.461e — 05, e = 1.6116e — 04,
€00 = 9.40e — 04; e) surface reconstructed from b) with the implicit alglonit starting from a supersolution:~ 50,
g1 = 8.461le — 05,69 = 1.6116e — 04, £0o = 9.40e — 04;
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c-1)n = 30 c-4)n = 150

d-1)n =8
A=

-0.1

0.1
0.2

e-)n=141 e-2)n =38 e-3)n =12 e-4)n =16

Figure 10: Experimental results obtained with the impfsgmi-implicit algorithms starting from a subsolu-
tion/supersolution, for a synthetic image representingdits face:  a) Original surface of size 150 x 150,

b) synthetic image generated from the original surface & Wi= (0.2,0.1) (¢ ~ 13°); c-1) to c-4) surfacd/"
recontructed with the implicit algorithm starting from absolution at the:'" iteration forn = 30, n = 60, n = 120
andn = 150, respectively; d-1) to d-4) surfadé” recontructed with the semi-implicit algorithm startingrin a
supersolution at the'” iteration forn = 8, n = 16, n = 24 andn = 40, respectively; e-1) to e-4) surfaéé”
recontructed with the implicit algorithm starting from apsusolution at the:” iteration forn = 4, n = 8, n = 12
andn = 16, respectively. The corresponding reconstruction erregshown in tables 1-3.

b) c)

Figure 11: Results for aoisyimage of a sinusoidal surface sampled ozoa x 200 grid with1 = (0.1,0.3) (8 =
18.5°). a) Original surface, b) original image, c) roisy image; reigonstructed surface from bji ~ 25, ¢, =
0.003905, e2 = 0.005768, £, = 0.00747; €) reconstructed surface from e):~ 30, e; = 0.003905, 2 = 0.005766,
€00 = 0.00748
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Figure 12: Results for aoisyimage of a pyramidal surface sampled o2( x 200 grid with 1 = (0.5,0.3)

(0 = 35.6°). a) Original surface, b) original image, c) noisy image; sdjface reconstructed from bj ~ 50,
€1 = 8.461le — 05,9 = 1.6116e — 04, 5, = 9.4000e — 04; e) surface reconstructed from e):~ 50, ¢; = 0.00467,
g9 = 0.00916, eoc = 0.044.

al) a2) b-1) b-2)

Figure 13: Sinusoidal (respectively pyramidal) surfacdigiire 8 (respectively of figure 9) reconstructed from the
image Fig.8-b) (respectively from Fig.9-b) with an error e light parametel.. The light parameter used for
obtaining the image 8-b) wds= (0.1,0.3) (respectivelyl = (0.5,0.3)). a-1) sinusoidal surface reconstructed
with 1 = (0.0,0.3) (g9 ~ 9.3°): n ~ 40, &1 = 0.0171, e5 = 0.0314, e, = 0.0729; a-2) sinusoidal surface
reconstructed with = (0.3,0.2) (ep =~ 15.4°): n ~ 35, e1 = 0.0394, e2 = 0.0684, £oc = 0.142. b-1) pyramidal
surface reconstructed with= (0.3,0.2) (g9 =~ 5.3°): n ~ 40, &1 = 0.0407, 2 = 0.0556, e, = 0.177; b-2)
pyramidal surface reconstructed witk= (0.4,0.4) (g9 ~ 8.8°): n ~ 40,1 = 0.0251, 5 = 0.0334, £o, = 0.103.

) T . ) o e

a c d)

Figure 14: “Perspective SFS” results for an image of a smeotface (computed by the implicit algorithm starting
from a subsolution): a) original surface, b) original imadé = (0.2,0.2), » = 2.5, size928 x 128), c) surface
reconstructed from b) by the “perspective algorithm”~ 1000, £; = 0.0041, e2 = 0.0048, o, = 0.00814; d)
surface reconstructed from b) by the “orthographic algonit » ~ 1000, e, = 0.0201, e5 = 0.031, £, = 0.035;
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a b) e d)

Figure 15: “Perspective SFS” results for an image of a pydaisurface (computed by the implicit algorithm starting
from a subsolution): a) original surface, b) original imgye- (0.2,0.2), »r = 2.1, size= 100 x 100), c) surface
reconstructed from b) by the “perspective algorithm”~ 76, £; ~ 0.00015, e2 ~ 0.0009, o, ~ 0.00110; d)
surface reconstructed from b) by the “orthographic algonit » =~ 83, 1 = 0.063, 2 = 0.130, o, = 0.135;

a)

Figure 16: “Perspective SFS” results for an image of Mogddte (computed by the implicit algorithm starting
from a subsolution): a) original surface, b) original imdge= (0.1,0.1), » ~ 1.6, size= 128 x 128), c) surface
reconstructed from b) by the “perspective algorithm™~ 4000, £; ~ 0.00255, €2 ~ 0.004.14976, e, ~ 0.012; d)
surface reconstructed from b) by the “orthographic algonit » ~ 5000, £, = 0.0495, e5 = 0.1187, e, = 0.20;

Figure 17: “Perspective SFS” results for an image of Mogdatte corrupted by a uniformly distributed noise (Size of
the grid>~ 200 x 200; light parameterl = (0.1,0.3), § = 18.4°, focal length: f = 4). a) Original surface, b) original
image, ¢) noisy image; d) surface reconstructed fronnb)}: 5, £; = 0.00197, e2 = 0.00338, e = 0.00721; €)
surface reconstructed from @):~ 7, £; = 0.00247, e5 = 0.00450, e, = 0.0116.
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a-1) a-2) b-1) b-2)

Figure 18: “Perspective SFS” results for Mozart’s face aiffegl 7-a) reconstructed with an error on the light parameter
1 (respectively on the focal length parametgr  The light parametel used for synthesizing image 17-b)lis=
(0.1,0.3) and the focal length parameteris equal to 5. a-1) Result obtained with the corrupted patanie=
(0.3,0.3); n < 10 (1 = 0.0131, g2 = 0.0244, o, = 0.0466). a-2) Result obtained with the corrupted parameter
1 =(0.1,0.5); n < 10 (e1 = 0.0226, e2 = 0.0396, o, = 0.0547). b-1) Result obtained with the corrupted focal
length f = 4; n ~ 6. b-2) Result obtained with the corrupted focal length- 6; n < 6.

6.3 Cases of degeneracy have not found a solution during the updating with the
o I implicit algorithm.

By con§|der|ng.for exgmple the Hamllton|ihR/T, One | etus emphasize the fact that, even when we do not
can verify that, in a neighbourhood of a singular point, these oy of these three strategies (for example when we do
equation int associated to thienplicit SFS scheme not find a solution of (36) we can simply not update the
current value), these rare and undesirable events do not
affect the overall quality of the reconstruction at the othe

is almost degenerate, i.e. may not have any solutions (gomts. This shows again the very nice stability properties

e !
[51] for more details). This is true of all schemes arisin%"[eour algorithms.

form the generic Hamiltoniad/, and is due to the fact
that we are computing the zero-crossings of parabola-llked What about other approaches?
curve; when the intensity is equal to 1 this curve is almaf

tangent to the horizontal axis and the roots become unﬁs%iee:jazl;g ?gﬂg?rlggyzmatlﬁg”Stgcr)zsevgft rlh?lsrepzdpyeFUtXS

ble. The implication of this observation is that if we areFown in figures 10, 17 and 18 the (“generic SFS”) im-
|

; i L . S
not careful when solving equation (36), it is possible tha icit algorithm (starting from a supersolution) returirs,

numerically we do not obtain any solutions (38)even P : .
if theorically there exists a solution). most of our examples, quite good results after only four it-

. erations (very often, the solutions returned after only two
In order to combat this problem we have used three . . . . .
. L . . Or three iterations are visually quite good). This should
strategies. First, instead of solving the equation (36), we : . .
) S Nnot come as a surprise since, as pointed out at the end of

can compute the valuewhich minimizesS(p, z;;,t,U).
Second, we can change slightly the values of the inten
image, and introduce the imadesuch thatl. (z) = I(x)
if I(z) < 1—¢eandl.(z) =1 — ¢ otherwise (for som
smalle > 0). The idea consisting in using instead of/

sS|teCti0n 5, our implicit algorithms generalize that of Rouy

ANd Tourin [55] and our semi-implicit algorithms gener-

o alize that of Dupuis and Oliensis [17]. In the literature
these algorithms are often acknowledged as being one of

has been already used by Horn [25], Kimmel and Bruc‘p—e most efficient and accurate of the SFS literature.

. ) As pointed out in section 5 our algorithms are itera-
stein [35] and F_alcone et é.ll.' [8].' .Th|rd,_we can updah%e and their convergence speed strongly depends on the
the values ot/ with the semi-implicit algorithm when we

chosen paths ordering the updates. In our implementa-
29 et us note that, in practice, we have been rarely confrotetédis 10N We have Useq alternating raster scans [1_57 17]. These
situation. scans are not optimal (because they are arbitrary with re-
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spect to the characteristics of the solution) and the methawis areas (as does the algorithm proposed by Falcone [23]
can be improved by tracing directly the characteristidar the “orthographic SFS”), see figures 19 and 20.
as been done by Sethian et al. [57, 36] (this will be theFinally the stability of our approximation schemes and
concern of a furthcoming paper). This techniques woulde convergence of the numerical solutions computed by
allow to decrease the computational complexity by om@r algorithmshold even when the image contains dis-
order of magnitude@(n) instead ofO(n?)). Let us re- continuities and black shadoweven though the theory of
mind that our generic implicit scheme is an extension viscosity solutions does not yet apply to this case, see the
the scheme used by Sethian in the Fast Marching Metheghark at the end of section 4.3. As an illustration of this,
for the eikonal equation [57]. the pyramid example displayed in figures 9, 12 and 15
shows the ability of our numerical algorithms to deal with

) ] o discontinuous images while figure 20 shows their ability

7 Pushing things to the limit: SFS to deal with black shadows.

with discontinuous images and
black shadows RN

Among the difficulties encountered when attempting to
solve the SFS problem, the intensity discontinuities such
as those caused by black shadows are among the most
difficult to deal with. Despite the fact that the notion of a)
viscosity solutions provides a natural framework for de
ing with non smooth surfac&s(with edges)this theory
does not yet apply to discontinuous imagggnd hence
to black shadows). Technically, when the Hamiltonian is
discontinuous with respect to the space variab{erhich
is the case in SFS when the intensity image is discontin- .
uous), the main difficulty is the loss of uniqueness of tr& Conclusion
viscosity solution. Note that, in the particular case of the
black shadows, this difficulty is increased by the loss We have presented a complete mathematical and algorith-
coercivity of the Hamiltonian. mic study of the “orthographic” and “perspective SFS”
In order to deal with black shadows, Lions et al. [43}roblems. In detail: 1) We have proposed new for-
do not “recover” surfaces in the areasmintensity and mulations of the SFS problem by modeling the camera
pose the problem in terms of boundary conditions. Thisas a pinhole (performing a perspective rather than ortho-
not necessary since, as noted in [23], in the black shad@gphic projection). The scene can be illuminated by a
areas the surface formed by the rays of light grazing tai@gle point light source located at infinity or at the opti-
solution surface, verify the irradiance equation, see &gural center of the camera. This extends the SFS methods to
19. Thus, for recovering a solution, we do not need, awre realistic image acquisition models. These formula-
in [42], to separate the “shading areas” and the “shadtians lead to new PDEs which allow to develop a complete
areas” and in gener&lour generic algorithm graciouslymathematical study of the problem.  2) By using the the-
computes approximations of the exact solutions in shauy of viscosity solutions, we have proved the existence
ing areas and the grazing rays of light in the black sha&ihd characterized the solutions of the “orthographic” and
“perspective SFS” problems. In particular, this allows us
z(l)\ﬁSCO_SitY solutions are weak (i.e. non differentiable)usions. to choose a particular solution of interest before start-
_*Leaning on some recent work [47, 32, 58, 10] on the Eikonakedy, o 1o produce numerical results. 3) By introduc-
tion we are working on the removing of this limitation. . . . . o
32If e assume that the singular points and the boundary oftage INd @ “generic” Hamiltonian, we have unified the “ortho-
are not covered by the shadows. graphic” and “perspective SFS” problems, and simplified

aIé-igure 19: a) Original surface b) Solution computed by
our and Falcone’s algorithms [23].
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a) b) c) d)

Figure 20: Example of a reconstruction from an image witltbklshadows: the case of a "Mexican hat” (Size of
the image~ 1000 x 1000, result computed by the implicit algorithm starting fromwpsersolution: n < 90.).

a) Original surface (the direction of the visualisatiorhligs (0,0, 1)) and is different fronL; b) Synthetic image
computed from the surface a) wilh = (0.8,0.0, 0.6) (the angle between the light directi@nand the camera axis
is around53°); c¢) Solution recovered by our algorithm from the image bg(tirection of the visualisation light is
(0,0,1)); d) Surface c) illuminated by a light of directidf.8, 0.0, 0.6).

Figure 21:a) Real face image [size 450 x 600]; b-c) surface recovered from a) by our generic algorithrthwhe perspective
model with the light source located at the optical centehwibne-point Dirichlet boundary condition.
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the formalism. We have designed two “generic” approxf7] F. Camilli. A characterization of the value function for a
imation schemes which approximate the “generic SFS”
equation. From these approximation schemes we have
obtained two “generic SFS” algorithms. Each “generid8]
SFS” algorithm can be used to solve numerically the vari-
ous formulations of the SFS problem. Moreover, we have
proved the convergence of the numerical solutions com-
puted by our algorithms toward the viscosity solutions of°]
the considered SFS problem. 4) Our algorithms are ro-

bust
ters.

to pixel noise and to the errors made on the parame-
5) They can deal with discontinuous images aH@]

images containing black shadows. We have proved the
stability of our SFS approximation schemes and the con-
vergence of our SFS algorithms with such images. We &t
extending our approach to be able to remove the require-
ment for the knowledge of the boundary data (Dirichlet

conditions at the singular points and on the boundaryB?]
the image) and for recovering non Lambertian surfaces.
To give a flavor of what could be achievable figure 21

shows the surface recovered by our generic algorithm (IE
ter 5 iterations) with the perspective model with a poi

light
sent
and

which we have specified a “reasonable” depth.

f-
t°]
source at the optical center. In this example, we have

to infinity all the points on the boundary of the imag?
all the singular points except the one on the nos

[15]
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