N
N

N

HAL

open science

Structured Variable Selection with Sparsity-Inducing
Norms
Rodolphe Jenatton, Jean-Yves Audibert, Francis Bach

» To cite this version:

Rodolphe Jenatton, Jean-Yves Audibert, Francis Bach. Structured Variable Selection with Sparsity-
Inducing Norms. Journal of Machine Learning Research, 2011, 12, pp.2777-2824. inria-00377732v3

HAL 1d: inria-00377732
https://inria.hal.science/inria-00377732v3
Submitted on 29 Mar 2010

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://inria.hal.science/inria-00377732v3
https://hal.archives-ouvertes.fr

STRUCTUREDVARIABLE SELECTION WITH SPARSITY-INDUCING NORMS

Structured Variable Selection with Sparsity-Inducing Norms

Rodolphe Jenatton RODOLPHEJENATTON@INRIA.FR
INRIA - WILLOW Project-team,

Laboratoire d’Informatique de I'Ecole Normale Senqeure (INRIA/ENS/CNRS UMR 8548),

23, avenue d'ltalie, 75214 Paris, France

Jean-Yves Audibert AUDIBERT@CERTIS.ENPC.FR
Imagine (ENPC/CSTB), UniversiParis-Est,

Laboratoire d’Informatique de I'Ecole Normale Senqeure (INRIA/ENS/CNRS UMR 8548),

6 avenue Blaise Pascal, 77455 Marne-la-¥all France

Francis Bach FRANCIS.BACH@INRIA.FR
INRIA - WILLOW Project-team,

Laboratoire d’Informatique de I'Ecole Normale Seqeure (INRIA/ENS/CNRS UMR 8548),

23, avenue d’ltalie, 75214 Paris, France

Editor:

Abstract

We consider the empirical risk minimization problem fordar supervised learning, with regular-
ization by structured sparsity-inducing norms. These afendd as sums of Euclidean norms on
certain subsets of variables, extending the ugualorm and the groupg;-norm by allowing the
subsets to overlap. This leads to a specific set of allowedearorpatterns for the solutions of such
problems. We first explore the relationship between the ggalefining the norm and the resul-
ting nonzero patterns, providing both forward and backvedgdrithms to go back and forth from
groups to patterns. This allows the design of norms adaptepécific prior knowledge expressed
in terms of nonzero patterns. We also present an efficienteaset algorithm, and analyze the
consistency of variable selection for least-squares tinegression in low and high-dimensional
settings.

Keywords: sparsity, consistency, variable selection, convex ogtitnon, active set algorithm

1. Introduction

Sparse linear models have emerged as a powerful framewat&aiowith various supervised es-
timation tasks, in machine learning as well as in statisticd signal processing. These models
basically seek to predict an output by linearly combinindyam small subset of the features de-
scribing the data. To simultaneously address this varisdliection and the linear model estimation,
£1-norm regularization has become a popular tool, that benedith from efficient algorithms (see,
e.g.,|Efron et dl.[f 2004; Lee et|al., 2DQ7; Yuan dt[al., PO0®, multiple references therein) and
well-developed theory for generalization properties aadable selection consistency (Zhao and
Yu, P00 [Wainwright[2099; Bickel et [, 2409; Zhhpg, 009
When regularizing by thé;-norm, sparsity is yielded by treating each variable irdinlly,

regardless of its position in the input feature vector, s @xisting relationships and structures
between the variables (e.g., spatial, hierarchical otadl&o the physics of the problem at hand)
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are merely disregarded. However, many practical situatmuld benefit from this type of prior
knowledge, potentially both for interpretability purpesand for improved predictive performance.

For instance, in neuroimaging, one is interested in lorwiareas in functional magnetic res-
onance imaging (fMRI) or magnetoencephalography (ME@)agthat are discriminative to dis-
tinguish between different brain statg¢s (Gramfort and Kelda2009;[Xiang et d1.[ 2009, and ref-
erences therein). More precisely, fMRI responses comnsigiiels whose three-dimensional spatial
arrangement respects the anatomy of the brain. The disaiivé voxels are thus expected to have
a specific localized spatial organizatidn (Xiang gt[al.,®0Which is important for the subsequent
identification task performed by neuroscientists. In tlase; regularizing by a plaify-norm to
deal with the ill-conditionedness of the problem (typigadinly a few fMRI responses described
by tens of thousands of voxels) would ignore this spatiaffigonation, with a potential loss in
interpretability and performance.

Similarly, in face recognition, robustness to occlusioas be increased by considering as fea-
tures, sets of pixels that form small convex regions on tbe fimages[(Jenatton e{ 4., 2D10). Again,
a plain/;-norm regularization fails to encode this specific spatiality constraint[(Jenatton ef al.,
p010). Still in computer vision, object and scene recognitjenerally seek to extract bounding
boxes in either image$ (Harzallah €} fl., 7009) or vid¢odal#a all,[2006). These boxes concen-
trate the predictive power associated with the considebgett/scene class, and have to be found by
respecting the spatial arrangement of the pixels over tlagés. In videos, where series of frames
are studied over time, the temporal coherence also has takba tnto account. An unstructured
sparsity-inducing penalty that would disregard this spatind temporal information is therefore not
adapted to select such boxes.

Another example of the need for higher-order prior knowkedgmes from bioinformatics. In-
deed, for the diagnosis of tumors, the profiles of array-thasenparative genomic hybridization
(arrayCGH) can be used as inputs to feed a classffier (Rapapal.,[2008). These profiles are
characterized by plenty of variables, but only a few sampfesich profiles are available, prompt-
ing the need for variable selection. Because of the spegiéitiad organization of bacterial artificial
chromosomes along the genome, the set of discriminativarfesis expected to have specific con-
tiguous patterns. Using this prior knowledge on top of addath sparsity-inducing method leads to
improvement in classification accurady (Rapaport f aDg20In the context of multi-task regres-
sion, a genetic problem of interest is to find a mapping betveesmall subset of single nucleotide
polymorphisms (SNP’s) that have a phenotypic impact on ergfamily of genes[(Kim and Xifg,
P009). This target family of genes has its own structure,relseme genes share common genetic
characteristics, so that these genes can be embedded inttedying hierarchy[(Kim and Xing,
R009). Exploiting directly this hierarchical informatiom the regularization term outperforms the
unstructured approach with a standdfenorm. Such hierarchical structures have been likewise
useful in the context of wavelet regressign (Zhao ¢tfal. 32@0 kernel-based non linear variable
selection [[BadH, 200pPb).

These real world examples motivate the need for the desigpanfsity-inducing regulariza-
tion schemes, capable of encoding more sophisticated kmmxledge about the expected sparsity
patterns.

As mentioned above, th&-norm focuses only owcardinality and cannot easily specify side
information about the patterns of nonzero coefficients Ifaero patterns”) induced in the solution,
since they are all theoretically possible. Graypnorms [Yuan and L], 200¢; Roth and Fis¢her,
P008;[Huang and Zhanf, 2009) consider a partition of alladeis into a certain number of subsets
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and penalize the sum of the Euclidean norms of each onenipadiselection of groups rather
than individual variables. Moreover, recent works havesagred overlapping but nested groups
in constrained situations such as trees and directed agyephs [[Zhao et hl., 200P; Bhdh, 2009b;
Kim and Xing,[200P).

In this paper, we consider all possible sets of groups andacteize exactly what type of
prior knowledge can be encoded by considering sums of nofrmgeslapping groups of variables.
Before describing how to go from groups to nonzero patteonequivalently zero patterns), we
show that it is possible to “reverse-engineer” a given saboizero patterns, i.e., to build the unique
minimal set of groups that will generate these patternss @thdws the automatic design of sparsity-
inducing norms, adapted to target sparsity patterns. Weigi@ectior{]3 some interesting examples
of such designs in specific geometric and structured cordiguns, which covers the type of prior
knowledge available in the real world applications desatipreviously.

As will be shown in Sectioff] 3, for each set of groups, a notibhul of a nonzero pattern
may be naturally defined. For example, in the particular cdigbe two-dimensional planar grid
considered in this paper, this hull is exactly the axisfadig) bounding box or the regular convex
hull. We show that, in our framework, the allowed nonzerdgyat are exactly those equal to their
hull, and that the hull of the relevant variables is considyeestimated under certain conditions,
both in low and high-dimensional settings. Moreover, wespre in Sectiop]4 an efficient active set
algorithm that scales well to high dimensions. Finally, Westrate in Sectiofi]6 the behavior of our
norms with synthetic examples on specific geometric sedtisgch as lines and two-dimensional
grids.

Notation. Forz € RP andg € [1,00), we denote by|z||, its £,-norm defined a$2§’:1 |2;]7) 1/
and||z|, = max;jcqi .y |75]. Givenw € RP and a subsef of {1,...,p} with cardinality |./],
w, denotes the vector iR!/| of elements ofv indexed by.J. Similarly, for a matrixA/ € RP*™,
M;r; € R/l denotes the sub-matrix dff reduced to the rows indexed lyand the columns
indexed by.J. For any finite setd with cardinality | A|, we also define th¢A|-tuple (y*),ca €
RP*I4l as the collection op-dimensional vectorg® indexed by the elements of. Furthermore,
for two vectorsz andy in R?, we denote byr o y = (z141,. .. ,:cpyp)T € RP the elementwise
product ofz andy.

2. Regularized Risk Minimization

We consider the problem of predicting a random variable ) from a (potentially non random)
vector X € RP, where) is the set of responses, typically a subseRofWe assume that we are
givenn observationgz;,y;) € RP x Y, i = 1,...,n. We define theempirical riskof a loading
vectorw € RP asL(w) = 23 ¢(y;,w"x;), wherel : Y x R — R is aloss function We
assume thatis convex and continuously differentiabiéth respect to the second parameter. Typical
examples of loss functions are the square loss for leastesjuegression, i.e/(y, ) = %(y —§)?
with y € R, and the logistic los$(y, ) = log(1 + e~¥Y) for logistic regression, witly € {—1,1}.

We focus on a general family of sparsity-inducing norms #ilatw the penalization of subsets
of variables grouped together. Let us denotedbg subset of the power set é1,...,p} such
that JgegG = {1,...,p}, i.e.,, a spanning set of subsets{df...,p}. Note thatG does not

necessarily define a partition §f, ..., p}, and thereforeit is possible for elements ¢fto overlap
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We consider the norm defined by

Q<w>=2<§j< W) = 3 € oull, o

Geg “jedG Geg

where (d“)ceg is a|g|-tuple of p-dimensional vectors such thdf > 0if j € G andd§ = 0
otherwise. A same variable; belonging to two different group&,G2 € G is allowed to be
weighted differently inG; andG4 (by respectively:lj.le andd%). We do not study the more general
setting where eacti® would be a (non-diagonal) positive-definite matrix, whicé defer to future
work. Note that a larger family of penalties with similar pesties may be obtained by replacing the
ly-norm in Eq. [IL) by othef,-norm,q > 1 ([Zhao et g.[2009). Moreover, non-convex alternatives
to Eq. [1) with quasi-norms in place of norms may also be @stémg, in order to yield sparsity
more aggressively (see, efg., Jenatton|et al.,|2010).

This general formulation has several important sub-cdsaisvte present below, the goal of
this paper being to go beyond these, and to consider normebleafo incorporate richer prior
knowledge.

e /5-norm: G is composed of one element, the full $ét. .., p}.

¢1-norm: G is the set of all singletons, leading to the Lagdso (TibsRife®06) for the square
loss.

e /5-norm and ¢;-norm: G is the set of all singletons and the full gt ..., p}, leading (up
to the squaring of thé;-norm) to the Elastic nef (Zou and Haktie, 2005) for the sgjl@ss.

e Group ¢;-norm: G is any partition of{1, ..., p}, leading to the group-Lasso for the square

loss (Yuan and L|n] 2006).

e Hierarchical norms: when the se{1,...,p} is embedded into a tre¢ (Zhao ef al., 2009) or
more generally into a directed acyclic graph (Bech, 2P0#i®n a set o groups, each of
them composed of descendants of a given variable, is corside

We study the following regularized problem:

min —ZE Yi, W :UZ)+,LLQ( ) (2)

weRP N,

wherep > 0 is a regularization parameter. Note that a non-regularcmtstant term could be
included in this formulation, but it is left out for simpligi We denote byw any solution of

Eq. (2). Regularizing by linear combinations of (non-sgai¥,-norms is known to induce sparsity
in 2 (Zhao et a).[ 20Q9); our grouping leads to specific pattdraswe describe in the next section.

3. Groups and Sparsity Patterns

We now study the relationship between the nddrdefined in Eq.[(1) and the nonzero patterns the
estimated vectoti is allowed to have. We first characterize the set of nonzetens, then we
provide forward and backward procedures to go back and faoth groups to patterns.
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Figure 1: Groups and induced nonzero pattern: three spamsiticing groups (middle and right,
denoted by{G1, G2, G3}) with the associated nonzero pattern which is the compléemen
of the union of groups, i.e(G1 U G2 U G3)€ (left, in black).

3.1 Stable Patterns Generated by

The regularization ter(w) = 3" [|d° o w||, is a mixed(¢1, £2)-norm (Zhao et dI[, 2009). At
the group level, it behaves like dn-norm and therefore) induces group sparsity. In other words,
eachd® o w, and equivalently each (since the support of“ is exactly ), is encouraged to
go to zero. On the other hand, within the groupsc G, the /5-norm does not promote sparsity.
Intuitively, for a certain subset of grougl C G, the vectoraug associated with the grougse G’
will be exactly equal to zero, leading to a set of zeros whictie union of these groupls); /G-
Thus, the set of allowed zero patterns should beuthien-closureof G, i.e. (see Figur]1 for an

example):

z-{Ucocal ©

Geg’

The situation is however slightly more subtle as some zemosbe created by chance (just as reg-
ularizing by thels-norm may lead, though it is unlikely, to some zeros). Néalgss, Theorerf] 2
shows that, under mild conditions, the previous intuitithowat the set of zero patterns is correct.
Note that instead of considering the set of zero patteéfnst is also convenient to manipulate
nonzero patterns, and we define

P:{ﬂGc;glgg}:{Zc;ZGZ}. (4)
Geg’
We can equivalently usP or Z by taking the complement of each element of these sets.

The following two results characterize the solutions of theblem [R). We first gives suf-
ficient conditions under which this problem has a uniquetgmiu We then formally prove the
aforementioned intuition about the zero patterns of thetiwis of [2), namely they should belong
to Z. In the following two results (see proofs in Appendik A andp&ndix[B), we assume that
¢: (y,y') — L(y,y') is nonnegative, twice continuously differentiable witrsjtive second deriva-
tive with respect to the second variable and non-vanishingdnderivative, i.e., for any, vy’ in R,

2 2
Sz y') > 0and57s (y. y') # 0.

Proposition 1 Let( denote the Gram matri% S xeZT We consider the optimization problem
in Eq. () withy > 0. If Q is invertible or if{1,...,p} belongs tag, then the problem in Eq[](2)
admits a unique solution.
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Note that the invertibility of the matrix) requiresp < n. For high-dimensional settings, the
uniqueness of the solution will hold whé, . .. , p} belongs ta7, or as further discussed at the end
of the proof, as soon as for anyk € {1,...,p}, there exists a grou@ € G which contains both
j andk. Adding the group{1,...,p} to G will in general not modifyP (and Z), but it will cause
G to lose its minimality (in a sense introduced in the next sghen). Furthermore, adding the full
group{1,...,p} has to be put in parallel with the equivalent (up to the saugr,-norm term in
the elastic-net penalty (Zou and Hastie, 4005), whose tefelo notably ensure strong convexity.
For more sophisticated uniqueness conditions that we hatvexplored here, we refer the readers
to [Osborne et &l[ (20p0, Theorem 1, 4 and[5), Rosset] €t al4(Z0teorem 5) of Doss&l (2407,
Theorem 3) in the Lasso case, dgnd Roth and Fisgher|(2008hdayrbup Lasso setting. We now
turn to the result about the zero patterns of the solutiom@froblem in Eq[{2):

Theorem 2 Assume that” = (y1,...,y,) " is arealization of an absolutely continuous probability
distribution. Letk be the maximal number such that anyows of the matriXz1, ..., z,) € RP*"
are linearly independent. For > 0, any solution of the problem in Ed](2) with at madst- 1
nonzero coefficients has a zero patterréin= {| ;.o G; ¢’ C G} almost surely.

In other words, whel” = (y1,...,y,) " is arealization of an absolutely continuous probability
distribution, the sparse solutions have a zero patteth i {J;.o G; ¢' C G} almost surely. As
a corollary of our two results, if the Gram mat«ixis invertible, the problem in Ec[](2) has a unique
solution, whose zero pattern belongsZ@lmost surely. Note that with the assumption madéon
Theoren{R is not directly applicable to the classificatidtirsg. Based on these previous results, we
can look at the following usual special cases from Sedlione2dive more examples in Sectipn|3.5):

e /y-norm: the set of allowed nonzero patterns is composed of the esgitgnd the full set

{1,...,p}.

£1-norm: P is the set of all possible subsets.

lo-norm and ¢1-norm: P is also the set of all possible subsets.

Group /1-norm: P = Z is the set of all possible unions of the elements of the jpamtit
definingg.

Hierarchical norms: the set of pattern® is then all sets’ for which all ancestors of elements

in .J are included inJ (Bach,[2009b).

Two natural questions now arise: (1) starting from the gsaiipis there an efficient way to gen-
erate the set of nonzero patterRs (2) conversely, and more importantly, givéh how can the
groupsG—and hence the norfi(w)—be designed?

3.2 General Properties ofG, Z and P

We now study the different properties of the set of grodpend its corresponding sets of patterns
Z andP.
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Figure 2: G-adapted hull: the pattern of variabléqleft and middle, in red) and its hull (left and
right, hatched square) that is defined by the complementeofitiion of groups that do
not intersect, i.e.,(G; U Gy U G3)°.

Closedness. The set of zero patterris (respectively, the set of nonzero pattefiss closed under
union (respectively, intersection), that is, for &l € N and allz1,...,z2x € Z, Ule 2z € Z
(respectivelypy,...,px € P, ﬂlepk € P). This implies that when “reverse-engineering” the
set of nonzero patterns, we have to assume it is closed umigesection. Otherwise, the best we
can do is to deal with its intersection-closure. For instaiifove consider a sequence (see Figlire 4),
we cannot takéP to be the set of contiguous patterns with length two, sineérttersection of such
two patterns may result in a singleton (that does not belorig)t

Minimality. If a group inG is the union of other groups, it may be removed frgnwithout
changing the set& or P. This is the main argument behind the pruning backward dhgorin
Section[3]3. Moreover, this leads to the notion efimimalsetg of groups, which is such that for
all ¢ C Z whose union-closure spais, we haveG C G'. The existence and uniqueness of a
minimal set is a consequence of classical results in setyt{Bwignon and Falmaghg, 1998). The
elements of this minimal set are usually referred to astbmsof Z.

Minimal sets of groups are attractive in our setting becdhsg lead to a smaller number of
groups and lower computational complexity—for example 2fdimensional-grids with rectangular
patterns, we have a quadratic possible number of rectangiesZ| = O(p?), that can be generated
by a minimal setj whose size i$G| = O(,/p).

Hull. Given a set of group§, we can define for any subsetC {1,...,p} theG-adapted hullor
simply hull, as:

Hull(I):{ U G}c,

Geg, GNnl=g

which is the smallest set i® containing/ (see Figurd]2); we always have C Hull(1) with
equality if and only if7 € P. The hull has a clear geometrical interpretation for specifitsG

of groups. For instance, if the s@tis formed by all vertical and horizontal half-spaces when th
variables are organized in a 2 dimensional-grid (see Fiuréhe hull of a subset c {1,...,p}

is simply the axis-aligned bounding box bf Similarly, wheng is the set of all half-spaces with all
possible orientations (e.g., orientatiofis /4 are shown in Figurf] 6), the hull becomes the regular
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Figure 3: The DAG for the seE associated with theé x 2-grid. The members of are the com-
plement of the areas hatched in black. The element§ (fe., the atoms of2) are
highlighted by bold edges.

convex hulfl. Note that those interpretations of the hull are possibtéatid only when we have
geometrical information at hand about the set of variables.

Graphs of patterns. We consider the directed acyclic graph (DAG) stemming frbveHasse
diagram (Cameroh[ 1994) of the partially ordered set (po$6t)>). By definition, the nodes of
this graph are the elemenés of G and there is a directed edge frofy to G- if and only if
G1 D G5 and there exists N6 € G such thati; > G D G, (Camerop[1994). We can also build
the corresponding DAG for the set of zero patteths G, which is a super-DAG of the DAG of
groups (see Figurlg 3 for examples). Note that we obtain his@bmorphic DAG for the nonzero
patternsP, although it corresponds to the pogét, C): this DAG will be used in the active set
algorithm presented in Sectiph 4.

Prior works with nested group$ (Zhao e} &, 20p9; Béch, BOBIm and Xind,[2009) have
also used a similar DAG structure, with the slight differerlcat in these works, the corresponding
hierarchy of variables is built from the prior knowledge abthe problem at hand (e.g., the tree
of wavelets i[Zhao et fI[ (20P9), the decomposition of KerireBach [2009b) or the hierarchy
of genes if Kim and Xifg[(2009)). The DAG we introduce herelmmget of groups naturally and
always comes up, with no assumption on the variables theaséor which no DAG is defined in
general).

3.3 From Patterns to Groups

We now assume that we want to impose a priori knowledge onpiduesisy structure of a solutiot
of our regularized problem in Eq](2). This information canexploited by restricting the patterns
allowed by the nornf2. Namely, from an intersection-closed set of zero pattefns/e can build
back a minimal set of groupg by iteratively pruning away in the DAG corresponding &g all
sets which are unions of their parents. See Algoriffim 1. algsrithm can be found under a

1. We use the terrmonvexinformally here. It can however be made precise with theamodif convex subgraphng,

floot).
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different form in|Doignon and Falmagne (1998)—we presethiritugh a pruning algorithm on the
DAG, which is natural in our context (the proof of the minityabf the procedure can be found in
AppendiX{G). The complexity of Algorithif] 19 (p|Z|?). The pruning may reduce significantly the
number of groups necessary to generate the whole set of atenis, sometimes from exponential
in p to polynomial inp (e.g., the/;-norm). In Sectior 3]5, we give other examples of interestreh
|G| (and|P]) is also polynomial irp.

Algorithm 1 Backward procedure
Input: Intersection-closed family of nonzero pattefhs
Output: Set of groups;.
Initialization: ComputeZ = {P¢; P € P} and seg = Z.
Build the Hasse diagram for the pogét, D).
for t = mingez |G| to maxgez |G| do
for each node7 € Z such thalG| = ¢ do

if <UC€Childrer(G) C= G) then

if (Parent§G) # @) then
Connect children of to parents of5.

end if
RemoveG from G.

end if

end for
end for

Algorithm 2 Forward procedure
Input: Set of groups; = {G1,..., Gy}
Output: Collection of zero patterng and nonzero patterris.
Initialization: Z = {o}.
for m =1to M do
C={o}
foreach Z € Z do
if (G, € Z) and (VG €{G1,...,Gpn_1}, GC ZUG,, = G C Z) then
C+CU{ZuG,}.
end if
end for
Z+ ZUC.
end for
P={Z Z € Z}.

3.4 From Groups to Patterns

Theforward procedure presented in Algorithih 2, taken from Doignon aaldiegni[(1998), allows
the construction ofZ from G. It iteratively builds the collection of patterns by takinmions,
and has complexity)(p| Z||G|?). The general scheme is straightforward. Namely, by corisigle
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increasingly larger sub-families @f and the collection of patterns already obtained, all pdsssib
unions are formed. However, some attention needs to be pgdld ehecking we are not generating
a pattern already encountered. Such a verification is pagdrby thaf condition within the inner
loop of the algorithm. Indeed, we do not have to scan the whollection of patterns already
obtained (whose size can be exponentiglif), but we rather use the fact th@tgeneratest. Note
that in general, it is not possible to upper bound the sizeZofby a polynomial term irp, even
wheng is very small (indeed,Z| = 2 and|G| = p for the /;-norm).

3.5 Examples

We now present several examples of sets of gra@upsspecially suited to encode geometric and
temporal prior information.

Sequences. Givenp variables organized in a sequence, if we want only contigumnzero pat-
terns, the backward algorithm will lead to the set of groupscivare interval$l, kjcq1,... ,—1) and

[k, Dlkeqo,...py, With both | Z] = O(p*) and |G| = O(p) (see Figurd]4). Imposing the contiguity
of the nonzero patterns is for instance relevant for therdiaig of tumors, based on the profiles of

arrayCGH [Rapaport et hl., 2008).

Figure 4: (Left) The set of blue groups to penalize in ordesdtect contiguous patterns in a se-
guence. (Right) In red, an example of such a nonzero pattighrita/corresponding zero
pattern (hatched area).

Two-dimensional grids. In Section[p, we notably consider f@ the set of all rectangles in two
dimensions, leading by the previous algorithm to the setxig-aligned half-spaces fay (see
Figure[$), with| Z| = O(p?) and|G| = O(/p). This type of structure is encountered in object or
scene recognition, where the selected rectangle woulésmond to a certain box inside an image,
that concentrates the predictive power for a given clasb@fot/'scene[(Harzallah et|dl., 2009).
Larger set of convex patterns can be obtained by addigghalf-planes with other orientations
than vertical and horizontal. For instance, if we use plam#éis angles that are multiples af/4,
the nonzero patterns @&f can have polygonal shapes with up to 8 faces. In this sense, kkep on
adding half-planes with finer orientations, the nonzeragpas of P can be described by polygonal
shapes with an increasingly larger number of faces. Thalatdmotion of convexity defined in
R? would correspond to the situation where an infinite numbaerigitations is considerefl (Sdjlle,
P003). See Figurf] 6. The number of groups is lineay/mwith constant growing linearly with
the number of angles, whileZ| grows more rapidly (typically non-polynomially in the nustbof

10
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angles). Imposing such convex-like regions turns out todegull in computer vision. For instance,
in face recognition, it enables the design of localizeduess that improve upon the robustness to

occlusions[(Jenatton ef]dl., 2010).

Figure 5: Vertical and horizontal groups: (Left) the set lnigband green groups with their (not dis-
played) complements to penalize in order to select reatangRight) In red, an example
of nonzero pattern recovered in this setting, with its cepoanding zero pattern (hatched
area).

Figure 6: Groups witht7/4 orientations: (Left) the set of blue and green groups withrtfnot
displayed) complements to penalize in order to select dmhshaped patterns. (Right)
In red, an example of nonzero pattern recovered in thisnggttvith its corresponding
zero pattern (hatched area).

/]
7

Extensions. The sets of groups presented above can be straightforwextiiypded to more com-
plicated topologies, such as three-dimensional spacesetized in cubes or spherical volumes
discretized in slices. Similar properties hold for suchiisgs. For instance, if all the axis-aligned
half-spaces are considered f@rin a three-dimensional space, thénis the set of all possible
rectangular boxes withP| = O(p?) and|G| = O(p'/?). Such three-dimensional structures may be
interesting to retrieve discriminative and local sets ofele from fMRI/MEEG responses (Gramfort
and Kowalskmmw). Moreover, while thhe-dimensional rectangular patterns
described previously are adapted to find bounding boxesatit stnages|(Harzallah et fal., 2009),
scene recognition in videos requires to deal with a thirdperal dimension[(Dalal et hlf, 2406).
This may be achieved by designing appropriate sets of grampbedded in the three-dimensional
space obtained by tracking the frames over time.

11
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Representation and computation ofG. The sets of groups described so far can actually be rep-
resented in a same form, that lends itself well to the amalysihe next section. When dealing with
a discrete sequence of lendttsee Figur¢]4), we have

G = {ghi kel =L U{gh ke 2.0},
= Gleft U Gright,

with ¢* = {i; 1 <i <k} andgi = {i; | > ¢ > k}. In other words, the set of grougscan be
rewritten as a partiticﬂﬂn two sets of nested groupSiest andGright.

The same goes for a two-dimensional grid, with dimensiord (see Figurd]5 and Figuf¢ 6).
In this case, the nested groups we consider are defined bagkd fllowing groups of variables

g" ={(i,5) € {1,...,1} x {1,...,h}; cos(8)i +sin(0)j < k},

wherek € 7Z is taken in an appropriate range.
The nested groups we obtain in this way are therefore paesimed by an angﬂaa, 0 €
(—m;w]. We refer to this angle as arientation since it defines the normal vecttﬁis‘fj((g))) to
the line{(i,j) € R?;cos()i + sin(f)j = k}. In the example of the rectangular groups (see Fig-
ure[}), we have four orientations, withe {0,7/2, —/2,7}. More generally, if we denote by
the set of the orientations, we have
G = U 9o,

wheref € © indexes the partition of in setsGy of nested groups of variables. Although we have
not detailed the case &, we likewise end up with a similar partition ¢f

4. Optimization and Active Set Algorithm

For moderate values @f one may obtain a solution for Eq] (2) using generic toolisdee second-
order cone programming (SOCP) whose time complexity is leique (p>° + |G|>°) (Boyd and
Vandenberghe, 20p4), which is not appropriate wheor |G| are large. This time complexity
corresponds to the computation of Eg. (2) for a single vafuberegularization parametgr

We present in this section ative set algorithnfAlgorithm [3) that finds a solution for Ecf](2)
by considering increasingly larger active sets and checfiobal optimality at each step. When the
rectangular groups are used, the total complexity of thihoweis inO (s max{p'", s3°}), where
s is the size of the active set at the end of the optimizatiorreHe sparsity prior is exploited for
computational advantages. Our active set algorithm needmderlyingblack-boxSOCP solver;
in this paper, we consider both a first order approach (see#gig[H) and a SOCP methfhe— in
our experiments, we us8DPT3 ([Toh et al.[1999 Tutiinct etla]., 2003). Our active sgoathm
extends to general overlapping groups the work of Bach @008y further assuming that it is
computationally possible to have a time complexity polyiarim the number of variables.

We primarily focus here on finding an efficient active set atgm; we defer to future work the
design of specific SOCP solvers, e.g., based on proximahigegs (see, e.gf, Tsérlg, 2009, and
numerous references therein), adapted to such non-smeeatsitg-inducing penalties.

2. Note the subtlety: the sefp are disjoint, that i$js N Go» = @ for 6 # ', but groups NGy andG,: can overlap.

3. Due to the discrete nature of the underlying geometrictire ofG, angled) that are not multiple ofr /4 (i.e., such
thattan(0) ¢ Z) are dealt with by rounding operations.

4. The G++/Matlab code used in the experiments may be downloaded fnerauthors website.
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4.1 Optimality Conditions: from Reduced Problems to Full Problems

It is simpler to derive the algorithm for the following reguized optimization problefwhich
has the same solution set as the regularized problem ofJEgh@n . and \ are allowed to vary
(Borwein and Lewis], 2006, see Section 3.2):

IR T A 2
min — ;f(yz,w zi) + 5 [Qw))* 5)
In active set methods, the set of nonzero variables, deftytgd is built incrementally, and the
problem is solved only for this reduced set of variables,irgithe constraintv;. = 0 to Eq. (§).
In the subsequent analysis, we will use arguments based alitydio monitor the optimality of
our active set algorithm. We denote fyw) = % S E(yi,w—l—xi) the empirical risk (which is
by assumption convex and continuously differentiable) land * its Fenchel-conjugatedefined as
(Boyd and VandenberghE, 2004; Borwein and LeWis, P006):

L*(u) = ig[gp{wTu — L(w)}.

The restriction ofZ to Rl’| is denotedL ;(w;) = L(w) for @y = wy andw e = 0, with Fenchel-
conjugateL’. Note that, as opposed g we do not have in generdl; (k) = L* (k) fork; = k;
ands e = 0.

For a potential active set C {1, ..., p} which belongs to the set of allowed nonzero pattéPns
we denote byg; the set of active groups, i.e., the set of grodps G such thatG N J # &. We
consider the reduced norfy; defined oriRl”! as

Qr(ws) =Y [ld5owylly =D [ld5owyl,.

Geg Gegy

and itsdual normQ% (k) = maxq, (,,)<1 w}m, also defined ofR!/|. The next proposition (see
proof in Appendi{ D) gives the optimization problem dual he reduced problem (Ed] (6) below):

Proposition 3 (Dual Problems) LetJ C {1,...,p}. The following two problems

min Lj(wy)+ é [QJ(U}J)]Z ) (6)
wy RN 2
1
() - 5 [, )

are dual to each other and strong duality holds. The pair afrad-dual variables{w;,x;} is
optimal if and only if we have

{%J = —-VL;(wy),
wiky = 1[5k =N [Q(w))].

5.1t is also possible to derive the active set algorithm fohe t constrained formulation
mingerr = S0 £(yi;,w ;) suchthat Q(w) < X. However, we empirically found it more difficult to
select) in this latter formulation.

13
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As a brief reminder, the duality gap of a minimization probles defined as the difference between
the primal and dual objective functions, evaluated for aifdla pair of primal/dual variables (Boyd
and Vandenberg@%, see Section 5.5). This gap sereeseasficate of (sub)optimality: if it
is equal to zero, then the optimum is reached, and providatdstrong duality holds, the converse
is true as well|(Boyd and Vandenberpghe, 4004, see Sectign 5.5

The previous proposition enables us to derive the dualify fga the optimization problem
Eq. (), that is reduced to the active set of variablesin practice, this duality gap will always
vanish (up to the precision of the underlying SOCP solvéngeswe will sequentially solve E¢f](6)
for increasingly larger active sefs We now study how, starting from the optimality of the prable
in Eq. (6), we can control the optimality, or equivalently ttuality gap, for the full problem Ed](5).
More precisely, the duality gap of the optimization problEm (§) is

Lofug) + Ly(—rg) + 5 [ + 5 193 (s

= {otwn) 4 5 + T} {0 + 505002 ~ vl |

which is a sum of two nonnegative terms, the nonnegativityiog from the Fenchel-Young in-
equality (Borwein and Lewli§, 20p6; Boyd and Vandenbér§0@42 Proposition 3.3.4 and Section
3.3.2 respectively). We can think of this duality gap as the ®f two duality gaps, respectively
relative toL ; and(2;. Thus, if we have a primal candidaie; and we choose; = —V L;(wy),
the duality gap relative td.; vanishes and the total duality gap then reduces to

Q) + 5 193 ()] — w] .

5
In order to check that the reduced solution is optimal for the full problem in Eq[]5), we pad
w,y with zeros on/¢ to definew and compute: = —V L(w), which is such that ; = —V L j(wy).
For our given candidate pair of primal/dual variables, x}, we then get a duality gap for the full
problem in Eq. [[6) equal to

210 + g5 [ )P~
- % [Q(w)]? + % Q" (8)]” —w) Ky
= 2[00 + o () — 5 () o (93]
= o5 (0P~ 1925 )P)

1

= = (1l () = My sy ).

Computing this gap requires computing the dual norm whaglfiis as hard as the original problem,
prompting the need for upper and lower bound€Xr(see Propositiond 4 arfffl 5 for more details).

14
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G,

-
- o
_

Figure 7: The active set (black) and the candidate pattermar@bles, i.e. the variables iR\ J
(hatched in black) that can become active. The fringe granpxactly the groups that
have the hatched areas (i.e., here we haye= UKeHP(J) Gr\Gs = {G1,G2,G3}).

I
1

Figure 8: The active set (black) and the candidate pattefnsmmables, i.e. the variables in
K\J (hatched in black) that can become active. The groups in redtlese in
Uketip () Gx \Gs, while the blue group is itF )\ (U g er, () 95 \G)- The blue group
does not intersect with any patternslin(.J).
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4.2 Active set algorithm

We can interpret the active set algorithm as a walk throughDihG of nonzero patterns allowed by
the normQ. The parentdl,(J) of J in this DAG are exactly the patterns containing the varisble
that may enter the active set at the next iteration of Alganif}. The groups that are exactly at
the boundaries of the active set (referred to asfinge group$ are 7; = {G € (G;)¢; PG’ €
(Gy)¢, G C G'}, i.e., the groups that are not contained by any other inagiioups.

In simple settings, e.g., whah is the set of rectangular groups, the correspondence betwee
groups and variables is straightforward since we haye= UKEnp(J) Gk \Gs (see Figurd]7).
However, in general, we just have the inclusi@Dycr,, ;) 9x\Gs) € F; and some elements of
F; might not correspond to any patterns of variableE1(.J) (see Figur¢]8).

We now present the optimality conditions (see proofs in Awlpe[B) that monitor the progress
of Algorithm B:

Proposition 4 (Necessary condition)If w is optimal for the full problem in Eq[|5), then

max IVL@)rrgl, < {~ w'VL(w)}2. (N)

K Vg, 14l

=

Proposition 5 (Sufficient condition) If

max {Z{ VL{w) H} } < M2 —w  VI(w)}?, (S)

GeF, hee: ZHak, He(Gy)e dy;

thenw is an approximate solution for Eq](5) whose duality gap sslthare > 0.

Note that for the Lasso, the conditiofd’) and(Sy) (i.e., the sufficient condition taken with
e = 0) are both equivalent (up to the squaringfto the condition|V L(w) je|loo < —w ' VL(w),
which is the usual optimality conditiofi (Wainwridyht, 20@@bshirani,[1996). Moreover, when they
are not satisfied, our two conditions provide good heusdtic choosing whichK € I1p(.J) should
enter the active set.

More precisely, since the necessary condit[dh) @irectly deals with theariables(as opposed
to groups) that can become active at the next step of Algurf it suffices to choose the pat-
tern K € IIp(J) that violates most the condition.

The heuristics for the sufficient conditigf]) implies to go from groups to variables. We simply
consider the grour € F; that violates most the sufficient condition and then takéhallpatterns
of variablesk™ € IIp(J) such thatK' N G # & to enter the active set. & N (Ug e, () K) = 2,
we look at all the group$! € F; such thatd N G # @ and apply the scheme described before
(see Algorithm}).

A direct consequence of this heuristics is that it is possibt the algorithm tgump overthe
right active set and to consider instead a (slightly) laeggive set as optimal. However if the active
set is larger than the optimal set, then (it can be proved thaisufficient conditioriSy) is satisfied,
and the reduced problem, which we solve exactly, will stiltput the correct nonzero pattern.

Moreover, it is worthwhile to notice that in Algorithﬂu 3, tlaetive set may sometimes be in-
creased only to make sure that the current solution is op{weonly check a sufficient condition
of optimality).
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Algorithm 3 Active set algorithm
Input: Data{(z;,y;),i=1,...,n}, regularization parametey,
Duality gap precisio, maximum number of variables
Output: Active set.J, loading vectono.
Initialization: J = {@}, w = 0.
while ( (N) is not satisfied and (|J| < s) do
Replace/ by violating K € I1p(.J) in (V).
Solve the reduced problemuin,, g Lj(w;y) + 2 [Q(wy)]? to geti.
end while
while ( (S:) is not satisfied and (|J| < s) do
Update.J according to Algorithnj]4.
Solve the reduced problemin,, g5 L(w,) + 2 [Q(wy)]? to geti.
end while

Convergence of the active set algorithm. The procedure described in Algorittin 3 can terminate
in two different states. If the procedure stops becauseedliitiit on the number of active variables
s, the solution might be suboptimal. Note that, in any casehawee at our disposal a upperbound
on the duality gap.

Otherwise, the procedure always converges to an optimatisn] either (1) by validating both
the necessary and sufficient conditions (see Proposificarsdfb), ending up with fewer thanm
active variables and a precision of (at leastr (2) by running until the variables become active,
the precision of the solution being given by the underlyiotyar.

Algorithm 4 Heuristics for the sufficient conditiofs()
Let G € F; be the group that violatefs{) most.
it (GN(Ugenp)K) #2) then

for K € IIp(J) such that NG # @ do
J+— JUK.
end for
else
for H € F;suchthatd NG # @ do
for K € Ilp(J) such that N H # @ do
J+— JUK.
end for
end for
end if

Algorithmic complexity. We analyze in detail the time complexity of the active sebatgm
when we consider sets of grougssuch as those presented in the examples of Seftipbn 3.5. We
recall that we denote b§ the set of orientations i§ (for more details, see Sectipn]3.5).

For such choices of, the fringe groupsF; reduces to the largest groups of each orientation
and therefore.F;| < |©|. We further assume that the group<inare sorted by cardinality, so that
computingF; costsO(|0|).
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Given an active sef, both the necessary and sufficient conditions require te hagess to the
direct parentdlp(J) of J in the DAG of nonzero patterns. In simple settings, e.g.,méaés the
set of rectangular groups, this operation can be performé 1) (it just corresponds to scan the
(up to) four patterns at the edges of the current rectandpuidy.

However, for more general orientations, compufifig(./) requires to find the smallest nonzero
patterns that we can generate from the groups inreduced to the stripe of variables around the
current hull. This stripe of variables can be computed @%E(gﬂc\ﬂ G]C\J, so that getting
IIp(.J) costsO(s2/° + p|G|) in total.

Thus, if the number of active variables is upper bounded &yp (which is true if our target is
actually sparse), the time complexity of Algoritfin 3 is thersof:

e the computation of the gradier®(snp) for the square loss.

o if the underlying solver called upon by the active set aliponi is a standard SOCP solver,
O(smax jep |j1<s |G > + s*7) (note that the terns*- could be improved upon by using
warm-restart strategies for the sequence of reduced pnshle

e {1 times the computation gfV), that isO(t; (s2/°! + p|G| + sn2) + p|G|) = O(t1p|G|).

During the initialization (i.e.J = @), we haveIlp ()| = O(p) (since we can start with any
singletons), andGx\G| = |Gk | = |G|, which leads to a complexity @ (p|G|) for the sum
Y oGegi\g, = 2ceg, - Note however that this sum does not depend/@nd can therefore
be cached if we need to make several runs with the same sedqissy.

e t, times the computation @f. ), that isO(t2(s2/®!+p|G|+ |02 +|O0|p+p|G|)) = O(tap|G)),
with 1 + t5 < s.

We finally get complexity with a leading term i@(sp|G| + smax jep | jj<s|Gs>° + s7),
which is much better tha® (p3® + |G|3-?), without an active set method. In the example of the
two-dimensional grid (see Sectipn]3.5), we hage = O(/p) andO(s max{p"™, s35}) as total
complexity. The simulations of Sectigh 6 confirm that thévacset strategy is indeed useful when
s is much smaller thap. Moreover, the two extreme cases where p or p < 1 are also shown
not to be advantageous for the active set strategy, sirloeréitis cheaper to use the SOCP solver
directly on thep variables, or we uselessly pay the additional fixed-coshefictive set machinery
(such as computing the optimality conditions). Note thathaee derived here thbeoreticalcom-
plexity of the active set algorithm when we use a SOCP metbathderlying solver. With the first
order method presented in Appenlik H, we would instead getish¢omplexity inO(sp!-?).

4.3 Intersecting Nonzero Patterns

We have seen so far how overlapping groups can encore pfmriation about a desired set of
(non)zero patterns. In practice, controlling these oypsrimay be delicate and hinges on the choice
of the weights(d®)geg (See the experiments in Sectifjn 6). In particular, the wsibhave to take
into account that some variables belonging to several appihg groups are penalized multiple
times.

However, itis possible to keep the benefit of overlappingigsowhilst limiting their side effects,
by taking up the idea of support intersectign (Bach, 2p@8ainshausen and Buhimanjn, 2008).
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First introduced to stabilize the set of variables recoddngthe Lasso, we reuse this technique in a
different context, based on the fact tiais closed under union.

If we deal with the same sets of groups as those considere@dtioB[3.5, it is natural to
rewriteG as| J,Gs, Whereo is the set of the orientations of the groupgjitifor more details, see
Sectior[3}). Let us denote biyand@’ the solutions of Eq[]5), where the regularization tébris
respectively defined by the groupsgrand by the grougsin Gy.

The main point is that, sincB is closed under intersection, the two procedures deschibkmlv
actually lead to the same set of allowed nonzero patterns:

a) Simply considering the nonzero patterriof
b) Taking theintersectionof the nonzero patterns obtained for eaith 6 in ©.

With the latter procedure, although the learning of severatlels«’ is required (a number of
times equals to the number of orientations considered, 2fgr the sequence, 4 for the rectangular
groups and more generall§| times), each of those learnings involves a smaller numbgraxfps
(that is, just the ones belonging @). In addition, this procedure is\ariable selectiortechnique
that therefore needs a second step for estimating the lpadnestricted to the selected nonzero
pattern). In the experiments, we folldqw Bh¢h (2408a) and sean ordinary least squares (OLS).
The simulations of Sectidih 6 will show the benefits of thisalale selection approach.

5. Pattern Consistency

In this section, we analyze the model consistency of thetisolwof Eq. (2) for the square loss.
Considering the set of nonzero pattefdglerived in Sectiofi3, we can only hope to estimate the
correct hull of the generating sparsity pattern, since Té@{® states that other patterns occur with
zero probability. We derive necessary and sufficient casmit for model consistency in a low-
dimensional setting, and then consider a high-dimensiasailt.

We consider the square loss and a fixed-design analysisidi.e. . , x,, are fixed). The exten-
sion of the following consistency results to other loss fioms is beyond the scope of the paper
(see for instanck Bdch, 2009a). We assume that faral{1,...,n}, v; = w'z; + ¢; where the
vectore is an i.i.d. vector with Gaussian distributions with meamozand variances2 > 0, and
w € RP is the population sparse vector; we denotelltye G-adapted hull of its nonzero pattern.
Note that estimating thé-adapted hull ofw is equivalent to estimating the nonzero pattersvaf
and only if this nonzero pattern belongs?o This happens when our prior information has led us
to consider an appropriate set of grodhsConversely, ifG is misspecified, recovering the hull of
the nonzero pattern of may be irrelevant, which is for instance the caseit= (V') € R? and
G = {{1},{1,2}}. Finding the appropriate structure @fdirectly from the datavould therefore be
interesting future work.

5.1 Consistency Condition

We begin with the low-dimensional setting wherés tending to infinity withp fixed In addition,
we also assume that the desigrfii@d and that the Gram matrig = 2 3" | z;2 is invertible

6. To be more precise, in order to regularize every variabadd the full groug(1,...,p} to Gy, which does not
modify P.
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with positive-definite (i.e., invertible) limit
lim Q@ =Q > 0.
n—o0

In this setting, the noise is the only source of randomnegsd&viote by the vector defined as

VJEJ, I']:W]< Z (d‘?)zudGOWHQl)

GeGy,Goj

In the Lasso and group Lasso setting, the vecjas respectively the sign vector sigmy) and the
vector defined by the bIocKﬁ‘S’VV—Gﬁb)Gng.

We define§ (wie) = 3 _ce(gy)e 145 © wiel|, (Whichis the norm composed of inactive groups)
with its dual norm(€29)*; note the difference with the norm reducedltq defined ag)yc(w;ye) =
- aeg lldge o wgell,.

The following Theorem gives the sufficient and necessaryitioms under which the hull of
the generating pattern is consistently estimated. Thogsditions naturally extend the results of
Fhao and Yu[(20Q6) anld Bdch (2008b) for the Lasso and the drasgo respectively (see proof in
Appendix[).

Theorem 6 (Consistency condition)Assume: — 0, py/n — oo in Eq. (). If the hull is consis-
tently estimated, thef5)*[Qy-3Q5yrs] < 1. Conversely, i{Q5)*[Qsc3Qj5rs] < 1, then the
hull is consistently estimated, i.e.,

P({je{l,....p}1; £0} =J) — 1.

n—-+00o

The two previous propositions bring into play the dual nd§)* that we cannot compute
in closed form, but requires to solve an optimization probks complex as the initial problem in
Eq. (5). However, we can prove bounds similar to those obthin Proposition§]4 and 5 for the
necessary and sufficient conditions.

Comparison with the Lasso and group Lasso. For the/;-norm, our two bounds lead to the
usual consistency conditions for the Lasso, i.e., the dyaji@;-;Qjsign(wy)||e must be less
or strictly less than one. Similarly, wh&hdefines a partition of1,...,p} and if all the weights
equal one, our two bounds lead in turn to the consistencyitonsl for the group Lasso, i.e.,

the quantitymaxce g, [|Qq Hu"(J)le}”(J)Hu”(J)(Hv“’,"—gHQ)Gng ||l must be less or strictly less than
one.

5.2 High-Dimensional Analysis

We prove a high-dimensional variable consistency reset (soof in Appendik [3) that extends the
corresponding result for the Lasdo (Zhao anH[Yu, P(06; Waghi; [2009), by assuming that the
consistency condition in Theorefh 6 is satisfied.

Theorem 7 Assume that) has unit diagonalx = A\pin(Qy3) > 0 and (Qg)*[QJcJQEJlrJ] <
1 — 7, with7 > 0. If ruy/n > 0C5(G,J), and u|J|*/? < C4(G,J), then the probability of
incorrect hull selection is upper bounded by:

nu’r2C(G,J nCy(G,J
exp (_—,u 2012( )> + 2|J]exp <—72|2J(|02 )> ,
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where C1(G,J), C2(G,J), C3(G,J) and C4(G,J) are constants defined in Appendik G, which
essentially depend on the groups, the smallest nonzeréicieef of w and how close the support
{7 €J:w; #0}of wis toits hullJ, that is the relevance of the prior information encodediby

In the Lasso case, we hag (G,J) = O(1), C»(G,J) = O(|J|72), C3(G,J) = O((log p)*/?)
andCy(G,J) = O(]J|~1), leading to the usual scaling~ log p andy ~ o(log p/n)/?.

We can also give the scaling of these constants in simplegetivhere groups overlap. For
instance, let us consider that the variables are organizagequence (see Figdfe 4). Let us further
assume that the weightd“) ;¢ satisfy the following two properties:

a) The weights take into account the overlaps, that is,
d$ =B({H €G; H>j, HC GandH # G}|),
with ¢ — B(t) € (0, 1] a non-increasing function such thaf0) = 1,

max Z d;-;

icll,...
Je{1, ’p}Gaj,Geg

b) The term

is upper bounded by a constdgtindependent op.

Note that we consider such weights in the experiments (set@8f). Based on these assumptions,
some algebra directly leads to

[ull, < Q(u) < 2K ||ull,, forallu e RP.

We thus obtain a scaling similar to the Lasso (withaddition a control of the allowed nonzero
patterns).

With stronger assumptions on the possible positionk @fe may have better scalings, but these
are problem-dependent (a careful analysis of the groupstlgmt constants would still be needed
in all cases).

6. Experiments

In this section, we carry out several experiments to ilatstithe behavior of the sparsity-inducing
normg). We denote bystructured-lasspor simplySlassothe models regularized by the nofin In
addition, the procedure (introduced in Sectiof 4.3) thasits in intersecting the nonzero patterns
obtained for different models of Slasso will be referreddtrdersected Structured-lassor simply
ISlasso

Throughout the experiments, we consider noisy linear nsodek: w ' X + ¢, wherew € R?
is the generating loading vector ands a centered Gaussian noise with its variance set to satisfy
|w'X||, = 3|lell,- This consequently leads to a fixed signal-to-noise ratie. assume that the
vectorw is sparse, i.e., it has only a few nonzero components, thgk|is< p. We further assume
that these nonzero components are either organized on ersegjar on a two-dimensional grid (see
Figure[P). Moreover, we consider sets of grogpsuch as those presented in Secfioh 3.5. We also
consider different choices for the weighi$”)c<g that we denote byw1), (W2) and(W3) (we
will keep this notation in the following experiments):
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(W1): uniform weightsd; = 1,
(W2): weights depending on the size of the groufis= |G|,

(W3): weights that take into account overlapping groufis,— p{HEG: Hj, HCG andHZGY| for
somep € (0,1).

For each orientation ig, the third type of weight$W3) aims at reducing the unbalance caused by
the overlapping groups. Specifically, given a gra@eE G and a variablg € G, the corresponding
weight df is all the more small as the variabjealready belongs to other groups with the same
orientation.

Unless otherwise specified, we use the third type of weigh'®) with p = 0.5. In the following
experiments, the loadings;y, as well as the design matrices, are generated from a sth@a@aissian
distribution with identity covariance matrix. The positofJ are also random and are uniformly
drawn.

Prediction error and relevance of the structured prior. We show in this experiment that the
prior information we put through the norfadimproves upon the predictive power. We are looking
at two situations where we can express a structural prioutitr(), namely (1) the selection of a
contiguous pattern on a sequence and (2) the selection oivaxpattern on a grid (see Figyfe 9).
In what follows, we considep = 400 variables with generating pattermswhose hulls have a
constant size ofJ| = 24 variables. In order to evaluate the relevance of the coatigor convex)
prior, we also vary the number of zero variables that areaioetl in the hull (see Figuig 9). We
then compute the prediction error for different samplessizes {250, 500,1000}. The prediction
error is understood here as
XS w — i) |5
| X sty |2

wherew denotes the estimate of the OLS, performed on the nonzeterpdound by the model
considered (i.e., either Lasso, Slasso or ISlflss®he regularization parameter is chosen by 5-
fold cross-validation and the test set consists of 500 sasngtor each value of, we display on
Figure[1] and Figurg ]2 the median errors over 50 randormgsttl, w, X, ¢}, for respectively
the sequence and the grid.

First and foremost, the simulations highlight how impottdre weights(d“)ccg are. In par-
ticular, the uniform(W1) and size-dependent weight4/2) perform poorly since they do not take
into account the overlapping groups. The models learneld suith weights do not manage to re-
cover the correct nonzero patterns (and even worse, thdydeselect every variable—see the right
column of Figurd 11).

Although groups that moderately overlap do help (e.g., lse&tasso with the weigh{sv3) on
the left column of Figur¢ 11), it remains delicate to handteugs with many overlaps, even with an
appropriate choice ofd%)gcg (e.9., see the right column of Figukd 12 where Slasso corssige
to 8 overlaps on the grid). The ISlasso procedure does ni@r$tdm this issue since it reduces the
number of overlaps whilst keeping the desirable effectseflapping groups. Another way to yield
a better level of sparsity, even with many overlaps, woultbbeonsider non-convex alternatives to
Q (see, e.g), Jenatton ef al., 2010). Naturally, the beneflakso is more significant on the grid

)

7. Even though we make comparisons based on predictiorsethar experiments illustrate the results from Secﬂon 5
since we first use our method as a variable selection step.
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Hull with 33% of nonzero variables

Hull with 25% of nonzero variables
] | |

Hull with 50% of nonzero variables

Hull with 50% of nonzero variables

Hull with 83% of nonzero variables

Hull with 75% of nonzero variables

Hull with 100% of nonzero variables

Hull with 100% of nonzero variables
. |

Figure 9: Examples of generating patterns (the zero vasaate represented in black, while the
nonzero ones are in white): (Left column, in white) gena@ipatterns that are used for
the experiments on00-dimensional sequences; those patterns all form the sathefhu
24 variables (i.e., the contiguous sequence in the bottéimidgerre). (Right column, in
white) generating patterns that we use for2he20-dimensional grid experiments; again,
those patterns all form the same hull of 24 variables (ire diamond-shaped convex in
the bottom right figure). The positions of these generatitepns are randomly selected
during the experiments. For the grid setting, the hull isrdefibased on the set of groups
that are half-planes, with orientations that are multifler ¢4 (see Sectiof 3.5).
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than on the sequence as the latter deals with fewer ovellém®over, adding the-r /4-groups to
the rectangular groups enables to recover a nonzero patteser to the generating pattern. This is
illustrated on the left column of Figufe]12 where the errotSifisso with only rectangular groups
(in black) corresponds to the selection of the smallesaregilar box around the generating pattern.

On the other hand, and more importantly, the experiments shat if the prior about the gen-
erating pattern is relevant, then our structured approacfopns better that the standard Lasso.
Indeed, as displayed on the left columns of Figure 11 andrEid@, as soon as the hull of the
generating pattern does not contain too many zero variaBlasso/ISlasso outperform Lasso. In
fact, the sample complexity of the Lasso depends on the nuafb®nzero variables inv as op-
posed to the size of the hull for Slasso/ISlasso. This alptags why the error for Slasso/ISlasso
is almost constant with respect to the number of nonzer@abkes (since the hull has a constant
size). Note finally that, even though our structured appraimes not always dramatically outper-
form the standard unstructured approach in terms of piiedidt has the advantage of being more
interpretable.

4
Active set
~ Active set (174)

Tg 3 ===SOCP .
C  ||===SOCP (14) 4

(@]

& 2 :
o

£

> 1 1
o

L

(@)

S of :

_1 L !

2 2.5 3 3.5
log(Number of variables)

Figure 10: Computational benefit of the active set algoritt@PU time (in seconds) versus the
number of variableg, displayed inog-log scale. The points, the lower and upper error
bars on the curves respectively represent the median, #teafid third quartile. Two
sets of group§ are considered, the rectangular groups with or withouttthg4-groups
(denoted by(r/4) in the legend). Due to the computational burden, we couldhtain
the SOCP’s results fgr = 2500.
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Figure 11: Experiments on the sequence: for the sample sizeg250, 500, 1000}, we plot the
prediction error versus the proportion of nonzero variglitethe hull of the generating
pattern. We display the results on two different columngesithe models obtain very
heterogeneous performances (on the right column, the isriotog scale). The points,
the lower and upper error bars on the curves respectivehgsept the median, the first
and third quartile, based on 50 random settififisw, X, ¢}.
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Figure 12: Experiments on the grid: for the sample sizes {250, 500,1000}, we plot the pre-
diction error versus the proportion of nonzero variableshim hull of the generating
pattern. We display the results on two different columngesithe models obtain very
heterogeneous performances (on the right column, the isriotog scale). The points,
the lower and upper error bars on the curves respectivehgsept the median, the first
and third quartile, based on 50 random settifdsw, X,c}. Two sets of groups
are considered, the rectangular groups with or without-thg/4-groups (denoted by
(w/4) in the legend). In addition, we have dropped for clarity thedels that performed
already poorly on the sequence.
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Active set algorithm. We finally focus on the active set algorithm (see Secfion 4) ewm-
pare its time complexity to the SOCP solver when we are lapkor a sparse structured tar-
get. More precisely, for a fixed level of sparsity| = 24 and a fixed number of observations
n = 3500, we analyze the complexity with respect to the number ofaldeisp that varies in
{100, 225,400, 900, 1600, 2500}.

We consider the same experimental protocol as above extapive display the median CPU
time based onfjon 5 random setting&J, w, X, ¢}.

We assume that we have a rough idea of the level of sparsityedirtie vector and we set the
stopping criterions = 4|J| (see Algorithn{B), which is a rather conservative choice. shiw on
Figure[1D that we considerably lower the computational tmsthe same level of performarfte
As predicted by the complexity analysis of the active sebitlgm (see the end of Sectidf 4),
considering the set of rectangular groups with or withowet thr/4-groups results in the same
complexity (up to constant terms). We empirically obtaireaarage complexity ok O(p*13) for
the SOCP solver and ot O(p°#?) for the active set algorithm.

Not surprisingly, for small values agf, the SOCP solver is faster than the active set algorithm,
since the latter has to check its optimality by computingessary and sufficient conditions (see
Algorithm § and the discussion in the algorithmic complgxiaragraph of Sectiofj 4).

7. Conclusion

We have shown how to incorporate prior knowledge on the fofmomzero patterns for linear
supervised learning. Our solution relies on a regularizargn which linearly combineg,-norms

of possibly overlapping groups of variables. Our framewbrings into play intersection-closed
families of nonzero patterns, such as all rectangles on adimensional grid. We have studied
the design of these groups, efficient algorithms and thieatejuarantees of the structured sparsity-
inducing method. Our experiments have shown to which extaninodel leads to better prediction,
depending on the relevance of the prior information.

A natural extension to this work is to consider bootstraggimce this may improve theoretical
guarantees and result in better variable selecfion {H@f8#®[Meinshausen and Buhimpapn, 2008).
In order to deal with broader families of (non)zero patteiibsvould be interesting to combine
our approach with recent work on structured sparsity: fetaince,); Jacob
et aI) consider union-closed collections of nonzeatierns,| He and Cafin (2009) exploit
structure through a Bayesian prior while Huang ét|al. (P0@8)dle non-convex penalties based on
information-theoretic criteria.

More generally, our regularization scheme could also bd teevarious learning tasks, as soon
as prior knowledge on the structure of the sparse repreagenmta available, e.g., for multiple kernel
learning [Micchelli and Pont}ill 20D6), multi-task leargifArgyriou et a].[2008[ Obozinski et]al.,
P009%;[Kim and Xing[2009) and sparse matrix factorizatiombpgms [Mairal et g1], 2010; Jenatton
et al.,[201D).

Finally, although we have mostly explored in this paper tg@rithmic and theoretical issues
related to these norms, this type of prior knowledge is ddicleterest for the spatially and tempo-

8. Note that it already corresponds to several hundredssffiar both the SOCP and the active set algorithms since we
compute a 5-fold cross-validation for each regularizafiarameter of the (approximate) regularization path.

9. We have not displayed this second figure that is just therpagition of the error curves for the SOCP and the active
set algorithms.
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rally structured data typical in bioinformatics, compw&ion and neuroscience applications (see,
e.g.|Jenatton etjal., 20Q10).

Acknowledgments

We would like to thank the anonymous reviewers for their torasive comments that improve the
clarity and the overall quality of the manuscript. We alsartki Julien Mairal and Guillaume Obozin-
ski for insightful discussions. This work was supportedantfpy a grant from the Agence Nationale
de la Recherche (MGA Project) and a grant from the Europeardeh Council (SIERRA Project).

Appendix A. Proof of Proposition[]

We recall thatl(w) = 2 37 | ¢(y;,w " x;). Sincew — Q(w) is convex and goes to infinite when
|w]|, goes to infinite, and sinck is lower bounded, by Weierstrass’ theorem, the problem ir{q
admits at least one global solution.

eFirst case: () invertible. The Hessian of. is
I~ 0%

It is positive definite since) is positive definite andnin;cg; . ) gTQ,ZQ(yz',wai) > 0. SoLis
strictly convex. Consequently the objective functibs €2 is strictly convex, hence the uniqueness
of its minimizer.

eSecond case{l,...,p} belongs toG. We prove the uniqueness by contradiction. Assume that
the problem in Eq.[[2) admits two different solutiomsand«. Then one of the two solutions is
different from0, sayw # 0.

By convexity, it means that any point of the segmentw] = {aw + (1 — a)w; a € [0,1]}
also minimizes the objective functidn+ 2. Since bothl, andu2 are convex functions, it means
that they are both linear when restricted4g w].

Now, 1£2 is only linear on segments of the forffm ¢tv] with v € RP and¢ > 0. So we necessarily
havew = tw for some positivet. We now show thaf. is strictly convex onw, tw], which will
contradict that it is linear ofw,w]. Let E = Spanzy,...,z,) and E* be the orthogonal off
in RP. The vectorw can be decomposed in = w’ + w” with w’ € E andw” € E+. Note that
we havew’ # 0 (since if it was equal t0, w” would be the minimizer ofif2, which would imply
w"” = 0 and contradictv # 0). We thus havéw "z, ..., w' a,) = (' 21,...,w  2,) # 0.

This implies that the functior — £(y;, sw' z;) is a polynomial of degre@. So it is not linear.
This contradicts the existence of two different soluticars] concludes the proof of uniqueness.

Remark 8 Still by using that a sum of convex functions is constant oeganent if and only if the
functions are linear on this segment, the proof can be exe@nid order to replace the alternative
assumption {1,. .., p} belongs ta@7” by the weaker but more involved assumption: for &ny)
{1,...,p}?, there exists a grougr € G which contains botlj and .

Appendix B. Proof of Theorem[2

Forw € RP, we denote byZ(w) its zero pattern (i.e., the indices of zero-componentsof To
prove the result, it suffices to prove that for any set {1,...,p} with I¢ ¢ Z and|I| < k — 1,
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the probability of
Er= {Y € R™: there existav solution of the problem in Eq[](2) with (w) = IC}

is equal ta). We will prove this by contradiction: assume that theretsxassetl C {1,...,p} with

I¢ ¢ Z,|I| < k—1andP(&r) > 0. Sincel€ ¢ Z, there existey € Hull(/) \ I. LetJ = T U {a}
andG; = {G € G : GN1I # 0} be the set of active groups. DefiReé = {w € R? : wj. = 0}. The
restrictionsL; : R/ — R andQ; : R/ — R of L and2 are continuously differentiable functions
on {w eR’ :wy # 0} with respective gradients

VL) = (%M)T and VO, (w) = (wj( S (@92 0 owu21))T

jet Gegy, jeJ
G3j

Let f(w,Y) = VL (w)+uVQ (w), where the dependence¥hof f(w,Y") is hidden inV L j(w) =
e (i) s 5 (i w T ).

ForY e &;, there existsv € RY with Z(w) = I¢, which minimizes the convex function
L+ p£2;. The vectorw satisfiesf (w,Y’) = 0. So we have provefl; C £}, where

&y ={Y € R": there existav € R’ with Z(w) = I° and f (w,Y) = 0}.

Let§ € &. Consider the equatiofi(w, ) = 0 on {w € R’ : w; # Oforanyj € I}. By
construction, we have/| < k, and thus, by assumption, the matix’ = ((z1), ..., (gcn)‘])T €
R™*I/I has rank|.J|. As in the proof of Propositiofi 1, this implies that the funetiL ; is strictly
convex, and then, the uniqueness of the minimizek pf- 12, and also the uniqueness of the point
at which the gradient of this function vanishes. So the eqoat(w,y) = 0 on {w eER/:w; #£
0 foranyj € I} has a unique solution, which we will write?.

On a small enough ball arourfd?;, 7), f is continuously differentiable since none of the norms

. i af. . .
vanishes at"). Let (f;);cs be the components gfandH ;; = (a—lﬁ)jelkg. The matrixH ;; is
actually the sum of:

a) the Hessian of. ;, which is positive definite (still from the same argumentrathie proof of

Theoren{]L),

b) the Hessian of the norifl; around(w?,,gj) that is positive semidefinite on this small ball
according to the Hessian characterization of convefitynfi&m and Lewis[ 2006, Theorem
3.1.11).

ConsequentlyH ; ; is invertible. We can now apply the implicit function thepréo obtain that for
Y in a neighborhood of,

w" = (),
with ¢ = (¢;)cs a continuously differentiable function satisfying the ni@al relation
(...,V’L/Jj,...)HJJ—i—(...,Vyfj,...) =0.

Let C, denote the column vector dﬁ'}} corresponding to the index, and letD the diagonal
matrix whose(i, i)-th element isa‘z%(yi,wai). Sincen(...,V,f;,...) = DX’, we have

nVipy = —DX'C,.
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Now, sinceX has full rank,C,, # 0 and none of the diagonal elements/ofs null (by assumption
on /), we haveVy, # 0. Without loss of generality, we may assume that, /0y, # 0 on a
neighborhood ofj.

We can apply again the implicit function theorem to show thaean open ball irR™ centered
aty, sayBy, the solution ta),(Y") = 0 can be writtery; = ¢(y2, ..., yn) With ¢ a continuously
differentiable function.

By Fubini’s theorem and by using the fact that the Lebesguasnme of a singleton iIR™ equals
zero, we get that the set(j) = {Y € By : ¢o(Y) = 0} has thus zero probability. L&t C £; be
a compact set. We thus hafleC &J.

By compacity, the se$ can be covered by a finite number of b&jJ. So there exisf,, ..., Jn
such that we havé C A(g1) U--- U A(7y,). Consequently, we hau&(S) = 0.

Since this holds for any compact setdp and since the Lebesgue measure is regular, we have
P(Er) = 0, which contradicts the definition df and concludes the proof.

Appendix C. Proof of the minimality of the Backward procedure (see Algorithm[])

There are essentially two points to show:
e ( spansZz.
e G is minimal.

The first point can be shown by a proof by recurrence on thehdefthe DAG. At step, the base
G verifies{Ugeg G, VG' € GV} = {G € Z,|G| < t} because an eleme6t € Z is either the
union of itself or the union of elements strictly smaller.eTihitializationt = minge z |G| is easily
verified, the leafs of the DAG being necessarilygin

As for the second point, we proceed by contradiction. Ifeérexists another basg that spans
Z such thag* C g, then

JdeeG, e¢ G

By definition of the setZ, there exists in tury’ C G*, G’ # {e} (otherwise,e would belong to
G), verifying e = | ;g G, Which is impossible by construction gfwhose members cannot be
the union of elements ¢£.

Appendix D. Proof of Proposition[3

The proposition comes from a classic result of Fenchel Bugiorwein and Lewis| 2006, Theorem
3.3.5 and Exercise 3.3.9) when we consider the convex fumcti

A
hJ:TUJ'—)g[QJ(U)J)]Q,

whose Fenchel conjugate; is given byr; — 3 [Qj}(m)]2 (Boyd and Vandenbergh¢, 2004,
example 3.27). Since the set

{fwy e RV hy(wy) < oo} N{wy e RV Lj(wy) < oo and L is continuous atv;}
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is not empty, we get the first part of the proposition. Moreptree primal-dual variable§w, x5}
is optimal if and only if

{—%J € OJLj(wy),
ki € 013 [Q(w)]P] = A (w,)0Q (wy),

wheredQ ;(w;) denotes the subdifferential 6f; at w;. The differentiability of L; at w; then
givesdL j(wy) = {VL;(wys)}. It now remains to show that

Ky € MYy (wy)0Q (wy) (8)
is equivalent to
Wik =5 0305 = Al (wy). ©)

As a starting point, the Fenchel-Young inequalify (Borwamd Lewik,[2006, Proposition 3.3.4)
gives the equivalence between E. (8) and

A 1
5 [ (w)f + 55 195 (50))° = wiky. (10)

In addition, we have] (Rockafelldr, 7970)
00 (wy) = {uy e RV wTwy = Qy(wy) and Q% (uy) < 1}. (11)

Thus, ifk; € X2y (wy)0Q (wy) thenw}m =\ [QJ(wJ)]2 . Combined with Eq.[(30), we obtain
T 1 0O* 2
wyky =5 [(ks)]"
Reciprocally, starting from Eqf](9), we notably have

wky =X (wy))?.

In light of Eq. (11, it suffices to check theX; (k7) < AQ(w;) in order to have Eq[]8). Combining
Eqg. (9) with the definition of the dual norm, it comes

1
X (5 (k)] = w) kg < Qy(kg)(wy),

which concludes the proof of the equivalence between [F@r8)Eq. [P).

Appendix E. Proofs of Propositiond# andJ5

In order to check that the reduced solutiop is optimal for the full problem in Eq[]5), we complete
with zeros onJ¢ to definew, computex = —V L(w), which is such thakt; = —V L ;(w;), and
get a duality gap for the full problem equal to

% (197 ()2~ M )

By designing upper and lower bounds fof(x), we get sufficient and necessary conditions.
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E.1 Proof of Proposition[}

Let us suppose that* = w7 is optimal for the full problem in Eq.[[5). Following the same
0Jc

derivation as in Lemmfa]L4 (up to the squaring of the regud&ion 2), we have that* is a solution
of Eq. ($) if and only if for allu € R?,

u VL(w*) + Aw) (u)ry + (Q9)[use]) >0,

with £ o b §
|d% o w*|l,
Gegy

We project the optimality condition onto the variables ttat possibly enter the active set, i.e., the
variables inlIp(.J). Thus, for eachi € IIp(.J), we have for alkig ; € RIF\/1,

U VL@ ) 420w Y [ euanm], > 0
GEGr\ NG )¢

By combining Lemmd 33 and the fact th@ ; N (G)¢ = Gx\G, we have for allG € G \G,
K\J C G and thereforeigng\ s = ug\ s Since we cannot compute the dual normugf, ; +—
||d§(\J o ug s||2 in closed-form, we instead use the following upperbound

s 0w, < 5 sloe sl
so that we get for alli, ; € RIEV,

W VI ) g 429w S [ oo [lu], > 0.
GeGr\Gs

Finally, Propositior{]3 giveaQ(w*) = {— )\w*TVL(w*)}%, which leads to the desired result.

E.2 Proof of Proposition[§

The goal of the proof is to upper bound the dual nd2i{x) by taking advantage of the structure
of G; we first show how we can upper boufd(x) by (29)*[x.s<]. We indeed have:

O (k) = max vk
Y ceg, 1d90vlly+3 g (g e ldG o]l <1
< max v K
2ceg, [|dFovs H2+ZG€(9J)C [|dGov]|,<1
= max vk
Qg (vy)+(Q9)(ve)<1

= max {(ky), ()" [kse]},
where in the last line, we use Lemingd 15. Thus the duality gégsssthan

1

o5 (197912 = [0300))%) < o manc{0,1(95)" Isge] ) — 925 )2
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and a sufficient condition for the duality gap to be smallanthis
(Q9)"[rse] < (22e + [ ()]%) 2.

Using Propositiorf]3, we have w " VL(w) = [Q2%(k 7)) and we get the right-hand side of Propo-
sition[3. It now remains to upper bouri®%)* [ s<]. To this end, we call upon Lemnfa]11 to obtain:

2Y 3
fos
(95)" (] < _max { : } |
Ge(Gy)© ]EZG ZHej,HE(g.I)CdJH

Among all groups= € (G;)¢, the ones with the maximum values are the largest onesthiase in
the fringe groupsF; = {G € (G,)¢; AG’' € (G;)¢,G C G'}. This argument leads to the result of
Proposition{5.

Appendix F. Proof of Theorem[§

Necessary conditionVe mostly follow the proof off Ba¢H (2008H); 4ol (2006). ket RP be the
unique solution of

in L Q(w) = min F(w).
min L(w) + p€(w) = min F(w)

The quantityA = (i — w)/u is the minimizer ofF” defined as
~ 1
F(A) = SATQA = i At p 7 (0w + ) — (w)],

whereq = %Z?:l g;x;. The random variable. '¢"T A is a centered Gaussian with variance
VATQA/(np?). SinceQ — Q, we obtain that for alA € R?,

plg A = 0,(1).
Sinceu — 0, we also have by taking the directional derivativeoétw in the direction ofA
pH QW+ pd) = Q(w)] = 13 Ay + Q5(Age) + o(1),
so that for allA € R?
F(A) = ATQA + 13 Ay +Q5(Age) + 0p(1) = Fim (A) + 0p(1).

The limiting functlonF|,m being stricly convex (becaus® > 0) and I’ being convex, we have that
the minimizerA of F tends in probability to the unique minimizer &f, (Fu and Knight[20Q0)
referred to ag\*.

By assumption, with probability tending to one, we have: {7 e{1,...,p},w; # 0}, hence
foranyj € J¢ MA = (w—w); = 0. This implies that the nonrandom vectixf verifiesAj. = 0.

As a consequenceé)} m|n|m|zesA Qi3Ay + 1y TAj, hencery = —Qj3Aj. Besides, since
A* is the minimizer ofFjn, by taking the directional derivatives as in the proof of lea{I}t, we
have

(Q5)"[QuesAF] <1
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This gives the necessary condition.

Sufficient condition\We turn to the sufficient condition. We first consider the peabreduced
to the hullJ,

min LJ(wJ) + uQy(wy).
weRMI

that is strongly convex sinc@jj is positive definite and thus admits a unique solutign With
similar arguments as the ones used in the necessary caondittiocan show thatby tends in proba-
bility to the true vectomw y. We now consider the vectar € R? which is the vectotoy padded with
zeros onJ¢. Since, from Theorerf] 2, we almost surely havell({j € {1,...,p},w; # 0}) =
{7 € {1,...,p},w; # 0}, we have already that the vectarconsistently estimates the hull of
and we have thab tends in probability tox. From now on, we consider thatis sufficiently close
to w, so that for anyG € Gy, ||d“ o w||,, # 0. We may thus introduce

d® od® ow
= E:nwow
Gegy

It remains to show thab is indeed optimal for the full problem (that admits a uniqo®gon due
to the positiveness ). By construction, the optimality condition (see Lemh fefative to the
active variabled is already verified. More precisely, we have

VL(w)y + pry = Qay(y —wyg) —q3 +ptyg =0.
Moreover, for alluz. € RM°l, by using the previous expression and the invertibilyofve have
ugeVL(W)ge = uje {—p Ques Qs + QresQyjaz — aze } -

The terms related to the noise vanish, having actughy o,(1). Since@ — Q andsy — rjy, we
get for allugye € RVl

u.—]erL(w)JC =—U u}c {QJCJQ.;JlrJ} + Op(u).
Since we assumg$)*(Q-3Q;3rs] < 1, we obtain
—ufeVL(@)ge < u(Q5)[uge] + 0 (1),

which proves the optimality condition of Lemrhg 14 relativette inactive variabless is therefore
optimal for the full problem.

Appendix G. Proof of Theorem[T

Since our analysis takes place in a finite-dimensional sgdicéihe norms defined on this space are
equivalent. Therefore, we introduce the equivalence petersu(J), A(J) > 0 such that

vu e RPL a(J) [Jull; < Qafu] < AQJ) [lul; -
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We similarly definea(J¢), A(J¢) > 0 for the norm(Q5) on R¥“l. In addition, we immediatly get
by order-reversing:

Vu e RIL A@) ™ flull o < (Q2)7u] < a(@) 7 [lull -
For any matrixI’, we also introduce the operator nofifi|,,, s defined as

[Tllm,s = sup |[Tullm.
Jlulls<1

Moreover, our proof will rely on the control of thexpected dual norm for isonormal vectors
E [(£25)*(W)] with T a centered Gaussian random variable with unit covariandeixnadn the
case of the Lasso, it is of ordéiog p)'/2.

Following[Bach [2008b) and Nardi and Ringido (2008), we abersthe reduced problem ah

in L Q
Inin J(wy) + pQ5(wy)
with solution«wy, which can be extended &5 with zeros. From optimality conditions (see Lemma
fi4), we know that

Q3Qus (w3 —wy) —q3] < p, (12)

where the vectoy € R” is defined agy = 2 37 | &;2,. We denote by = min{|w;|; w; # 0}
the smallest nonzero componentsvof We first prove that we must have with high probability
|lwe|l, > 0forall G € Gy, proving that the hull of the active set af; is exactlyJ (i.e., no active
group is missing).

We have

[y — Willoe < 11Q75 looso 1Qua (s — Wi)llo
< I (|Qas (g — wi) — gall o + llaallo) -

hence from[(J2) and the definition df(J),

g — willoe < [TV (LAT) + llgallo) - (13)
Thus, if we assumg < m and
RV
0 < olTI1/9° 14
HQJH = 3’:”1/2 ( )
we get
|3 —will <2v/3, (15)

so that for allG € Gy, [|w¢| ., > %, hence the hull is indeed selected.
This also ensures théaty satisfies the equation (see Lemmnp 14)

Qi3 (W3 —w3y) —qy +pry =0, (16)
where

) d€od®ow
"= Z G 5 :
Geds |d OwHQ
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We now prove that theh padded with zeros o€ is indeed optimal for the full problem with
high probability. According to Lemmf]L4, since we have algeproved [1p), it suffices to show
that

(Q5)*[VL()ge] < p.
Defining gy = qgc — QJcJQi}qJ, we can write the gradient df on J¢ as
VL(®)ge = —qgei5 — pQie3Qy3 73 = —qgei3 — pQye3Qyy (P — 13) — pQ3e3Q3513,
which leads us to control the differengg — ry. Using Lemmd 12, we get

A . 45113 |d 0 d% o w]}
75 —rally < lldg —wallo | D G et Y L |

GeGy o wll GEGy |d¢ OwHQ

wherew = tow + (1 — to)w for somety € (0,1).
LetJ = {k € J : wy # 0} and lety be defined as

14 o d® o uly

p= sup ERTE > 1.
w€RP:JC{keJ:u,#£0}CI de ° dj o uglx
Gegy

The termy basically measures how clogeandJ are, i.e., how relevant the prior encoded Gy
about the hullJ is. By using [1p), we have

2 2 14 14
1d° 0 wl[; > ||d§ o wg||, > [|d§ o d§ o wj\llg > [|d¥od%o w\llg,
4 0wly > 1§ o wgle > 1d5lg > 145l 5
and
-
Therefore we have

14515 5 wlles 145 0 d§ll,
|73 —ryll; < |[[wg — wil +—
! “G§J [d¢ow|y, v [|d< o wl|,

3\/¢H1DJ WJHOO 5@”“ HOO
< 1+ —— dG
= y E 51l -

Gegy

Introducinga: = % >_ceg, 45l , we thus have proved
1Py =3y < effdy — will - 17)

By writing the Schur complement d@) on the block matrices) .3 and @33y, the positive-
ness of() implies that the diagonal termia'ag(QJcJQEJlQJJc) are less than one, which results in
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1Q3:3Q73; % loo2 < 1. We then have

|QaesQy; (Fs —xa)||, = HQJCJQEJI/2 ;}/2(fJ—PJ)“OO (18)
< 1Q1e3Q53 oo 2 Q33 12 175 — Talls (19)
< w2 Ry gl (20)
< w32alIM (AD) + lasll) (21)

where the last line comes from Eq. |13) apd (17). We get

a|J|1/2

(Q5)"[Qye3Q5; (75 —r3)] < B74(3)

(nAJ) + llasllo) -

Thus, if the following inequalities are verified

alJ|V2AQT) 7
lig/QG(JC) M S Zv (22)
alJ|H/? T
/23 laslloe < T (23)
% T
(925)"lase] < 5 (24)

we obtain

(Q5)* [VL(d)3e] < (29)"[~ggeis — 1QsesQ57s]

c
J
c
J

<
< (Q9) [=qgepa] + (1 = 7) + p1/2 < ps

i.e.,J is exactly selected.

Combined with earlier constraints, this leads to the first pbthe desired proposition.

We now need to make sure that the conditidn$ (14), (23) pdH@d with high probability.
To this end, we upperbound, using Gaussian concentrategpualities, two tail-probabilities. First,
q3¢|3 is a centered Gaussian random vector with covariance matrix

— -1 T -1 T-1
E[QJC\JQJTC\J] =E [chq}c - C]JCQJTQJJlQJJC = Qyc3Q3393q5c + Que3Q339393 Qg3 QJJG]

0.2

= —QJe3e|3;
n
whereQjeyeiy = Qgege — Q3:3Q533 Qaze. In particular,(€25)*[gy5] has the same distribution as

(W), with ¢ = u +— (Qg)*(o—n—l/QQ}]ﬁclJu) andW a centered Gaussian random variable with
unit covariance matrix. )
Since for anyu we haveu' Qyeyeyu < u' Qegeu < ||QY2||] [lull3, by using Sudakov-

Fernique inequality (Adlpf, 19P0, Theorem 2.9), we get:

* _ 1/2
E[(Q5) [qgea] =E sup uTggey <on V2QIE sup oW
Q5 (w)<1 Q5 (w)<1

< on~ V2| Q|y *E[(Q5)" (W)].
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In addition, we have

() = $(0)] < B —v) < on a3 Q)5 )|

[e.e]

On the other hand, sina@ has unit diagonal an@JCJQi}QJJC has diagonal terms less than one,
Qe3¢5 also has diagonal terms less than one, which implies\\t@éﬁcuum < 1. Hencey is a

Lipschitz function with Lipschitz constant upper boundgdotn—'/2a(J¢)~!. Thus by concentra-
tion of Lipschitz functions of multivariate standard randeariables[(Massauf, 2003, Theorem 3.4),
we have fort > 0:

202

nt?a(J¢)?
P[(95) ageia] = t+on™ QI PE[(25) (W)]] < exp (—tim>

Applied fort = pr/2 > 20n=1/2||Q|Y/*E [(Q25)*(W)], we get (becauséu — 1)2 > u2/4 for

u > 2):
npr2a(J¢)?
3202 '
It finally remains to control the terf(||¢s|| ., > &), with

1/2 c
&= %min {1, stk o) a(J )} .

4dov

P[(25)"[gzeja] > ] < exp (

We can apply classical inequalities for standard randonabtes [Massgrf, 20P3, Theorem 3.4) that
directly lead to

52
Pl > €) < 20]ew (55 ).

To conclude, Theoreifj 7 holds with

c\2
agay = WL (25)
v Tr2a(I%)v ’
Cy(G,d) = BV min 1, k7o }), 26
26, 9) (3 { 1wl e, 151, 29
C3(G,3) = 4Q[ E[(Q5) (W), 27)

and

RV Y 2a(J)w
C4(G,J) = ——=min< 1, ,
3A(J) 24032 [wllo, Ceg, 1951,
where we recall the definitiondd” a centered Gaussian random variable with unit covariance ma
trix, J = {j € J: w; # 0}, v = min{|w;|; j € I},
[d% 0 d® oully

Y= sup IEE T
||d§ o d% ouglli’

wERP:JC{ke€T:up#0}CI
Gegy

K = Amin(Qs3) > 0 andr > 0 such that(Q$)*[Qyc3Qy5r] < 1 — 7.
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Appendix H. A first order approach to solve Eq. (2) and Eq. [b)

Both regularized minimization problems E] (2) and Hj. (6a(just differ in the squaring df)
can be solved by using generic toolboxes for second-orde pcogramming (SOCP) (Boyd and
Vandenberghd, 20p4). We propose here a first order approattakes up ideas from Badh (20D8b);
Micchelli and Ponijl [2006) and that is based on the follayvirariational equalities: fox € RP,
we have

P2

lzlf = min » -2,
zeRY, 1 zj
P J=1
P, z<1

whose minimum is uniquely attained fey = |z;|/ ||z|/,. Similarly, we have

2

p
x>
2||z||; = min Lz,
Ieth = iy 3=+ 1l
whose minimun is uniquely obtained fey = |z;|. Thus, we can equivalently rewrite Ef] (2) as

. 1 & T o P . w?
w2 twls) w53 uG '+ S0 cell (28)
(WG)GEQERE B -

with ¢ = (X5, (d5)*(n%)~)~". In the same vein, Ec[](5) is equivalent to

. LA
wnelﬁg Zf yi,w' z;) Z w3, (29)
ZcegnGﬁl

where(; is defined as above. The reformulations Hal (28) and [Ed). €28) themselves well to a
simple alternating optimization scheme betweegior instancey can be computed in closed-form
when the square loss is used) dnd )¢ (Wwhose optimal value is always a closed-form solution).

This first order approach is computationally appealingssibhallowswarm-restart which can
dramatically speed up the computation over regularizgtiths.

Appendix I. Technical lemmas

In this last section of the appendix, we give several tecin@nmas. We considerC {1,...,p}
andG; ={G € G; GNI # o} C G, i.e., the set of active groups when the varialilese selected.

We begin with a dual formulation d* obtained by conic duality| (Boyd and Vandenbefghe,
2004):

Lemma9 Letu; € Rl We have

Q) [uf] = min max |7
(51 )GEQ GEg e

st.ouj+ Y dfEF=0and{f=01if j¢G.
Gegr,Gaj
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Proof By definiton of (£2;)*[u], we have

O sl = To;.
()" [ug] QA ur vl

By introducing the primal variable§vc)geg, € RI9!!, we can rewrite the previous maximization
problem as

(Qr)*[ur] = _ max ujvr, st VGeGr, |d§ o ugnrlls < aq,
ZGEg]aGgl

which is a second-order cone program (SOCP) @it second-order cone constraints. This primal
problem is convex and satisfies Slater’s conditions for geized conic inequalities, which implies
that strong duality holdg (Boyd and Vandenbefghe, 2004). ndig consider the Lagrangiaf
defined as

.
L(vr,06,7,76,6) = ujvr +9(1=) Jac) + ) (dG . ) <2§>7
I 1

ou
Gegy GeGr Gnt

with the dual variablesy, (7¢)ceg;» (£¢)ceg, + € Ry xRI9I < RIIXI911 such that for alG' € gy,
£ =01if j ¢ Gand|¢f]l, < 7¢. The dual function is obtained by taking the derivativesCof
with respect to the primal variableg and(a¢)ceg, and equating them to zero, which leads to

Viel, wu;j +Zceg1,G9j dfgf =0
VG € Gy, v —Te =0

After simplifying the Lagrangian, the dual problem thenuees to

N {w € Luj +Y e, ooy 4565 = 0 and €5 = 0 if j ¢ G,

min .
7€ )ceq, VG € G [IE7 1l <,
which is equivalent to the displayed result. |

Since we cannot compute in closed-form the solution of tlevipus optimization problem, we
focus on a differenbut closely relateghroblem, i.e., when we replace the objectivexccg, [|£7 ],
by maxgeg, [|£7]| ., to obtain ameaningfuffeasible point:

Lemma 10 Letu; € RI|. The following problem

M) oe, 28 147 oo
sit. ui+ Y d§E§=0and&f =0if j¢ G,

GeGr,Goj

. Lo G\ % U
is minimized for(¢7)* = BT
Hej,HeGr"j
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Proof We proceed by contradiction. Let us assume there ef$tg;cg, such that

<
max |6l < max (6F)"]1
B I 7
e max max
Gegr jed ZHE] Hegzdj

|uJ0|

> i’
Hejo,HeGr "jo

where we denote by, an argmax of the latter maximization. We notably have fotzath jo:

‘ujo‘

165 < =——
0 Yohejonea

By multiplying both sides byl and by summing ovet > jo, we get

ujol =1 Y dGERI < D dRIET] < lujol,

GeGr,G3j0 G3jo
which leads to a contradiction. [ |
We now give an upperbound @ based on Lemm{g 9 and Leming 10:
Lemma 11 Letu; € RZ!. We have
1
2) 2
(Qr)*[ur] < max Z{#H} .
= | Xnejmead

Proof We simply plug the minimizer obtained in Leming 10 into thelpeon of Lemmdo. [ |

We now derive a lemma to control the difference of the gradiéf ; evaluated in two points:

Lemma 12 Letu;,v; be two nonzero vectors iRl/|. Let us consider the mapping; — r(w;) =

> ced, ﬁdoiTMﬁJ e RI/I. There exists; = touy + (1 — to)v, for somet, € (0,1) such that

145115 |45 o d§ o 2]
[ (ur) = r(s)lly < llug —vsllo BT T
1 & o=l &, ol
Proof For j, k € J, we have
Br] (df)zw] 2
= ) o 3(di) ws,
G%; Hd ow H2 GGZQ’J |5 OwJHi
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with I, = 1if j = k and0 otherwise. We then considek [0, 1] — h;(t) = r;(tu;+(1—t)vy).
The mappingh; being continuously differentiable, we can apply the mealue theorem: there
existsty € (0,1) such that
Oh;(t
(1)~ hy(0) = 280 )

We then have

rj(us) —rj(vs)] < Z z)||uk — vxl
keJ
JG ‘ J‘ G2
<y =vslloo | D dG +y Z e (d)"| 2] |
GeG;, H ©zJ HQ keJG’egz |d5 oz JHz

which leads to
N [ld§ 0 d§ o 22
[r(ug) = r(un)lly < llus—vsll
' = Gezg HdG ZJH2 Gezgz ‘dGOZJHz

Given an active sef C {1,...,p} and a direct paremk’ € IIp(J) of J in the DAG of nonzero
patterns, we have the following result:

Lemma 13 For all G € Gk \G,, we have
K\JCG

Proof We proceed by contradiction. We assume there exigts G \G, such thatk'\J ¢ Gy.
Given thatK € P, there existgj’ C G verifying K = (g G°. Note thatGy ¢ G’ since by
definitionGo N K # &. .
We can now build the patterf’ = (,cg(q,) G° = K N G that belongs tdP. Moreover,
K = KNG§ C K since we assume@$ N K # @. In addition, we have thaf ¢ K andJ C G§
becausds € IIp(J) andGy € Gk \G. This results in
JCKCK,

which is impossible by definition ok'. [ |

We give below an important Lemma to characterize the soiatif (2).
Lemma 14 The vectory € RP? is a solution of

min L(w) 4+ p Q(w)

if and only if
VL(ZZ})j—F,ufj:O
Q)" [VL(®) 5] < p,
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with .J the hull of{j € {1, ... ,p},w; # 0} and the vector € R? defined as

d® o d€ oW
=2 JEeal,
GEgj 2
In addition, the solution satisfies
Q*[VL(w)] < p.

Proof The problem
min, L(w) + pQ(w) = Inin F(w)

being convex, the directional derivative optimality cdiah are necessary and sufficient (Borwein
and Lewis[2006, Propositions 2.1.1-2.1.2). Therefore, victors is a solution of the previous
problem if and only if for all directions € RP, we have

F(w — F(w
lim (W + eu) (W)

e—0 IS
e>0

> 0.

Some algebra leads to the following equivalent formulation
Vu € R?, w VL(0) + pust;+ p(25)[uj) > 0. (30)

The first part of the lemma then comes from the projectiond and.J¢.
An application of the Cauchy-Schwartz inequalitym}rfj gives for allu € R?

Combined with the equatiof {30), we get
Vu € RP, u' VL(w) 4+ pnQ(u) > 0,

hence the second part of the lemma. [ |

We end up with a lemma regarding the dual norm of the sum ofdisjeint norms (see Rock-

afellar,{197D):

Lemma 15 Let A and B be a partition of{1,... ,p}, ie, ANB =@gandAUB = {1,...,p}.
We consider two normgs € R4l — |lug|la andup € RIBl i |lug| 5, with dual norms|va |’
and ||vg|/3;. We have

-

max u'v=max {|valla, [lvelp}-
lualla+llupllp<1
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