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Abstract
We consider the empirical risk minimization problem for linear supervised learning, with regular-
ization by structured sparsity-inducing norms. These are defined as sums of Euclidean norms on
certain subsets of variables, extending the usualℓ1-norm and the groupℓ1-norm by allowing the
subsets to overlap. This leads to a specific set of allowed nonzero patterns for the solutions of such
problems. We first explore the relationship between the groups defining the norm and the resul-
ting nonzero patterns, providing both forward and backwardalgorithms to go back and forth from
groups to patterns. This allows the design of norms adapted to specific prior knowledge expressed
in terms of nonzero patterns. We also present an efficient active set algorithm, and analyze the
consistency of variable selection for least-squares linear regression in low and high-dimensional
settings.
Keywords: sparsity, consistency, variable selection, convex optimization, active set algorithm

1. Introduction

Regularization by theℓ1-norm is now a widespread tool in machine learning, statistics and signal
processing: it allows linear variable selection in potentially high dimensions, with both efficient
algorithms (Efron et al., 2004; Lee et al., 2007) and well-developed theory for generalization prop-
erties and variable selection consistency (Zhao and Yu, 2006; Wainwright, 2009; Bickel et al., 2009;
Zhang, 2009).

However, theℓ1-norm cannot easily encode prior knowledge about the patterns of nonzero coef-
ficients (“nonzero patterns”) induced in the solution, since they are all theoretically possible. Group
ℓ1-norms (Yuan and Lin, 2006; Roth and Fischer, 2008; Huang andZhang, 2009) consider a parti-
tion of all variables into a certain number of subsets and penalize the sum of the Euclidean norms
of each one, leading to selection of groups rather than individual variables. Moreover, recent works
have considered overlapping but nested groups in constrained situations such as trees and directed
acyclic graphs (Zhao et al., 2008; Bach, 2008c).

1



JENATTON - AUDIBERT - BACH

In this paper, we consider all possible sets of groups and characterize exactly what type of
prior knowledge can be encoded by considering sums of norms of overlapping groups of variables.
We first describe how to go from groups to nonzero patterns (orequivalently zero patterns), then
show that it is possible to “reverse-engineer” a given set ofnonzero patterns, i.e., to build the unique
minimal set of groups that will generate these patterns. This allows the automatic design of sparsity-
inducing norms, adapted to target sparsity patterns. We give in Section 3 some interesting examples
of such designs on two-dimensional grids.

As will be shown in Section 3, for each set of groups, a notion of hull of a nonzero pattern
may be naturally defined. In the particular case of the two-dimensional planar grid considered in
this paper, this hull is exactly the axis-aligned bounding box or the regular convex hull. We show
that, in our framework, the allowed nonzero patterns are exactly those equal to their hull, and that
the hull of the relevant variables is consistently estimated under certain conditions, both in low and
high-dimensional settings. Moreover, we present in Section 4 an efficient active set algorithm that
scales well to high dimensions. Finally, we illustrate in Section 6 the behavior of our norms with
synthetic examples on two-dimensional grids.

Notation. Forx ∈ Rp andq ∈ [1,∞), we denote by‖x‖q its ℓq-norm defined as(
∑p

j=1 |xj |q)1/q

and‖x‖∞ = maxj∈{1,...,p} |xj|. Givenw ∈ Rp and a subsetJ of {1, . . . , p} with cardinality |J |,
wJ denotes the vector inR|J | of elements ofw indexed byJ . Similarly, for a matrixM ∈ Rp×m,
MIJ ∈ R|I|×|J | denotes the submatrix ofM reduced to the rows indexed byI and the columns
indexed byJ . For any finite setA with cardinality |A|, we also define the|A|-tuple (ya)a∈A ∈
Rp×|A| as the collection ofp-dimensional vectorsya indexed by the elements ofA. Furthermore,
for two vectorsx andy in Rp, we denote byx ◦ y = (x1y1, . . . , xpyp)

⊤ ∈ Rp the elementwise
product ofx andy.

2. Regularized Risk Minimization

We consider the problem of predicting a random variableY ∈ Y from a (potentially non random)
vectorX ∈ Rp, whereY is the set of responses, typically a subset ofR. We assume that we are
givenn observations(xi, yi) ∈ Rp × Y, i = 1, . . . , n. We define theempirical riskof a loading
vectorw ∈ Rp asL(w) = 1

n

∑n
i=1 ℓ

(

yi, w
⊤xi

)

, whereℓ : Y × R 7→ R+ is a loss function. We
assume thatℓ isconvex and continuously differentiablewith respect to the second parameter. Typical
examples of loss functions are the square loss for least squares regression, i.e.,ℓ(y, ŷ) = 1

2(y − ŷ)2
with y ∈ R, and the logistic lossℓ(y, ŷ) = log(1 + e−yŷ) for logistic regression, withy ∈ {−1, 1}.

We focus on a general family of sparsity-inducing norms thatallow the penalization of subsets
of variables grouped together. Let us denote byG a subset of the power set of{1, . . . , p} such
that

⋃

G∈GG = {1, . . . , p}, i.e., a spanning set of subsets of{1, . . . , p}. Note thatG does not
necessarily define a partition of{1, . . . , p}, and therefore,it is possible for elements ofG to overlap.
We consider the normΩ defined by

Ω(w) =
∑

G∈G





∑

j∈G

(dG
j )2|wj |2





1
2

=
∑

G∈G

‖dG ◦ w‖2 , (1)

where(dG)G∈G is a |G|-tuple of p-dimensional vectors such thatdG
j > 0 if j ∈ G anddG

j = 0
otherwise. Note that a same variablewj belonging to two different groupsG1, G2 ∈ G is allowed

2



STRUCTURED VARIABLE SELECTION WITH SPARSITY-INDUCING NORMS

to be weighted differently inG1 andG2 (by respectivelydG1
j anddG2

j ). We do not study the more
general setting where eachdG would be a (non-diagonal) positive-definite matrix, which we defer
for future work.

This general formulation has several important subcases that we present below, the goal of
this paper being to go beyond these, and to consider norms capable to incorporate richer prior
knowledge.

• ℓ2-norm: G is composed of one element, the full set{1, . . . , p}.
• ℓ1-norm: G is the set of all singletons, leading to the Lasso (Tibshirani, 1996) for the square

loss.

• ℓ2-norm and ℓ1-norm: G is the set of all singletons and the full set{1, . . . , p}, leading (up
to the squaring of theℓ2-norm) to the Elastic net (Zou and Hastie, 2005) for the square loss.

• Group ℓ1-norm: G is any partition of{1, . . . , p}, leading to the group-Lasso for the square
loss (Yuan and Lin, 2006).

• Hierarchical norms: when the set{1, . . . , p} is embedded into a tree (Zhao et al., 2008) or
more generally into a directed acyclic graph (Bach, 2008c),then a set ofp groups, each of
them composed of descendants of a given variable, is considered.

We study the following regularized problem:

min
w∈Rp

1

n

n
∑

i=1

ℓ
(

yi, w
⊤xi

)

+ µΩ(w), (2)

whereµ ≥ 0 is a regularization parameter. Note that a non-regularizedconstant term could be
included in this formulation, but it is left out for simplicity. We denote byŵ any solution of
Eq. (2). Regularizing by linear combinations of (non-squared)ℓ2-norms is known to induce sparsity
in ŵ (Zhao et al., 2008); our grouping leads to specific patterns that we describe in the next section.

3. Groups and Sparsity Patterns

We now study the relationship between the normΩ defined in Eq. (1) and the nonzero patterns the
estimated vector̂w is allowed to have. We first characterize the set of nonzero patterns, then we
provide forward and backward procedures to go back and forthfrom groups to patterns.

3.1 Stable Patterns Generated byG
The regularization termΩ(w) =

∑

G∈G ‖dG ◦ w‖2 is a mixed(ℓ1, ℓ2)-norm (Zhao et al., 2008). At
the group level, it behaves like anℓ1-norm and therefore,Ω induces group sparsity. In other words,
eachdG ◦ w, and equivalently eachwG (since the support ofdG is exactlyG), is encouraged to
go to zero. On the other hand, within the groupsG ∈ G, the ℓ2-norm does not promote sparsity.
Intuitively, some of the vectorswG associated with certain groupsG will be exactly equal to zero,
leading to a set of zeros which is the union of these groupsG in G. Thus, the set of allowed zero
patterns should be theunion-closureof G, i.e. (see Figure 1 for an example):

Z =

{

⋃

G∈G′

G; G′ ⊆ G
}

. (3)
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Figure 1: Groups and induced nonzero pattern: three sparsity-inducing groups (middle and right,
denoted by{G1, G2, G3}) with the associated nonzero pattern which is the complement
of the union of groups, i.e.,(G1 ∪G2 ∪G3)

c (left, in black).

The situation is however slightly more subtle as some zeros can be created by chance (just as reg-
ularizing by theℓ2-norm may lead, though it is unlikely, to some zeros). Nevertheless, Theorem 1
(see proof in Appendix A) shows that, under mild conditions,the previous intuition about the set
of zero patterns is correct. Note that instead of considering the set of zero patternsZ, it is also
convenient to manipulate nonzero patterns, and we define

P =

{

⋂

G∈G′

Gc; G′ ⊆ G
}

= {Zc; Z ∈ Z} . (4)

We can equivalently useP or Z by taking the complement of each element of these sets. Before
stating Theorem 1, we need to introduce the concept ofG-adapted hull, or simply hull: for any
subsetI ⊆ {1, . . . , p}, we define

Hull(I) =







⋃

G∈G, G∩I=∅

G







c

,

which is the smallest set inP containingI (see Figure 2); we always haveI ⊆ Hull(I) with equality
if and only if I ∈ P. As we shall see later, the hull has a clear geometrical interpretation for specific
setsG.

Theorem 1 (Allowed Patterns) Assume thatY = (y1, . . . , yn)⊤ is a realization of an absolutely
continuous probability distribution. Let us consider the following optimization problem

min
w∈Rp

1

2n

n
∑

i=1

(yi − w⊤xi)
2 + µΩ(w), (5)

and let denote byQ the Gram matrix1
n

∑n
i=1 xix

⊤
i .

If for all solution ŵ of (5) with nonzero pattern̂I = {j ∈ {1, . . . , p}; ŵj 6= 0}, the matrix
QHull(Î)Hull(Î) is invertible, then the problem (5) has a unique solution whose set of zeros is in

Z =
{
⋃

G∈G′ G; G′ ⊆ G
}

almost surely.
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Figure 2: G-adapted hull: the pattern of variablesI (left and middle, in red) and its hull (left and
right, hatched square) that is defined by the complement of the union of groups that do
not intersectI, i.e.,(G1 ∪G2 ∪G3)

c.

In particular, the above result implies that almost surely Eq. (5) has a unique solution when the full
matrixQ is invertible. Nevertheless, Theorem 1 does not require theinvertibility of the full ma-
trix Q. The result can therefore hold in high-dimensional settings where the number of observations
n is smaller than the number of variablesp (in this case, Q is always singular).

We have the following usual special cases from Section 2 (we give more examples in Sec-
tion 3.5):

• ℓ2-norm: the set of allowed nonzero patterns is composed of the emptyset and the full set
{1, . . . , p}.

• ℓ1-norm: P is the set of all possible subsets.

• ℓ2-norm and ℓ1-norm: P is also the set of all possible subsets.

• Grouped ℓ1-norm: P = Z is the set of all possible unions of the elements of the partition
definingG.

• Hierarchical norms: the set of patternsP is then all setsJ for which all ancestors of elements
in J are included inJ (Bach, 2008c).

Two natural questions arise: (1) starting from the groupsG, is there an efficient way to generate the
set of nonzero patternsP; (2) conversely, and more importantly, givenP, how can the groupsG—
and hence the normΩ(w)—be designed?

3.2 General Properties ofG, Z andP
Closedness. The set of zero patternsZ (respectively, the set of nonzero patternsP) is closed under
union (respectively, intersection), that is, for allK ∈ N and allz1, . . . , zK ∈ Z,

⋃K
k=1 zk ∈ Z

(respectively,p1, . . . , pK ∈ P,
⋂K

k=1 pk ∈ P). This implies that when “reverse-engineering” the
set of nonzero patterns, we have to assume it is closed under intersection. Otherwise, the best we
can do is to deal with its intersection-closure.

Minimality. If a group inG is the union of other groups, it may be removed fromG without
changing the setsZ or P. This is the main argument behind the pruning backward algorithm in
Section 3.4. Moreover, this leads to the notion of aminimalsetG of groups, which is such that for
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all G′ ⊆ Z whose union-closure spansZ, we haveG ⊆ G′. The existence and unicity of a minimal
set is a consequence of classical results in set theory (Doignon and Falmagne, 1998). The elements
of this minimal set are usually referred to as theatomsof Z.

Minimal sets of groups are attractive in our setting becausethey lead to a smaller number of
groups and lower computational complexity—for example, for 2 dimensional-grids with rectangular
patterns, we have a quadratic possible number of rectangles, i.e.,|Z| = O(p2), that can be generated
by a minimal setG whose size is|G| = O(

√
p).

Hull. We recall the definition of theG-adapted hull, namely, for any subsetI ⊆ {1, . . . , p},

Hull(I) =







⋃

G∈G,G∩I=∅

G







c

,

which is the smallest set inP containingI.
If the setG is formed by all vertical and horizontal half-spaces when the variables are organized

in a 2 dimensional-grid (see Figure 5), the hull of a subsetI ⊂ {1, . . . , p} is simply the axis-
aligned bounding box ofI. Similarly, whenG is the set of all half-spaces with all orientations (e.g.,
orientations±π/4 are shown in Figure 6), the hull becomes the regular convex hull1. Note that
those interpretations of the hull are possible and valid only when we have geometrical information
at hand about the set of variables.

Graphs of patterns. We consider the directed acyclic graph (DAG) stemming from the Hasse
diagramof the partially ordered set (poset)(G,⊃). The nodes of this graph are the elementsG of G
and there is a directed edge fromG1 toG2 if and only ifG1 ⊃ G2 and there exists noG ∈ G such
thatG1 ⊃ G ⊃ G2 (Cameron, 1994). We can also build the corresponding DAG forthe set of zero
patternsZ ⊃ G, which is a super-DAG of the DAG of groups (see Figure 3 for examples). Note
that we obtain also the isomorphic DAG for the nonzero patternsP, although it corresponds to the
poset(P,⊂): this DAG will be used in the active set algorithm presented in Section 4.

Prior works with nested groups (Zhao et al., 2008; Bach, 2008c) have used a similar DAG,
which was isomorphic to a DAG on the variables because of the specificity of the hierarchical norm.
As opposed to those cases where the DAG was used to give an additional structure to the problem,
the DAG we introduce here on the set of groups naturally and always comes up, with no assumption
on the variables themselves (for which no DAG is defined in general).

3.3 From Groups to Patterns

Theforward procedure presented in Algorithm 1, taken from Doignon and Falmagne (1998), allows
the construction ofZ from G. It iteratively builds the collection of patterns by takingunions,
and has complexityO(p|Z||G|2). The general scheme is straightforward. Namely, by considering
increasingly larger subfamilies ofG and the collection of patterns already obtained, all possible
unions are formed. However, some attention needs to be paid while checking we are not generating
a pattern already encountered. Such a verification is performed by theif condition within the inner
loop of the algorithm. Indeed, we do not have to scan the wholecollection of patterns already
obtained (whose size can be exponential in|G|), but we rather use the fact thatG generatesZ. Note

1. We use the termconvexinformally here. It can however be made precise with the notion of convex subgraphs (Chung,
1997).
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Figure 3: The DAG for the setZ associated with the2×2-grid. The members ofZ are the com-
plement of the areas hatched in black. The elements ofG (i.e., the atoms ofZ) are
highlighted by bold edges.

that in general, it is not possible to upper bound the size of|Z| by a polynomial term inp, even
whenG is very small (indeed,|Z| = 2p for theℓ1-norm).

Algorithm 1 Forward procedure
Input: Set of groupsG = {G1, . . . , GM}.
Output: Collection of zero patternsZ and nonzero patternsP.
Intialization: Z = {∅}.
for m = 1 to M do
C = {∅}
for eachZ ∈ Z do

if (Gm * Z) and (∀G ∈{G1, . . . , Gm−1}, G ⊆ Z ∪Gm ⇒ G ⊆ Z) then
C ← C ∪ {Z ∪Gm} .

end if
end for
Z ← Z ∪C.

end for
P = {Zc; Z ∈ Z}.

3.4 From Patterns to Groups

We now assume that we want to impose a priori knowledge on the sparsity structure of̂w. This
information can be exploited by restricting the patterns allowed by the normΩ. Namely, from
an intersection-closed set of zero patternsZ, we can build back a minimal set of groupsG by
iteratively pruning away in the DAG corresponding toZ, all sets which are unions of their parents.
See Algorithm 2.

This algorithm can be found under a different form in (Doignon and Falmagne, 1998)—we
present it through a pruning algorithm on the DAG, which is natural in our context (the proof of

7
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Algorithm 2 Backward procedure
Input: Intersection-closed family of nonzero patternsP.
Output: Set of groupsG.
Initialization: ComputeZ = {P c; P ∈ P} and setG = Z.
Build the Hasse diagram for the poset(Z,⊃).
for t = minG∈Z |G| to maxG∈Z |G| do

for each nodeG ∈ Z such that|G| = t do

if
(

⋃

C∈Children(G) C = G
)

then

if (Parents(G) 6= ∅) then
Connect children ofG to parents ofG.

end if
RemoveG from G.

end if
end for

end for

the minimality of the procedure can be found in Appendix B). The complexity of Algorithm 2 is
O(p|Z|2). The pruning may reduce significantly the number of groups necessary to generate the
whole set of zero patterns, sometimes from exponential inp to polynomial inp (e.g., theℓ1-norm).
We now give examples where|G| is also polynomial inp.

3.5 Examples

Sequences. Givenp variables organized in a sequence, if we want only contiguous nonzero pat-
terns, the backward algorithm will lead to the set of groups which are intervals[1, k]k∈{1,...,p−1} and
[k, p]k∈{2,...,p}, with both|Z| = O(p2) and|G| = O(p) (see Figure 4).

Figure 4: (Left) The set of blue groups to penalize in order toselect contiguous patterns in a se-
quence. (Right) In red, an example of such a pattern.

Two-dimensional grids. In Section 6, we notably consider forP the set of all rectangles in two
dimensions, leading by the previous algorithm to the set of axis-aligned half-spaces forG (see
Figure 5), with|Z| = O(p2) and|G| = O(

√
p). This type of structure is encountered in object or

8



STRUCTURED VARIABLE SELECTION WITH SPARSITY-INDUCING NORMS

scene recognition, where the selected rectangle would correspond to a certain box inside an image,
that concentrates the predictive power for a given class of object/scene.

By adding half-planes to|G| with different orientations than0 and π/2, the set of nonzero
patternsP tends to the convex set in the two-dimensional grid (Soille,2003). See Figure 6. The
number of groups is linear in

√
p with constant growing linearly with the number of angles, while

|Z| grows more rapidly (typically non-polynomially in the number of angles). This type of structure
could be useful in vision as well as in neuroscience, in particular to retrieve brain activity in EEG
data, which is usually a small convex-like portion of the scalp.

Figure 5: Vertical and horizontal groups: (Left) the set of blue and green groups with their (not dis-
played) complements to penalize in order to select rectangles. (Right) In red, an example
of recovered pattern in this setting.

Figure 6: Groups with±π/4 orientations: (Left) the set of blue and green groups with their (not
displayed) complements to penalize in order to select diamond-shaped patterns. (Right)
In red, an example of recovered pattern in this setting.

Extensions. The sets of groups presented above can be straightforwardlyextended to more com-
plicated topologies, such as three-dimensional spaces discretized in cubes or spherical volumes
discretized in slices. Similar proporties hold for such settings. For instance, if all the axis-aligned
half-spaces are considered forG in a three-dimensional space, thenP is the set of all possible rect-
angular boxes with|P| = O(p2) and |G| = O(p1/3) (see Jenatton et al. (2009) for a biological
application with such groups).

9
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4. Optimization and Active Set Algorithm

For moderate values ofp, one may obtain a solution for Eq. (2) using generic toolboxes for second-
order cone programming (SOCP) whose time complexity is equal to O(p3.5 + |G|3.5) (Boyd and
Vandenberghe, 2004), which is not appropriate whenp or |G| are large.

We present in this section anactive set algorithm(Algorithm 3) that finds a solution for Eq. (2)
by considering increasingly larger active sets and checking global optimality at each step, with total
complexity inO(p1.75). Here, the sparsity prior is exploited for computational advantages. Our
active set algorithm needs an underlyingblack-boxsolver; in this paper, we consider both a first
order approach (see Appendix G) and a SOCP method2 — in our experiments, we useSDPT3 (Toh
et al., 1999; Tütüncü et al., 2003). Our active set algorithm extends to general overlapping groups
the work of Bach (2008c), by further assuming that it is computationally possible to be polynomial
in the number of variablesp.

4.1 Optimality Conditions: from Reduced Problems to Full Problems

It is simpler to derive the algorithm for the following regularized optimization problem3 which
has the same solution set as the regularized problem of Eq. (2) whenµ andλ are allowed to vary
(Borwein and Lewis, 2006, see Section 3.2):

min
w∈Rp

1

n

n
∑

i=1

ℓ
(

yi, w
⊤xi

)

+
λ

2
[Ω(w)]2 . (6)

In active set methods, the set of nonzero variables, denotedby J , is built incrementally, and the
problem is solved only for this reduced set of variables, adding the constraintwJc = 0 to Eq. (6).
We denote byL(w) = 1

n

∑n
i=1 ℓ

(

yi, w
⊤xi

)

the empirical risk (which is by assumption convex
and continuously differentiable) and byL∗ its Fenchel-conjugate, defined as (Borwein and Lewis,
2006):

L∗(u) = sup
w∈Rp

{w⊤u− L(w)}.

The restriction ofL to R|J | is denotedLJ(wJ) = L(w̃) for w̃J = wJ andw̃Jc = 0, with Fenchel-
conjugateL∗

J . Note that, as opposed toL, we do not haveL∗
J(κJ) = L∗(κ̃) for κ̃J = κJ and

κ̃Jc = 0.
For a potential active setJ ⊂ {1, . . . , p}which belongs to the set of allowed nonzero patternsP,

we denote byGJ the set of active groups, i.e., the set of groupsG ∈ G such thatG ∩ J 6= ∅. We
consider the reduced normΩJ defined onR|J | as

ΩJ(wJ) =
∑

G∈G

‖dG
J ◦ wJ‖2 =

∑

G∈GJ

‖dG
J ◦ wJ‖2 ,

and itsdual normΩ∗
J(κJ ) = maxΩJ (wJ )≤1w

⊤
J κJ . The next proposition (see proof in Appendix C)

gives the optimization problem dual to the reduced problem (Eq. (7) below):

2. The C++/Matlab code used in the experiments may be downloaded from authors website.
3. It is also possible to derive the active set algorithm for the constrained formulation

minw∈Rp
1
n

Pn
i=1 ℓ

`

yi, w
⊤xi

´

s.t. Ω(w) ≤ λ. Hovewer, we empirically found it more difficult to select
λ in this latter formulation.
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Proposition 2 (Dual Problems) LetJ ⊆ {1, . . . , p}. The following two problems

min
wJ∈R|J|

LJ(wJ) +
λ

2
[ΩJ(wJ)]2 , (7)

max
κJ∈R|J|

−L∗
J(−κJ)− 1

2λ
[Ω∗

J(κJ )]2 , (8)

are dual to each other and the pair of primal-dual variables{wJ , κJ} is optimal if and only if we
have

{

κJ = −∇LJ(wJ ),

w⊤
J κJ = 1

λ [Ω∗
J(κJ )]2 = λ [ΩJ(wJ)]2 .

The duality gap of the previous optimization problem is

LJ(wJ ) + L∗
J(−κJ) +

λ

2
[ΩJ(wJ)]2 +

1

2λ
[Ω∗

J(κJ)]2

=
{

LJ(wJ) + L∗
J(−κJ) + w⊤

J κJ

}

+

{

λ

2
[ΩJ(wJ)]2 +

1

2λ
[Ω∗

J(κJ )]2 − w⊤
J κJ

}

,

which is a sum of two nonnegative terms, the nonnegativity coming from the Fenchel-Young in-
equality (Borwein and Lewis, 2006, Proposition 3.3.4). We can think of this duality gap as the sum
of two duality gaps, relative toLJ andΩJ . Thus, if we have a primal candidatewJ and we choose
κJ = −∇LJ(wJ), the duality gap relative toLJ vanishes and the total duality gap then reduces to

λ

2
[ΩJ(wJ)]2 +

1

2λ
[Ω∗

J(κJ )]2 − w⊤
J κJ .

In order to check that the reduced solutionwJ is optimal for the full problem in Eq. (6), we pad
wJ with zeros onJc to definew, computeκ = −∇L(w), which is such thatκJ = −∇LJ(wJ),
and get a duality gap for the full problem equal to

λ

2
[Ω(w)]2 +

1

2λ
[Ω∗(κ)]2 −w⊤κ

=
λ

2
[Ω(w)]2 +

1

2λ
[Ω∗(κ)]2 −w⊤

J κJ

=
λ

2
[Ω(w)]2 +

1

2λ
[Ω∗(κ)]2 − λ

2
[ΩJ(wJ )]2 − 1

2λ
[Ω∗

J(κJ )]2

=
1

2λ

(

[Ω∗(κ)]2 − [Ω∗
J(κJ)]2

)

=
1

2λ

(

[Ω∗(κ)]2 − λw⊤
J κJ

)

.

Computing this gap requires solving an optimization problem which is as hard as the original one,
prompting the need for upper and lower bounds onΩ∗ (see Propositions 3 and 4 for more details).

11
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4.2 Active set algorithm

In light of Theorem 1, we can interpret the active set algorithm as a walk through the DAG of
nonzero patterns allowed by the normΩ. The parentsΠP(J) of J in this DAG are exactly the
patterns containing the variables that may enter the activeset at the next iteration of Algorithm 3.
The groups that are exactly at the boundaries of the active set (referred to as thefringe groups) are
FJ = {G ∈ (GJ )c ; ∄G′ ∈ (GJ )c, G ⊆ G′}, i.e., the groups that are not contained by any other
inactive groups.

In simple settings, e.g., whenG is the set of rectangular groups, the correspondance between
groups and variables is straightforward since we haveFJ =

⋃

K∈ΠP(J) GK\GJ (see Figure 7).
Hovewer, in general, we just have the inclusion(

⋃

K∈ΠP(J) GK\GJ) ⊆ FJ and some elements of
FJ might not correspond to any patterns of variables inΠP(J) (see Figure 8).

Figure 7: The active set (black) and the candidate patterns of variables, i.e. the variables inK\J
(hatched in black) that can become active. The fringe groupsare exactly the groups that
have the hatched areas (i.e., here we haveFJ =

⋃

K∈ΠP (J) GK\GJ = {G1, G2, G3}).

We now present the optimality conditions (see proofs in Appendix D) that monitor the progress
of Algorithm 3 :

Proposition 3 (Necessary condition)If w is optimal for the full problem in Eq. (6), then

max
K∈ΠP(J)

∥

∥∇L(w)K\J

∥

∥

2
∑

H∈GK\GJ

∥

∥dH
K\J

∥

∥

∞

6
{

− λw⊤∇L(w)
} 1

2 . (N )

Proposition 4 (Sufficient condition) If

max
G∈FJ

{

∑

k∈G

{ ∇L(w)k
∑

H∋k, H∈(GJ )c dH
k

}2
}

1
2

6
{

λ(2ε − w⊤∇L(w))
} 1

2 , (Sε)

thenw is a solution for Eq. (6) whose duality gap is less thanε ≥ 0.

12
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Figure 8: The active set (black) and the candidate patterns of variables, i.e. the variables in
K\J (hatched in black) that can become active. The groups in red are those in
⋃

K∈ΠP(J) GK\GJ , while the blue group is inFJ\(
⋃

K∈ΠP(J) GK\GJ ). The blue group
does not intersect with any patterns inΠP(J).

Note that for the Lasso, the conditions(N) and(S0) (i.e., the sufficient condition taken with
ε = 0) are both equivalent (up to the squaring ofΩ) to the condition‖∇L(w)Jc‖∞ 6 −w⊤∇L(w),
which is the usual optimality condition (Wainwright, 2009;Tibshirani, 1996). Moreover, when they
are not satisfied, our two conditions provide good heuristics for choosing whichK ∈ ΠP(J) should
enter the active set.

More precisely, since the necessary condition (N ) directly deals with thevariables(as opposed
to groups) that can become active at the next step of Algorithm 3, it suffices to choose the pat-
ternK ∈ ΠP(J) that violates the condition most.

The heuristics for the sufficient condition (Sε) implies to go from groups to variables. We simply
consider the groupG ∈ FJ that violates the sufficient condition most and then take allthe patterns
of variablesK ∈ ΠP (J) such thatK ∩G 6= ∅ to enter the active set. IfG∩ (

⋃

K∈ΠP(J)K) = ∅,
we look at all the groupsH ∈ FJ such thatH ∩ G 6= ∅ and apply the scheme described before
(see Algorithm 4).

A direct consequence of this heuristics is that it is possible for the algorithm tojump overthe
right active set and to consider instead a (slightly) largeractive set as optimal. However if the active
set is larger than the optimal set, then (it can be proved that) the sufficient condition(S0) is satisfied,
and the reduced problem, which we solve exactly, will still output the correct nonzero pattern.

Moreover, it is worthwile to notice that in Algorithm 3, the active set may sometimes be in-
creased only to make sure that the current solution is optimal (we only check a sufficient condition
of optimality).

13
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Algorithm 3 Active set algorithm
Input: Data{(xi, yi), i = 1, . . . , n}, regularization parameterλ,

Duality gap precisionε, maximum number of variabless.
Output: Active setJ , loading vectorŵ.
Intialization: J = {∅}, ŵ = 0.
while

(

(N) is not satisfied
)

and
(

|J | 6 s
)

do
ReplaceJ by violatingK ∈ ΠP(J) in (N ).
Solve the reduced problemminwJ∈R|J| LJ(wJ ) + λ

2 [ΩJ(wJ)]2 to getŵ.
end while
while

(

(Sε) is not satisfied
)

and
(

|J | 6 s
)

do
UpdateJ according to Algorithm 4.
Solve the reduced problemminwJ∈R|J| LJ(wJ ) + λ

2 [ΩJ(wJ)]2 to getŵ.
end while

Convergence of the active set algorithm. The procedure described in Algorithm 3 can terminate
in two different states. If the procedure stops because of the limit on the number of active variables
s, the solution might be suboptimal with a nonzero pattern smaller than the optimal one.

Otherwise, the procedure always converges to an optimal solution, either (1) by validating both
the necessary and sufficient conditions (see Propositions 3and 4), ending up with fewer thanp
active variables and a precision of (at least)ε, or (2) by running until thep variables become active,
the precision of the solution being given by the underlying solver.

Algorithmic complexity. We analyse in detail the time complexity of the active set algorithm
when we consider sets of groupsG such as those presented in the examples of Section 3.5, i.e.,col-
lections of nested groups withnθ different orientations. For instance, when we deal with sequences
(see Figure 4), we havenθ = 2 orientations. Note that for such choices ofG, the fringe groupsFJ

reduces to the largest groups of each orientation and therefore |FJ | ≤ nθ. We further assume that
G is sorted by cardinality and by orientation, so that computingFJ costsO(1).

Given an active setJ , both the necessary and sufficient conditions require to have access to the
direct parentsΠP(J) of J in the DAG of nonzero patterns. In simple settings, e.g., when G is the
set of rectangular groups, this operation can be performed in O(1) (it just corresponds to scan the
(up to) four patterns at the edges of the current rectangularhull).

Hovewer, for more general orientations, computingΠP (J) requires to find the smallest nonzero
patterns that we can generate from the groups inFJ , reduced to the stripe of variables around the
current hull. This stripe of variables can be computed as

h

S

G∈(GJ )c\FJ
G

ic
\J, so that gettingΠP(J)

costsO(s2nθ + p|G|) in total.
Thus, if the number of active variables is upper bounded bys≪p (which is true if our target is

actually sparse), the time complexity of Algorithm 3 is the sum of:

• the computation of the gradient,O(snp) for the square loss.

• if the underlying solver called upon by the active set algorithm is a standard SOCP solver,
O(smaxJ∈P,|J |6s |GJ |3.5 + s4.5) (note that the terms4.5 could be improved upon by using
warm-restart strategies for the sequence of reduced problems).

• t1 times the computation of(N), that isO(t1(s2
nθ + p|G|+ sn2

θ) + p|G|) = O(t1p|G|).
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During the initialization (i.e.,J = ∅), we have|ΠP(∅)| = O(p) (since we can start with any
singletons), and|GK\GJ | = |GK | = |G|, which leads to a complexity ofO(p|G|) for the sum
∑

G∈GK\GJ
=
∑

G∈GK
. Note however that this sum does not depend onJ and can therefore

be cached if we need to make several runs with the same set of groupsG.

• t2 times the computation of(Sε), that isO(t2(s2
nθ + p|G|+n2

θ +nθp+ p|G|)) = O(t2p|G|),
with t1 + t2 ≤ s.

We finally get complexity with a leading term inO(sp|G| + smaxJ∈P,|J |6s |GJ |3.5), which
is much better thanO(p3.5 + |G|3.5), without an active set method. In the example of the two-
dimensional grid (see Section 3.5), we have|G| = O(

√
p) and a total complexity inO(sp1.75).

Note that we have derived here thetheoritical complexity of the active set algorithm when we use
a SOCP method as underlying solver. With the first order method presented in Appendix G, we
would instead get a total complexity inO(sp1.5).

Algorithm 4 Heuristics for the sufficient condition (Sε)
LetG ∈ FJ be the group that violates (Sε) most.
if (G ∩ (

⋃

K∈ΠP(J)K) 6= ∅) then
for K ∈ ΠP(J) such thatK ∩G 6= ∅ do
J ← J ∪K.

end for
else

for H ∈ FJ such thatH ∩G 6= ∅ do
for K ∈ ΠP(J) such thatK ∩H 6= ∅ do
J ← J ∪K.

end for
end for

end if

4.3 Intersecting Nonzero Patterns.

We have seen so far how overlapping groups can encore prior information about a desired set of
(non)zero patterns. In practice, controlling these overlaps may be delicate and hinges on the choice
of the weights(dG)G∈G (see the experiments in Section 6). In particular, the weights have to take
into account that some variables belonging to several overlapping groups are more penalized.

Hovewer, it is possible to keep the benefit of overlapping groups whilst limiting their side effects,
by taking up the idea of support intersection (Bach, 2008a; Meinshausen and Bühlmann, 2008).
First introduced to stabilize the set of variables recovered by the Lasso, we reuse this technique in a
different context, based on the following remark.

SinceP is closed under intersection, when we deal with collectionsof nested groups with
multiple orientations, the two procedures described belowactually lead to the same set of allowed
(non)zero patterns:

a) Considering one model with the normΩ composed of all the groups (i.e., the groups for all
the orientations).
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b) First considering one model per orientation (the normΩ of this model being only comprised
of the nested groups corresponding to that orientation) andthen taking the intersection of
the nonzero patterns obtained for each of those models. In the example of the sequence (see
Figure 4), it boils down to considering one model with the groups starting from the left and
one model with the groups starting from the right4.

Note that, with this method, although the training of several models is required (a number of
times equals to the number of orientations considered, e.g., 2 for the sequence and 4 for the rect-
angular groups), each of those trainings involves a smallernumber of groups. In addition, this
procedure is avariable selectiontechnique that therefore needs a second step for estimatingthe
loadings (restricted to the selected nonzero pattern). In the experiments, we follow Bach (2008a)
and we use an ordinary least squares (OLS). The simulations of Section 6 will show the superiority
of this variable selection approach.

5. Pattern Consistency

In this section, we analyze the model consistency of the solution of Eq. (2) for the square loss.
Considering the set of nonzero patternsP derived in Section 3, we can only hope to estimate the
correct hull of the generating sparsity pattern, since Theorem 1 states that other patterns occur with
zero probability. We derive necessary and sufficient conditions for model consistency in a low-
dimensional setting, and then consider a high-dimensionalresult.

We consider the square loss and a fixed-design analysis (i.e., x1, . . . , xn are fixed); we assume
that for all i ∈ {1, . . . , n}, yi = w⊤xi + εi where the vectorε is an i.i.d vector with Gaussian
distributions with mean zero and varianceσ2 > 0, andw ∈ Rp is the population sparse vector; we
denote byJ theG-adapted hull of its nonzero pattern. Note that estimating theG-adapted hull ofw
is equivalent to estimating the nonzero pattern ofw if and only if this nonzero pattern belongs toP.
This happens when our prior information has led us to consider an appropriate set of groupsG.

5.1 Consistency Condition

We begin with the low-dimensional setting wheren is tending to infinity withp fixed. In addition,
we also assume that the design isfixedand that the Gram matrixQ = 1

n

∑n
i=1 xix

⊤
i is invertible

with positive-definite limit
lim

n→∞
Q = Q ≻ 0.

In this setting, the noise is the only source of randomness. We denote byrJ the vector defined as

∀j ∈ J, rj = wj





∑

G∈GJ,G∋j

(dG
j )2 ‖dG ◦w‖−1

2



 ,

or equivalently in the more compact form

r =
∑

G∈GJ

dG ◦ dG ◦w
‖dG ◦w‖2

.

4. To be more precise, in order to regularize every variable,we have to add the group{1, . . . , p} to each model, which
does not modifiyP .
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In the Lasso and group Lasso setting, the vectorrJ is respectively the sign vector sign(wJ) and the
vector defined by the blocks( wG

‖wG‖2
)G∈GJ

.

We recall that we defineΩc
J
(wJc) =

∑

G∈(GJ)c ‖dG
Jc ◦ wJc‖2 (which is the norm composed of

inactive groups) with its dual norm(Ωc
J
)∗; note the difference with the norm reduced toJc, defined

asΩJc(wJc) =
∑

G∈G ‖dG
Jc ◦ wJc‖2.

The following Theorem gives the sufficient and necessary conditions under which the hull of
the generating pattern is consistently estimated. Those conditions naturally extend the results of
Zhao and Yu (2006) and Bach (2008b) for the Lasso and the groupLasso respectively (see proof in
Appendix E).

Theorem 5 (Consistency condition)Assumeµ → 0, µ
√
n → ∞ in Eq. (2). If the hull is consis-

tently estimated, then(Ωc
J
)∗[QJcJQ

−1
JJ

rJ] 6 1. Conversely, if(Ωc
J
)∗[QJcJQ

−1
JJ

rJ] < 1, then the
hull is consistently estimated, i.e.,

P ({j ∈ {1, . . . , p}, ŵj 6= 0} = J) −→
n→+∞

1.

The two previous propositions bring into play the dual norm(Ωc
J
)∗ that we cannot compute in

closed form, but requires to solve an optimization problem as complex as the inital problem (6).
However, we can prove bounds similar to those obtained in Propositions 3 and 4 for the necessary
and sufficient conditions.

Comparison with the Lasso and group Lasso. For theℓ1-norm, our two bounds lead to the
usual consistency conditions for the Lasso, i.e., the quantity ‖QJcJQ

−1
JJ

sign(wJ)‖∞ must be less
or strictly less than one. Similarly, whenG defines a partition of{1, . . . , p} and if all the weights
equal one, our two bounds lead in turn to the consistency conditions for the group Lasso, i.e.,
the quantitymaxG∈(GJ)c ‖QG Hull(J)Q

−1
Hull(J)Hull(J)(

wG
‖wG‖2

)G∈GJ
‖2 must be less or strictly less than

one.

5.2 High-Dimensional Analysis

We prove a high-dimensional variable consistency result (see proof in Appendix F) that extends the
corresponding result for the Lasso (Zhao and Yu, 2006; Wainwright, 2009), by assuming that the
consistency condition in Theorem 5 is satisfied.

Theorem 6 Assume thatQ has unit diagonal,κ = λmin(QJJ) > 0 and (Ωc
J
)∗[QJcJQ

−1
JJ

rJ] <
1 − τ , with τ > 0. If τµ

√
n ≥ σC3(G,J), and µ|J|1/2 ≤ C4(G,J), then the probability of

incorrect hull selection is upper bounded by:

exp

(

−nµ
2τ2C1(G,J)

2σ2

)

+ 2|J| exp

(

−nC2(G,J)

2|J|σ2

)

,

whereC1(G,J), C2(G,J), C3(G,J) andC4(G,J) are constants defined in Appendix F, which es-
sentially depend on the groups, the smallest nonzero coefficient of w and how close the support
{j ∈ J : wj 6= 0} of w is to its hullJ, that is the relevance of the prior information encoded byG.

In the Lasso case, we haveC1(G,J) = O(1), C2(G,J) = O(|J|−2), C3(G,J) = O((log p)1/2)
andC4(G,J) = O(|J|−1), leading to the usual scalingn ≈ log p.
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We can also give the scaling of these constants in simple settings where groups overlap. For
instance, let us consider that the variables are organized in a sequence (see Figure 4). Let us further
assume that the weights(dG)G∈G satisfy the following two properties:

a) The weights take into account the overlaps, that is,

dG
j = β(|{H ∈ G ; H ∋ j, H ⊂ G andH 6= G}|),

with t 7→ β(t) ∈ (0, 1] a non-increasing function such thatβ(0) = 1,

b) The term
max

j∈{1,...,p}

∑

G∋j,G∈G

dG
j

is upper bounded by a constantK independent ofp.

Note that we consider such weights in the experiments (see Section 6). Based on these assumptions,
some algebra directly leads to

‖u‖1 ≤ Ω(u) ≤ 2K‖u‖1 , for all u ∈ Rp.

We thus obtain a scaling similar to the Lasso (with,in addition, a control of the allowed nonzero
patterns).

With stronger assumptions on the possible positions ofJ, we may have better scalings, but these
are problem-dependent (a careful analysis of the group-dependent constants would still be needed
in all cases).

6. Experiments

In this section, we carry out several experiments5 to illustrate the behavior of the sparsity-inducing
normΩ. We denote byStructured-lasso, or simplySlasso, the models regularized by the normΩ. In
addition, the procedure (introduced in Section 4.3) that consists in intersecting the nonzero patterns
obtained for different models of Slasso will be referred to as Intersected Structured-lasso, or simply
ISlasso.

Throughout the experiments, we consider noisy linear models Y = w⊤X + ε, wherew ∈
Rp is the generating loading vector andε is a centered Gaussian noise with its variance set to
satisfy

∥

∥w⊤X
∥

∥

2
= 3 ‖ε‖2. We assume that the vectorw is sparse, i.e., it has only a few nonzero

components,|J| ≪ p. We further assume that these nonzero components are eitherorganized on a
sequence or on a two-dimensional grid (see Figure 9). Moreover, we consider sets of groupsG such
as those presented in Section 3.5. We also consider different choices for the weights(dG)G∈G that
we denote by(W1), (W2) and(W3) (we will keep this notation in the following experiments):

(W1): uniform weights,dG
j = 1,

(W2): weights depending on the size of the groups,dG
j = |G|−2,

(W3): weights that take into account overlapping groups,dG
j = ρ |{H∈G ; H∋j, H⊂G andH 6=G}|, for

someρ ∈ (0, 1).
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STRUCTURED VARIABLE SELECTION WITH SPARSITY-INDUCING NORMS

Hull with 33% of nonzero variables

Hull with 25% of nonzero variables

Hull with 50% of nonzero variables

Hull with 50% of nonzero variables

Hull with 83% of nonzero variables

Hull with 75% of nonzero variables

Hull with 100% of nonzero variables

Hull with 100% of nonzero variables

Figure 9: Examples of generating patterns (the zero variables are represented in black, while the
nonzero ones are in white): (Left column, in white) generating patterns that are used for
the experiments on400-dimensional sequences; those patterns all form the same hull of
24 variables (i.e., the contiguous sequence in the bottom left figure). (Right column, in
white) generating patterns that we use for the20×20-dimensional grid experiments; again,
those patterns all form the same hull of 24 variables (i.e., the diamond-shaped convex in
the bottom right figure). The positions of these generating patterns are randomly selected
during the experiments.
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Unless otherwise specified, we use the third type of weights(W3) with ρ = 0.5. In the following
experiments, the loadingswJ, as well as the design matrices, are generated from a standard Gaussian
distribution. The positions ofJ are also random and are uniformly drawn.

Prediction error and relevance of the structured prior. We show in this experiment that the
prior information we put through the normΩ improves upon the predictive power. We are looking
at two situations where we can express a structural prior throughΩ, namely (1) the selection of a
contiguous pattern on a sequence and (2) the selection of a convex pattern on a grid (see Figure 9).

In what follows, we considerp = 400 variables with generating patternsw whose hulls have a
constant size of|J| = 24 variables. In order to evaluate the relevance of the contiguous (or convex)
prior, we also vary the number of zero variables that are contained in the hull (see Figure 9). We
then compute the prediction error for different sample sizes n ∈ {250, 500, 1000}. The prediction
error is understood here as

‖X test(w − ŵ)‖22
‖X testw‖22

,

whereŵ denotes the estimate of the OLS, performed on the nonzero pattern found by the model
considered (i.e., either Lasso, Slasso or ISlasso). The regularization parameter is chosen by 5-
fold cross-validation and the test set consists of 500 samples. For each value ofn, we display on
Figure 10 and Figure 11 the median errors over 50 random settings{J,w,X, ε}, for respectively
the sequence and the grid.

First and foremost, the simulations highlight how important the weights(dG)G∈G are. In par-
ticular, the uniform(W1) and size-dependent weights(W2) perform poorly since they do not take
into account the overlapping groups. The models learned with such weights do not manage to re-
cover the correct nonzero patterns (and even worse, they tend to select every variable—see the right
column of Figure 10).

Although groups that moderately overlap do help (e.g., see the Slasso with the weights(W3)
on the left column of Figure 10), it is delicate to handle groups with many overlaps, even with an
appropriate choice of(dG)G∈G (e.g., see the right column of Figure 11 where Slasso considers up
to 8 overlaps on the grid). The ISlasso procedure does not suffer from this issue since it reduces
the number of overlaps whilst keeping the desirable effectsof overlapping groups. Naturally, the
benefit of ISlasso is more significant on the grid than on the sequence as the latter deals with fewer
overlaps. Moreover, adding the±π/4-groups to the rectangular groups enables to recover a nonzero
pattern closer to the generating pattern. This is illustrated on the left column of Figure 11 where the
error of ISlasso with only rectangular groups (in black) corresponds to the selection of the smallest
rectangular box around the generating pattern.

On the other hand, and more importantly, the experiments show that if the prior about the gener-
ating pattern is relevant, then our structred approach performs better that the standard Lasso. Indeed,
as displayed on the left columns of Figure 10 and Figure 11, assoon as the hull of the generating
pattern does not contain too many zero variables, Slasso/ISlasso outperform Lasso. In fact, the sam-
ple complexity of the Lasso depends on the number of nonzero variables inw as opposed to the size
of the hull for Slasso/ISlasso. This also explains why the error for Slasso/ISlasso is almost constant
with respect to the number of nonzero variables (since the hull has a constant size).

5. The C++/Matlab code used in the experiments may be downloaded from authors website.
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Figure 10: Experiments on the sequence: for the sample sizesn ∈ {250, 500, 1000}, we plot the
prediction error versus the proportion of nonzero variables in the hull of the generating
pattern. We display the results on two different columns since the models obtain very
heterogeneous performances (on the right column, the erroris in log scale). The points,
the lower and upper error bars on the curves respectively represent the median, the first
and third quartile, based on 50 random settings{J,w,X, ε}.
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Figure 11: Experiments on the grid: for the sample sizesn ∈ {250, 500, 1000}, we plot the pre-
diction error versus the proportion of nonzero variables inthe hull of the generating
pattern. We display the results on two different columns since the models obtain very
heterogeneous performances (on the right column, the erroris in log scale). The points,
the lower and upper error bars on the curves respectively represent the median, the first
and third quartile, based on 50 random settings{J,w,X, ε}. Two sets of groupsG are
considered, the rectangular groups with or without the±π/4-groups (denoted by(π/4)
in the legend). In addition, we have dropped for clarity the models that performed poorly
on the sequence.
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Active set algorithm. We finally focus on the active set algorithm (see Section 4) and com-
pare its time complexity to the SOCP solver when we are looking for a sparse structured tar-
get. More precisely, for a fixed level of sparsity|J| = 24 and a fixed number of observations
n = 3500, we analyze the complexity with respect to the number of variablesp that varies in
{100, 225, 400, 900, 1600, 2500}.

We consider the same experimental protocol as above except that we display the median CPU
time based only6 on 5 random settings{J,w,X, ε}.

We assume that we have a rough idea of the level of sparsity of the true vector and we set the
stopping criterions = 4|J| (see Algorithm 3), which is a rather conservative choice. Weshow on
Figure 12 that we considerably lower the computational costfor the same level of performance7.
As predicted by the complexity analysis of the active set algorithm (see the end of Section 4),
considering the set of rectangular groups with or without the ±π/4-groups results in the same
complexity (up to constant terms). We empirically obtain anaverage complextiy of≈ O(p2.13) for
the SOCP solver and of≈ O(p0.45) for the active set algorithm.

Not surprisingly, for small values ofp, the SOCP solver is faster than the active set algorithm,
since the latter has to check its optimality by computing necessary and sufficient conditions (see
Algorithm 3).
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Figure 12: Computational benefit of the active set algorithm: CPU time (in seconds) versus the
number of variablesp, displayed inlog-log scale. The points, the lower and upper error
bars on the curves respectively represent the median, the first and third quartile. Two
sets of groupsG are considered, the rectangular groups with or without the±π/4-groups
(denoted by(π/4) in the legend). Due to the computational burden, we could notobtain
the SOCP’s results forp = 2500.

6. Note that it already correponds to several hundreads of runs for both the SOCP and the active set algorithms since we
compute a 5-fold cross-validation for each regularizationparameter of the (approximate) regularization path.

7. We have not displayed this second figure that is just the superposition of the error curves for the SOCP and the active
set algorithms.
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7. Conclusion

We have shown how to incorporate prior knowledge on the form of nonzero patterns for linear
supervised learning. Our solution relies on a regularizingterm which linearly combinesℓ2-norms
of possibly overlapping groups of variables. Our frameworkbrings into play intersection-closed
families of nonzero patterns, such as all rectangles on a 2-dimensional grid. We have studied the
design of these groups, efficient algorithms and theoretical guarantees of the structured sparsity-
inducing method. Our experiments have shown to which extentour model leads to better prediction,
depending on the relevance of the prior information.

A natural extension to this work is to consider bootstrapping since this may improve theoretical
guarantees and results in better variable selection (Bach,2008a; Meinshausen and Bühlmann, 2008).
In order to deal with broader families of (non)zero patterns, it would be interesting to combine
our approach with recent work on structured sparsity: for instance, Baraniuk et al. (2008); Jacob
et al. (2009) consider union-closed collections of nonzeropatterns, He and Carin (2009) exploit
structure through a Bayesian prior while Huang et al. (2009)handle nonconvex penalties based on
information-theoretic criteria.

More generally, our regularization scheme could also be used for various learning tasks, as soon
as prior knowledge on the structure of the sparse representation is available, e.g., for multiple kernel
learning (Micchelli and Pontil, 2006), multi-task learning (Argyriou et al., 2008; Obozinski et al.,
2009) and sparse matrix factorization problems (Mairal et al., 2009; Jenatton et al., 2009).

Finally, although we have mostly explored in this paper the algorithmic and theoretical issues
related to these norms, this type of prior knowledge is of clear interest for the spatially and tempo-
rally structured data typical in bioinformatics, computervision and neuroscience applications (for
some applications, see Jenatton et al., 2009).

Appendix A. Proof of Theorem 1

We recall thatL(w) = 1
n

∑n
i=1 ℓ

(

yi, w
⊤xi

)

. For the square loss, the Hessian ofL is Q. SinceQ
is positive semidefinite,L is convex. In addition,w 7→ Ω(w) is convex and goes to infinite when
‖w‖2 goes to infinite, so that we can restrict the minimization problem to a compact set ofRp.
By Weierstrass’ theorem (Borwein and Lewis, 2006, Proposition 1.1.3), Eq. (5) admits a global
solution, that we will writewY to stress its dependence on the observed output vectorY . At this
stage of the proof, we have not proved yet the uniqueness of the solution.

Uniqueness:Let us suppose that Eq. (5) admits more than one solutions andlet denote byΘY

this convex set of solutions. We considerwY,1 = argmaxw∈ΘY |IY (w)|, the solution having the
largest nonzero pattern. We need to discuss two possible cases

a) IY (wY,1) =
⋃

w∈ΘY IY (w)

b) IY (wY,1) 6= ⋃w∈ΘY IY (w).

In the situation a), we can directly use the assumption on theinvertibility of QHull(IY (wY,1))Hull(IY (wY,1))

with any other solutionswY,2 inΘY . The strong convexity of the problem reduced toHull(IY (wY,1))
leads to the desired conclusion.

The previous argument cannot be reused immediately in the scenario b). We consider in-
steadwY,2 ∈ ΘY with |IY (wY,1)∪ IY (wY,2)| > |IY (wY,1)|. By convexity ofΘY , we can consider
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in turn the solutionwY,3 = β wY,2 + (1− β)wY,1. Forβ > 0 sufficiently small, we have

IY (wY,3) = IY (wY,1) ∪ IY (wY,2),

which contradicts the definition ofwY,1. Thus, b) is impossible and we have the uniqueness of the
solution.

Stability of the zero patterns:We now prove by contradiction that the zero patternZ(wY ) of wY

almost surely satisfiesZ(wY ) ∈ Z. Let us assume that

P(Z(wY ) /∈ Z) =
∑

K /∈Z

P(K = Z(wY )) > 0,

so that there existsI ⊂ {1, . . . , p} such thatIc /∈ Z with P(Z(wY ) = Ic) > 0. So, for a large
enough compactS, we haveP(A) > 0 with A = {Y ∈ S;Z(wY ) = Ic}.

We now show that this cannot be true by studying the behavior of wY around points inA.
Let GI = {G ∈ G : G ∩ I 6= ∅} be the set of active groups and we refer toHull(I) asJ . We
recall that the restrictionLJ of L is given byLJ(w) = L(w̃) wherew̃J = w andw̃Jc = 0 for all
w ∈ R|J |.

The optimality ofwY whenZ(wY ) = Ic ⊇ Jc implies

∇LJ(wY
J ) + rJ(wY

J ) = 0,

where we define the vectorrJ(wY
J ) ∈ R|J | as

rj(w
Y
J ) = wY

j





∑

G∈GI ,G∋j

(dG
j )2
∥

∥dG ◦ wY
∥

∥

−1

2



 , ∀j ∈ J.

Let vY ∈ R|J | be the solution off(v, Y ) = 0, with

f(v, Y ) = ∇LJ(v) + rJ(v).

Let ỹ ∈ A andf1, . . . , f|J | be the components off .

On a small enough ball around(wỹ
J , ỹ), f is continuously differentiable since none of the norms

vanishes atwỹ
J . LetHJJ be the matrix whosej-th row is(∇vfj)

⊤. The matrixHJJ is actually the
sum of

i) the Hessian ofLJ , i.e.,QJJ that we assumed positive definite, and

ii) the Hessian of the normΩ around(wỹ
J , ỹ) that is positive semidefinite on this small ball

according to the Hessian characterization of convexity (Borwein and Lewis, 2006, Theorem
3.1.11).

Consequently,HJJ is invertible. We can now apply the implicit function theorem to obtain that for
Y in a neighborhood of̃y,

vY = ψ(Y ),

with ψ = (ψ1, . . . , ψ|J |)
⊤ a continuously differentiable function satisfying the matricial relation

(. . . ,∇ψj , . . . )HJJ + (. . . ,∇yfj, . . . ) = 0.
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Since we supposed thatIc /∈ Z, we can consider a fixedα ∈ Ic ∩ J .
Let Cα denote theα-th column ofH−1

JJ andXJ ∈ Rn×|J | be the matrix whose(i, j)−element
is thej-th component ofxi. Sincen(. . . ,∇yfj, . . . ) = −XJ , we have

n∇ψα = XJCα.

AsXJ has full rank andCα 6= 0, we have in turn∇ψα 6= 0.
Without loss of generality, we may assume that∂ψα/∂y1 6= 0 on a neighborhood of̃y. We

can apply again the implicit function theorem to show that ona neighborhood of̃y the solution to
ψα(Y ) = 0 can be writteny1 = ϕ(y2, . . . , yn) with ϕ a continuously differentiable function.

By Fubini’s theorem and by using the fact that the Lebesgue measure of a singleton inRn equals
zero, we have shown that there existsδỹ > 0 such thatP(Y ∈ B(ỹ, δỹ) ∩A) = 0, whereB(u, ρ) is
the open ball inRn centered atu and of radiusρ.

Now we haveP(A) = sup{P(F );F closed, F ⊂ A}. For F closed inA ⊂ S, F is com-
pact. Besides it can be written asF = ∪ỹ∈F{B(ỹ, δỹ) ∩ F}. By compacity ofF , there exists
a sequence(um)m∈N of elements inF such thatF = ∪m∈N{B(um, δum) ∩ F}. So we have
P(F ) ≤∑m∈N

P{B(um, δum)∩F} = 0, henceP(A) = 0. This concludes the proof by contradic-
tion.

Appendix B. Proof of the minimality of the Backward procedure (see Algorithm 2)

There are essentially two points to show:

• G spansZ.

• G is minimal.

The first point can be shown by a proof by recurrence on the depth of the DAG. At stept, the base
G(t) verifies{⋃G∈G′ G, ∀G′ ⊆ G(t)} = {G ∈ Z, |G| 6 t} because an elementG ∈ Z is either the
union of itself or the union of elements strictly smaller. The initializationt = minG∈Z |G| is easily
verified, the leafs of the DAG being necessarily inG.

As for the second point, we proceed by contradiction. If there exists another baseG∗ that spans
Z such thatG∗ ⊂ G, then

∃ e ∈ G, e /∈ G∗.
By definition of the setZ, there exists in turnG′ ⊆ G∗, G′ 6= {e} (otherwise,e would belong to
G∗), verifying e =

⋃

G∈G′ G, which is impossible by construction ofG whose members cannot be
the union of elements ofZ.

Appendix C. Proof of Proposition 2

The proposition comes from a classic result of Fenchel Duality (Borwein and Lewis, 2006, Theorem
3.3.5 and Exercise 3.3.9) when we consider the convex function

hJ : wJ 7→
λ

2
[ΩJ(wJ )]2 ,

whose Fenchel conjugateh∗J is given byκJ 7→ 1
2λ [Ω∗

J(κJ )]2 (Boyd and Vandenberghe, 2004,
example 3.27). Since the set

{wJ ∈ R|J |; hJ (wJ) <∞} ∩ {wJ ∈ R|J |; LJ(wJ ) <∞ andLJ is continuous atwJ}
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is not empty, we get the first part of the proposition. Moreover, the primal-dual variables{wJ , κJ}
is optimal if and only if

{

−κJ ∈ ∂LJ(wJ ),

κJ ∈ ∂[λ2 [ΩJ(wJ)]2] = λΩJ(wJ )∂ΩJ(wJ),

where∂ΩJ(wJ) denotes the subdifferential ofΩJ at wJ . The differentiability ofLJ at wJ then
gives∂LJ(wJ) = {∇LJ(wJ)}. It now remains to show that

κJ ∈ λΩJ(wJ )∂ΩJ(wJ) (9)

is equivalent to

w⊤
J κJ =

1

λ
[Ω∗

J(κJ)]2 = λ [ΩJ(wJ)]2 . (10)

As a starting point, the Fenchel-Young inequality (Borweinand Lewis, 2006, Proposition 3.3.4)
gives the equivalence between Eq. (9) and

λ

2
[ΩJ(wJ )]2 +

1

2λ
[Ω∗

J(κJ )]2 = w⊤
J κJ . (11)

In addition, we have (Rockafellar, 1970)

∂ΩJ(wJ ) = {uJ ∈ R|J |;u⊤J wJ = ΩJ(wJ) and Ω∗
J(uJ ) ≤ 1}. (12)

Thus, ifκJ ∈ λΩJ(wJ )∂ΩJ(wJ) thenw⊤
J κJ = λ [ΩJ(wJ )]2 . Combined with Eq. (11), we obtain

w⊤
J κJ = 1

λ [Ω∗
J(κJ )]2 .

Reciprocally, starting from Eq. (10), we notably have

w⊤
J κJ = λ [ΩJ(wJ)]2 .

In light of Eq. (12), it suffices to check thatΩ∗
J(κJ) ≤ λΩJ(wJ ) in order to have Eq. (9). Combining

Eq. (10) with the definition of the dual norm, it comes

1

λ
[Ω∗

J(κJ )]2 = w⊤
J κJ ≤ Ω∗

J(κJ )ΩJ(wJ),

which concludes the proof of the equivalence between Eq. (9)and Eq. (10).

Appendix D. Proofs of Propositions 3 and 4

In order to check that the reduced solutionwJ is optimal for the full problem in Eq. (6), we complete
with zeros onJc to definew, computeκ = −∇L(w), which is such thatκJ = −∇LJ(wJ), and
get a duality gap for the full problem equal to

1

2λ

(

[Ω∗(κ)]2 − λw⊤
J κJ

)

.

By designing upper and lower bounds forΩ∗(κ), we get sufficient and necessary conditions.
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D.1 Proof of Proposition 3

Let us suppose thatw∗ =
(w∗

J
0Jc

)

is optimal for the full problem in Eq. (6). Following the same
derivation as in Lemma 12 (up to the squaring of the regularizationΩ), we have thatw∗ is a solution
of Eq. (6) if and only if for allu ∈ Rp,

u⊤∇L(w∗) + λΩ(w∗)(u⊤J rJ + (Ωc
J)[uJc ]) ≥ 0,

with

r =
∑

G∈GJ

dG ◦ dG ◦ w∗

‖dG ◦ w∗‖2
.

We project the optimality condition onto the variables thatcan possibly enter the active set, i.e., the
variables inΠP(J). Thus, for eachK ∈ ΠP(J), we have for alluK\J ∈ R|K\J |,

u⊤K\J∇L(w∗)K\J + λΩ(w∗)
∑

G∈GK\J∩(GJ )c

∥

∥

∥
dG

K\J ◦ uG∩K\J

∥

∥

∥

2
≥ 0.

By combining Lemma 11 and the fact thatGK\J ∩ (GJ)c = GK\GJ , we have for allG ∈ GK\GJ ,
K\J ⊆ G and thereforeuG∩K\J = uK\J . Since we cannot compute the dual norm ofuK\J 7→
‖dG

K\J ◦ uK\J‖2 in closed-form, we instead use the following upperbound

∥

∥

∥
dG

K\J ◦ uK\J

∥

∥

∥

2
≤ ‖dG

K\J‖∞
∥

∥uK\J

∥

∥

2
,

so that we get for alluK\J ∈ R|K\J |,

u⊤K\J∇L(w∗)K\J + λΩ(w∗)
∑

G∈GK\GJ

‖dG

K\J‖∞
∥

∥uK\J

∥

∥

2
≥ 0.

Finally, Proposition 2 givesλΩ(w∗) =
{

− λw∗⊤∇L(w∗)
} 1

2 , which leads to the desired result.

D.2 Proof of Proposition 4

The goal of the proof is to upper bound the dual normΩ∗(κ) by taking advantage of the structure
of G; we first show how we can upper boundΩ∗(κ) by (Ωc

J)∗[κJc ]. We indeed have:

Ω∗(κ) = max
P

G∈GJ
‖dG◦v‖2+

P

G∈(GJ )c‖d
G◦v‖261

v⊤κ

6 max
P

G∈GJ
‖dG

J ◦vJ‖2+
P

G∈(GJ )c‖d
G◦v‖261

v⊤κ

= max
ΩJ (vJ )+(Ωc

J )(vJc )61
v⊤κ

= max {Ω∗
J(κJ ), (Ωc

J )∗[κJc ]} ,

where in the last line, we use Lemma 13. Thus the duality gap isless than

1

2λ

(

[Ω∗(κ)]2 − [Ω∗
J(κJ )]2

)

≤ 1

2λ
max{0, [(Ωc

J)∗[κJc ]]2 − [Ω∗
J(κJ)]2},
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and a sufficient condition for the duality gap to be smaller thanε is

(Ωc
J)∗[κJc ] ≤ (2λε + [Ω∗

J(κJ)]2)
1
2 .

Using Proposition 2, we have−λw⊤∇L(w) = [Ω∗
J(κJ)]2 and we get the right-hand side of Propo-

sition 4. It now remains to upper bound(Ωc
J)∗[κJc ]. To this end, we call upon Lemma 9 to obtain:

(Ωc
J)∗[κJc ] ≤ max

G∈(GJ )c







∑

j∈G

{

κj
∑

H∈j,H∈(GJ )cdH
j

}2






1
2

.

Among all groupsG ∈ (GJ )c, the ones with the maximum values are the largest ones, i.e.,those in
the fringe groupsFJ = {G ∈ (GJ)c ; ∄G′ ∈ (GJ)c, G ⊆ G′}. This argument leads to the result of
Proposition 4.

Appendix E. Proof of Theorem 5

Necessary condition:We mostly follow the proof of Bach (2008b); Zou (2006). Letŵ ∈ Rp be the
unique solution of

min
w∈Rp

L(w) + µΩ(w) = min
w∈Rp

F (w).

The quantity∆̂ = (ŵ −w)/µ is the minimizer ofF̃ defined as

F̃ (∆) =
1

2
∆⊤Q∆− µ−1q⊤∆ + µ−1 [Ω(w + µ∆)− Ω(w)] ,

whereq = 1
n

∑n
i=1 εixi. The random variableµ−1q⊤∆ is a centered Gaussian with variance

√

∆⊤Q∆/(nµ2). SinceQ→ Q, we obtain that for all∆ ∈ Rp,

µ−1q⊤∆ = op(1).

Sinceµ→ 0, we also have by taking the directional derivative ofΩ atw in the direction of∆

µ−1 [Ω(w + µ∆)− Ω(w)] = r⊤J ∆J + Ωc
J(∆Jc) + o(1),

so that for all∆ ∈ Rp

F̃ (∆) = ∆⊤Q∆ + r⊤J ∆J + Ωc
J(∆Jc) + op(1) = F̃lim(∆) + op(1).

The limiting functionF̃lim being stricly convex (becauseQ ≻ 0) andF̃ being convex, we have that
the minimizer∆̂ of F̃ tends in probability to the unique minimizer of̃Flim (Fu and Knight, 2000)
referred to as∆∗.

By assumption, with probability tending to one, we haveJ = {j ∈ {1, . . . , p}, ŵj 6= 0}, hence
for anyj ∈ Jc µ∆̂j = (ŵ−w)j = 0. This implies that the nonrandom vector∆∗ verifies∆∗

Jc = 0.
As a consequence,∆∗

J
minimizes∆⊤

J
QJJ∆J + r⊤

J
∆J, hencerJ = −QJJ∆∗

J
. Besides, since

∆∗ is the minimizer ofF̃lim , by taking the directional derivatives as in the proof of Lemma 12, we
have

(Ωc
J)∗[QJcJ∆∗

J] ≤ 1.
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This gives the necessary condition.

Sufficient condition:We turn to the sufficient condition. We first consider the problem reduced
to the hullJ,

min
w∈R|J|

LJ(wJ) + µΩJ(wJ).

that is strongly convex sinceQJJ is positive definite and thus admits a unique solutionŵJ. With
similar arguments as the ones used in the necessary condition, we can show that̂wJ tends in proba-
bility to the true vectorwJ. We now consider the vector̂w ∈ Rp which is the vector̂wJ padded with
zeros onJc. Since, from Theorem 1, we almost surely haveHull({j ∈ {1, . . . , p}, ŵj 6= 0}) =
{j ∈ {1, . . . , p}, ŵj 6= 0}, we have already that the vectorŵ consistently estimates the hull ofw

and we have that̂w tends in probability tow. From now on, we consider that̂w is sufficiently close
to w, so that for anyG ∈ GJ, ‖dG ◦ ŵ‖2 6= 0. We may thus introduce

r̂ =
∑

G∈GJ

dG ◦ dG ◦ ŵ
‖dG ◦ ŵ‖2

.

It remains to show that̂w is indeed optimal for the full problem (that admits a unique solution due
to the positiveness ofQ). By construction, the optimality condition (see Lemma 12)relative to the
active variablesJ is already verified. More precisely, we have

∇L(ŵ)J + µ r̂J = QJJ(ŵJ −wJ)− qJ + µ r̂J = 0.

Moreover, for alluJc ∈ R|Jc|, by using the previous expression and the invertibily ofQ, we have

u⊤Jc∇L(ŵ)Jc = u⊤Jc

{

−µQJcJQ
−1
JJ
r̂J +QJcJQ

−1
JJ
qJ − qJc

}

.

The terms related to the noise vanish, having actuallyq = op(1). SinceQ → Q andr̂J → rJ, we
get for alluJc ∈ R|Jc|

u⊤Jc∇L(ŵ)Jc = −µu⊤Jc

{

QJcJQ
−1
JJ

rJ

}

+ op(µ).

Since we assume(Ωc
J
)∗[QJcJQ

−1
JJ

rJ] < 1, we obtain

−u⊤Jc∇L(ŵ)Jc < µ(Ωc
J)[uJc ] + op(µ),

which proves the optimality condition of Lemma 12 relative to the inactive variables:̂w is therefore
optimal for the full problem.

Appendix F. Proof of Theorem 6

Since our analysis takes place in a finite-dimensional space, all the norms defined on this space are
equivalent. Therefore, we introduce the equivalence parametersa(J), A(J) > 0 such that

∀u ∈ R|J|, a(J) ‖u‖1 ≤ ΩJ[u] ≤ A(J) ‖u‖1 .
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We similarly definea(Jc), A(Jc) > 0 for the norm(Ωc
J
) on R|Jc|. In addition, we immediatly get

by order-reversing:

∀u ∈ R|J|, A(J)−1 ‖u‖∞ ≤ (ΩJ)∗[u] ≤ a(J)−1 ‖u‖∞ .

For any matrixΓ, we also introduce the operator norm‖Γ‖m,s defined as

‖Γ‖m,s = sup
‖u‖s≤1

‖Γu‖m.

Moreover, our proof will rely on the control of theexpected dual norm for isonormal vectors:
E [(Ωc

J
)∗(W )] with W a centered Gaussian random variable with unit covariance matrix. In the

case of the Lasso, it is of order(log p)1/2.
Following Bach (2008b) and Nardi and Rinaldo (2008), we consider the reduced problem onJ,

min
w∈Rp

LJ(wJ) + µΩJ(wJ)

with solutionŵJ, which can be extended toJc with zeros. From optimality conditions (see Lemma
12), we know that

Ω∗
J[QJJ(ŵJ −wJ)− qJ] 6 µ, (13)

where the vectorq ∈ Rp is defined asq = 1
n

∑n
i=1 εixi. We denote byν = min{|wj|; wj 6= 0}

the smallest nonzero components ofw. We first prove that we must have with high probability
‖ŵG‖∞ > 0 for all G ∈ GJ, proving that the hull of the active set of̂wJ is exactlyJ (i.e., no active
group is missing).

We have

‖ŵJ −wJ‖∞ 6 ‖Q−1
JJ
‖∞,∞ ‖QJJ(ŵJ −wJ)‖∞

6 |J|1/2κ−1 (‖QJJ(ŵJ −wJ)− qJ‖∞ + ‖qJ‖∞) ,

hence from (13) and the definition ofA(J),

‖ŵJ −wJ‖∞ ≤ |J|1/2κ−1 (µA(J) + ‖qJ‖∞) . (14)

Thus, if we assumeµ 6 κν
3|J|1/2A(J)

and

‖qJ‖∞ 6
κν

3|J|1/2
, (15)

we get
‖ŵJ −wJ‖∞ 6 2ν/3, (16)

so that for allG ∈ GJ, ‖ŵG‖∞ > ν
3 , hence the hull is indeed selected.

This also ensures that̂wJ satisfies the equation (see Lemma 12)

QJJ (ŵJ −wJ)− qJ + µr̂J = 0, (17)

where

r̂ =
∑

G∈GJ

dG ◦ dG ◦ ŵ
‖dG ◦ ŵ‖2

.
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We now prove that thêw padded with zeros onJc is indeed optimal for the full problem with
high probability. According to Lemma 12, since we have already proved (17), it suffices to show
that

(Ωc
J)∗[∇L(ŵ)Jc ] ≤ µ.

DefiningqJc|J = qJc −QJcJQ
−1
JJ
qJ, we can write the gradient ofL onJc as

∇L(ŵ)Jc = −qJc|J − µQJcJQ
−1
JJ
r̂J = −qJc|J − µQJcJQ

−1
JJ

(r̂J − rJ)− µQJcJQ
−1
JJ

rJ,

which leads us to control the differencer̂J − rJ. Using Lemma 10, we get

‖r̂J − rJ‖1 6 ‖ŵJ −wJ‖∞





∑

G∈GJ

‖dG
J
‖22

‖dG ◦ w‖2
+
∑

G∈GJ

‖dG ◦ dG ◦ w‖21
‖dG ◦ w‖32



 ,

wherew = t0ŵ + (1− t0)w for somet0 ∈ (0, 1).
Let J = {k ∈ J : wk 6= 0} and letϕ be defined as

ϕ = sup
u∈Rp:J⊂{k∈J:uk 6=0}⊂J

G∈GJ

‖dG ◦ dG ◦ u‖1
‖dG

J
◦ dG

J
◦ u

J
‖1

> 1.

The termϕ basically measures how closeJ andJ are, i.e., how relevant the prior encoded byG
about the hullJ is. By using (16), we have

‖dG ◦ w‖22 >
∥

∥dG

J
◦ w

J

∥

∥

2

2
> ‖dG

J
◦ dG

J
◦ w

J
‖1
ν

3
> ‖dG ◦ dG ◦ w‖1

ν

3ϕ
,

‖dG ◦ w‖2 > ‖dG

J
◦ w

J
‖2 > ‖dG

J
‖2
ν

3
> ‖dG

J‖2
ν

3
√
ϕ

and

‖w‖∞ 6
5

3
‖w‖∞ .

Therefore we have

‖r̂J − rJ‖1 6 ‖ŵJ −wJ‖∞
∑

G∈GJ

(

‖dG
J
‖22

‖dG ◦ w‖2
+

5ϕ

ν

‖w‖∞ ‖dG
J
◦ dG

J
‖1

‖dG ◦ w‖2

)

6
3
√
ϕ ‖ŵJ −wJ‖∞

ν

(

1 +
5ϕ‖w‖∞

ν

)

∑

G∈GJ

‖dG
J‖2 .

Introducingα = 18ϕ3/2‖w‖∞
ν2

∑

G∈GJ
‖dG

J
‖2 , we thus have proved

‖r̂J − rJ‖1 ≤ α ‖ŵJ −wJ‖∞ . (18)

By writing the Schur complement ofQ on the block matricesQJcJc andQJJ, the positive-
ness ofQ implies that the diagonal termsdiag(QJcJQ

−1
JJ
QJJc) are less than one, which results in
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‖QJcJQ
−1/2
JJ
‖∞,2 6 1. We then have

∥

∥QJcJQ
−1
JJ

(r̂J − rJ)
∥

∥

∞
=

∥

∥

∥
QJcJQ

−1/2
JJ

Q
−1/2
JJ

(r̂J − rJ)
∥

∥

∥

∞
(19)

6 ‖QJcJQ
−1/2
JJ
‖∞,2‖Q−1/2

JJ
‖2 ‖r̂J − rJ‖2 (20)

6 κ−1/2 ‖r̂J − rJ‖1 (21)

6 κ−3/2α|J|1/2 (µA(J) + ‖qJ‖∞) , (22)

where the last line comes from Eq. (14) and (18). We get

(Ωc
J)∗[QJcJQ

−1
JJ

(r̂J − rJ)] 6
α|J|1/2

κ3/2a(Jc)
(µA(J) + ‖qJ‖∞) .

Thus, if the following inequalities are verified

α|J|1/2A(J)

κ3/2a(Jc)
µ 6

τ

4
, (23)

α|J|1/2

κ3/2a(Jc)
‖qJ‖∞ 6

τ

4
, (24)

(Ωc
J)∗[qJc|J] 6

µτ

2
, (25)

we obtain

(Ωc
J)∗[∇L(ŵ)Jc ] 6 (Ωc

J)∗[−qJc|J − µQJcJQ
−1
JJ

rJ]

6 (Ωc
J)∗[−qJc|J] + µ(1− τ) + µτ/2 6 µ,

i.e.,J is exactly selected.
Combined with earlier constraints, this leads to the first part of the desired proposition.
We now need to make sure that the conditions (15), (24) and (25) hold with high probability.

To this end, we upperbound, using Gaussian concentration inequalities, two tail-probabilities. First,
qJc|J is a centered Gaussian random vector with covariance matrix

E
[

qJc|Jq
⊤
Jc|J

]

= E
[

qJcq⊤Jc − qJcq⊤JQ
−1
JJ
QJJc −QJcJQ

−1
JJ
qJq

⊤
Jc +QJcJQ

−1
JJ
qJq

⊤
JQ

−1
JJ
QJJc

]

=
σ2

n
QJcJc|J,

whereQJcJc|J = QJcJc − QJcJQ
−1
JJ
QJJc . In particular,(Ωc

J
)∗[qJc|J] has the same distribution as

ψ(W ), with ψ : u 7→ (Ωc
J
)∗(σn−1/2Q

1/2
JcJc|Ju) andW a centered Gaussian random variable with

unit covariance matrix.
Since for anyu we haveu⊤QJcJc|Ju 6 u⊤QJcJcu 6

∥

∥Q1/2
∥

∥

2

2
‖u‖22, by using Sudakov-

Fernique inequality (Adler, 1990, Theorem 2.9), we get:

E[(Ωc
J)∗[qJc|J] = E sup

Ωc
J
(u)61

u⊤qJc|J 6 σn−1/2‖Q‖1/2
2 E sup

Ωc
J
(u)61

u⊤W

6 σn−1/2‖Q‖1/2
2 E[(Ωc

J)∗(W )].
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In addition, we have

|ψ(u) − ψ(v)| ≤ ψ(u− v) ≤ σn−1/2a(Jc)−1
∥

∥

∥
Q

1/2
JcJc|J(u− v)

∥

∥

∥

∞
.

On the other hand, sinceQ has unit diagonal andQJcJQ
−1
JJ
QJJc has diagonal terms less than one,

QJcJc|J also has diagonal terms less than one, which implies that‖Q1/2
JcJc|J‖∞,2 ≤ 1. Henceψ is a

Lipschitz function with Lipschitz constant upper bounded by σn−1/2a(Jc)−1. Thus by concentra-
tion of Lipschitz functions of multivariate standard random variables (Massart, 2003, Theorem 3.4),
we have fort > 0:

P
[

(Ωc
J)∗[qJc|J]> t+σn−1/2‖Q‖1/2

2 E [(Ωc
J)∗(W )]

]

6 exp

(

−nt
2a(Jc)2

2σ2

)

.

Applied for t = µτ/2 > 2σn−1/2‖Q‖1/2
2 E [(Ωc

J
)∗(W )], we get (because(u − 1)2 > u2/4 for

u > 2):

P
[

(Ωc
J)∗[qJc|J]> t

]

6 exp

(

−nµ
2τ2a(Jc)2

32σ2

)

.

It finally remains to control the termP(‖qJ‖∞ > ξ), with

ξ =
κν

3
min

{

1,
3τκ1/2a(Jc)

4αν

}

.

We can apply classical inequalities for standard random variables (Massart, 2003, Theorem 3.4) that
directly lead to

P(‖qJ‖∞ > ξ) 6 2|J| exp

(

−nξ
2

2σ2

)

.

To conclude, Theorem 6 holds with

C1(G,J) =
a(Jc)2

16
, (26)

C2(G,J) =

(

κν

3
min

{

1,
τκ1/2a(Jc)ν

24ϕ3/2‖w‖∞
∑

G∈GJ

∥

∥dG
J

∥

∥

2

})2

, (27)

C3(G,J) = 4‖Q‖1/2
2 E [(Ωc

J)∗(W )] , (28)

and

C4(G,J) =
κν

3A(J)
min

{

1,
τκ1/2a(Jc)ν

24ϕ3/2 ‖w‖∞
∑

G∈GJ

∥

∥dG
J

∥

∥

2

}

,

where we recall the definitions:W a centered Gaussian random variable with unit covariance ma-
trix, J = {j ∈ J : wj 6= 0}, ν = min{|wj |; j ∈ J},

ϕ = sup
u∈Rp:J⊂{k∈J:uk 6=0}⊂J

G∈GJ

‖dG ◦ dG ◦ u‖1
‖dG

J
◦ dG

J
◦ u

J
‖1
,

κ = λmin(QJJ) > 0 andτ > 0 such that(Ωc
J
)∗[QJcJQ

−1
JJ

r] < 1− τ .
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Appendix G. A first order approach to solve Eq. (2) and Eq. (6)

Both regularized minimization problems Eq. (2) and Eq. (6) (that just differ in the squaring ofΩ)
can be solved by using generic toolboxes for second-order cone programming (SOCP) (Boyd and
Vandenberghe, 2004). We propose here a first order approach that takes up ideas from Bach (2008b);
Micchelli and Pontil (2006) and that is based on the following variational equalities: forx ∈ Rp,
we have

‖x‖21 = min
z∈R

p
+,

Pp
j=1zj≤1

p
∑

j=1

x2
j

zj
,

whose minimum is uniquely attained forzj = |xj |/ ‖x‖1. Similarly, we have

2 ‖x‖1 = min
z∈R

p
+

p
∑

j=1

x2
j

zj
+ ‖z‖1 ,

whose minimun is uniquely obtained forzj = |xj |. Thus, we can equivalently rewrite Eq. (2) as

min
w∈R

p,

(ηG)G∈G∈R
|G|
+

1

n

n
∑

i=1

ℓ
(

yi, w
⊤xi

)

+
µ

2

p
∑

j=1

w2
j ζ

−1
j +

µ

2
‖(ηG)G∈G‖1 , (29)

with ζj = (
∑

G∋j(d
G
j )2(ηG)−1)−1. In the same vein, Eq. (6) is equivalent to

min
w∈Rp,

(ηG)G∈G∈R
|G|
+ ,

P

G∈G ηG≤1

1

n

n
∑

i=1

ℓ
(

yi, w
⊤xi

)

+
λ

2

p
∑

j=1

w2
j ζ

−1
j , (30)

where ζj is defined as above. The reformulations Eq. (29) and Eq. (30) are jointly convex in
{w, (ηG)G∈G}, which allows a simple alternating optimization scheme betweenw (for instance,
w can be computed in closed-form when the square loss is used) and (ηG)G∈G (whose optimal
value is always a closed-form solution).

Unlike SOCP methods, this first order approach is computationally appealing since it allows
warm-restart, which can dramatically speed up the computation over regularization paths.

Appendix H. Technical lemmas

In this last section of the appendix, we give several technical lemmas. We considerI ⊆ {1, . . . , p}
andGI = {G ∈ G; G∩ I 6= ∅} ⊆ G, i.e., the set of active groups when the variablesI are selected.

We begin with a dual formulation ofΩ∗ obtained by conic duality (Boyd and Vandenberghe,
2004):

Lemma 7 LetuI ∈ R|I|. We have

(ΩI)
∗[uI ] = min

(ξG
I )G∈GI

max
G∈GI

‖ξG
I ‖2

s.t. uj +
∑

G∈GI ,G∋j

dG
j ξ

G
j = 0 and ξG

j = 0 if j /∈ G.
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Proof By definiton of(ΩI)
∗[uI ], we have

(ΩI)
∗[uI ] = max

ΩI (vI )≤1
u⊤I vI .

By introducing the primal variables(αG)G∈GI
∈ R|GI |, we can rewrite the previous maximization

problem as

(ΩI)
∗[uI ] = max

P

G∈GI
αG≤1

u⊤I vI , s.t. ∀ G ∈ GI , ‖dG
I ◦ uG∩I‖2 ≤ αG,

which is a second-order cone program (SOCP) with|GI | second-order cone constraints. This primal
problem is convex and satisfies Slater’s conditions for generalized conic inequalities, which implies
that strong duality holds (Boyd and Vandenberghe, 2004). Wenow consider the LagrangianL
defined as

L(vI , αG, γ, τG, ξ
G
I ) = u⊤I vI + γ(1−

∑

G∈GI

αG) +
∑

G∈GI

(

αG

dG
I ◦ uG∩I

)⊤(τG
ξG
I

)

,

with the dual variables{γ, (τG)G∈GI
, (ξG

I )G∈GI
} ∈ R+×R|GI |×R|I|×|GI| such that for allG ∈ GI ,

ξG
j = 0 if j /∈ G and‖ξG

I ‖2 ≤ τG. The dual function is obtained by taking the derivatives ofL
with respect to the primal variablesvI and(αG)G∈GI

and equating them to zero, which leads to

∀j ∈ I, uj +
∑

G∈GI ,G∋j d
G
j ξ

G
j = 0

∀G ∈ GI , γ − τG = 0.

After simplifying the Lagrangian, the dual problem then reduces to

min
γ,(ξG

I )G∈GI

γ s.t.

{

∀j ∈ I, uj +
∑

G∈GI ,G∋j d
G
j ξ

G
j = 0 and ξG

j = 0 if j /∈ G,
∀G ∈ GI , ‖ξG

I ‖2 ≤ γ,

which is equivalent to the displayed result.

Since we cannot compute in closed-form the solution of the previous optimization problem, we
focus on a differentbut closely relatedproblem, i.e., when we replace the objectivemaxG∈GI

‖ξG
I ‖2

by maxG∈GI
‖ξG

I ‖∞, to obtain ameaningfulfeasible point:

Lemma 8 LetuI ∈ R|I|. The following problem

min(ξG
I )G∈GI

max
G∈GI

‖ξG
I ‖∞

s.t. uj +
∑

G∈GI ,G∋j

dG
j ξ

G
j = 0 and ξG

j = 0 if j /∈ G,

is minimized for(ξG
j )∗ = − uj

∑

H∈j,H∈GI
dH

j

.
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Proof We proceed by contradiction. Let us assume there exists(ξG
I )G∈GI

such that

max
G∈GI

‖ξG
I ‖∞ < max

G∈GI

‖(ξG
I )∗‖∞

= max
G∈GI

max
j∈G

|uj |
∑

H∈j,H∈GI
dH

j

=
|uj0 |

∑

H∈j0,H∈GI
dH

j0

,

where we denote byj0 an argmax of the latter maximization. We notably have for allG ∋ j0:

|ξG
j0| <

|uj0|
∑

H∈j0,H∈GI
dH

j0

.

By multiplying both sides bydG
j0

and by summing overG ∋ j0, we get

|uj0| = |
∑

G∈GI ,G∋j0

dG
j0ξ

G
j0| ≤

∑

G∋j0

dG
j0 |ξG

j0| < |uj0 |,

which leads to a contradiction.

We now give an upperbound onΩ∗ based on Lemma 7 and Lemma 8:

Lemma 9 LetuI ∈ R|I|. We have

(ΩI)
∗[uI ] ≤ max

G∈GI







∑

j∈G

{

uj
∑

H∈j,H∈GI
dH

j

}2






1
2

.

Proof We simply plug the minimizer obtained in Lemma 8 into the problem of Lemma 7.

We now derive a lemma to control the difference of the gradient of ΩJ evaluated in two points:

Lemma 10 LetuJ , vJ be two nonzero vectors inR|J |. Let us consider the mappingwJ 7→ r(wJ) =
∑

G∈GJ

dG
J ◦dG

J ◦wJ

‖dG
J ◦wJ‖2

∈ R|J |. There existszJ = t0uJ + (1− t0)vJ for somet0 ∈ (0, 1) such that

‖r(uJ)− r(vJ)‖1 6 ‖uJ − vJ‖∞





∑

G∈GJ

‖dG
J‖22

∥

∥dG
J ◦ zJ

∥

∥

2

+
∑

G∈GJ

‖dG
J ◦ dG

J ◦ zJ‖21
∥

∥dG
J ◦ zJ

∥

∥

3

2



 .

Proof For j, k ∈ J , we have

∂rj
∂wk

(wJ ) =
∑

G∈GJ

(dG
j )2

∥

∥dG
J ◦ wJ

∥

∥

2

Ij=k −
∑

G∈GJ

(dG
j )2wj

∥

∥dG
J ◦ wJ

∥

∥

3

2

(dG
k )2wk,
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with Ij=k = 1 if j = k and0 otherwise. We then considert ∈ [0, 1] 7→ hj(t) = rj(tuJ +(1−t)vJ ).
The mappinghj being continuously differentiable, we can apply the mean-value theorem: there
existst0 ∈ (0, 1) such that

hj(1)− hj(0) =
∂hj(t)

∂t
(t0).

We then have

|rj(uJ)− rj(vJ )| 6
∑

k∈J

∣

∣

∣

∣

∂rj
∂wk

(z)

∣

∣

∣

∣

|uk − vk|

6 ‖uJ − vJ‖∞





∑

G∈GJ

(dG
j )2

∥

∥dG
J ◦ zJ

∥

∥

2

+
∑

k∈J

∑

G∈GJ

(dG
j )2|zj |

∥

∥dG
J ◦ zJ

∥

∥

3

2

(dG
k )2|zk|



 ,

which leads to

‖r(uJ)− r(vJ)‖1 6 ‖uJ − vJ‖∞





∑

G∈GJ

‖dG
J‖22

∥

∥dG
J ◦ zJ

∥

∥

2

+
∑

G∈GJ

‖dG
J ◦ dG

J ◦ zJ‖21
∥

∥dG
J ◦ zJ

∥

∥

3

2



 .

Given an active setJ ⊆ {1, . . . , p} and a direct parentK ∈ ΠP(J) of J in the DAG of nonzero
patterns, we have the following result:

Lemma 11 For all G ∈ GK\GJ , we have

K\J ⊆ G

Proof We proceed by contradiction. We assume there existsG0 ∈ GK\GJ such thatK\J * G0.
Given thatK ∈ P, there existsG′ ⊆ G verifying K =

⋂

G∈G′ Gc. Note thatG0 /∈ G′ since by
definitionG0 ∩K 6= ∅.

We can now build the patterñK =
⋂

G∈G′∪{G0}
Gc = K ∩ Gc

0 that belongs toP. Moreover,

K̃ = K ∩Gc
0 ⊂ K since we assumedGc

0 ∩K 6= ∅. In addition, we have thatJ ⊂ K andJ ⊂ Gc
0

becauseK ∈ ΠP(J) andG0 ∈ GK\GJ . This results in

J ⊂ K̃ ⊂ K,

which is impossible by definition ofK.

We give below an important Lemma to characterize the solutions of (2).

Lemma 12 The vectorŵ ∈ Rp is a solution of

min
w∈Rp

L(w) + µΩ(w)

if and only if
{

∇L(ŵ)Ĵ + µ r̂Ĵ = 0

(Ωc
Ĵ
)∗[∇L(ŵ)Ĵc ] ≤ µ,
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with Ĵ the hull of{j ∈ {1, . . . , p}, ŵj 6= 0} and the vector̂r ∈ Rp defined as

r̂ =
∑

G∈G
Ĵ

dG ◦ dG ◦ ŵ
‖dG ◦ ŵ‖2

.

In addition, the solution̂w satisfies

Ω∗[∇L(ŵ)] ≤ µ.

Proof The problem

min
w∈Rp

L(w) + µΩ(w) = min
w∈Rp

F (w)

being convex, the directional derivative optimality condition are necessary and sufficient (Borwein
and Lewis, 2006, Propositions 2.1.1-2.1.2). Therefore, the vectorŵ is a solution of the previous
problem if and only if for all directionsu ∈ Rp, we have

lim
ε→0
ε>0

F (ŵ + εu)− F (ŵ)

ε
≥ 0.

Some algebra leads to the following equivalent formulation

∀u ∈ Rp, u⊤∇L(ŵ) + µu⊤
Ĵ
r̂Ĵ + µ (Ωc

Ĵ
)[uĴc ] ≥ 0. (31)

The first part of the lemma then comes from the projections onĴ andĴc.
An application of the Cauchy-Schwartz inequality onu⊤

Ĵ
r̂Ĵ gives for allu ∈ Rp

u⊤
Ĵ
r̂Ĵ ≤ (ΩĴ)[uĴ ].

Combined with the equation (31), we get

∀u ∈ Rp, u⊤∇L(ŵ) + µΩ(u) ≥ 0,

hence the second part of the lemma.

We end up with a lemma regarding the dual norm of the sum of twodisjoint norms (see Rock-
afellar, 1970):

Lemma 13 LetA andB be a partition of{1, . . . , p}, i.e.,A ∩ B = ∅ andA ∪ B = {1, . . . , p}.
We consider two normsuA ∈ R|A| 7→ ‖uA‖A anduB ∈ R|B| 7→ ‖uB‖B , with dual norms‖vA‖∗A
and‖vB‖∗B . We have

max
‖uA‖A+‖uB‖B≤1

u⊤v = max {‖vA‖∗A, ‖vB‖∗B} .
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