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Abstract

We consider the empirical risk minimization problem fordar supervised learning, with regular-
ization by structured sparsity-inducing norms. These afindd as sums of Euclidean norms on
certain subsets of variables, extending the uguadorm and the group,-norm by allowing the
subsets to overlap. This leads to a specific set of allowedearorpatterns for the solutions of such
problems. We first explore the relationship between the pgalefining the norm and the resul-
ting nonzero patterns, providing both forward and backvedgdrithms to go back and forth from
groups to patterns. This allows the design of norms adaptspécific prior knowledge expressed
in terms of nonzero patterns. We also present an efficienteaset algorithm, and analyze the
consistency of variable selection for least-squares tinegression in low and high-dimensional
settings.

Keywords: sparsity, consistency, variable selection, convex ogtiton, active set algorithm

1. Introduction

Regularization by thé;-norm is now a widespread tool in machine learning, statistind signal
processing: it allows linear variable selection in potahti high dimensions, with both efficient
algorithms (Efron et al., 2004, Lee et al., 2007) and welledeped theory for generalization prop-
erties and variable selection consistency (Zhao and Yug;28@inwright, 2009; Bickel et al., 2009;
Zhang, 2009).

However, the/;-norm cannot easily encode prior knowledge about the petiarnonzero coef-
ficients (“nonzero patterns”) induced in the solution, sitiey are all theoretically possible. Group
¢1-norms (Yuan and Lin, 2006; Roth and Fischer, 2008; HuangZnrashg, 2009) consider a parti-
tion of all variables into a certain number of subsets andjimm the sum of the Euclidean norms
of each one, leading to selection of groups rather thanichgial variables. Moreover, recent works
have considered overlapping but nested groups in consttaituations such as trees and directed
acyclic graphs (Zhao et al., 2008; Bach, 2008c).
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In this paper, we consider all possible sets of groups andactaize exactly what type of
prior knowledge can be encoded by considering sums of nofimgsolapping groups of variables.
We first describe how to go from groups to nonzero patterngqoivalently zero patterns), then
show that it is possible to “reverse-engineer” a given seoizero patterns, i.e., to build the unique
minimal set of groups that will generate these patternss @thdws the automatic design of sparsity-
inducing norms, adapted to target sparsity patterns. Weigi$ection 3 some interesting examples
of such designs on two-dimensional grids.

As will be shown in Section 3, for each set of groups, a notibhwl of a nonzero pattern
may be naturally defined. In the particular case of the twoedisional planar grid considered in
this paper, this hull is exactly the axis-aligned bounding br the regular convex hull. We show
that, in our framework, the allowed nonzero patterns aretgxéhose equal to their hull, and that
the hull of the relevant variables is consistently estimateder certain conditions, both in low and
high-dimensional settings. Moreover, we present in Sectian efficient active set algorithm that
scales well to high dimensions. Finally, we illustrate irc&m 6 the behavior of our norms with
synthetic examples on two-dimensional grids.

Notation. Forz € RP andg € [1,c0), we denote by|z||, its £,-norm defined a$2§:1 |2;]7) 1/
and||z|, = max;jcq . |7s]. Givenw € RP and a subsef of {1,...,p} with cardinality |.J],
w, denotes the vector iR!/! of elements ofv indexed by.J. Similarly, for a matrixA/ € RP*™,
My € RIIXII denotes the submatrix dff reduced to the rows indexed byand the columns
indexed by.J. For any finite setd with cardinality |A|, we also define th¢A|-tuple (y*)sca €
RP*I4l as the collection op-dimensional vectorg® indexed by the elements of. Furthermore,
for two vectorsz andy in R?, we denote by: o y = (191, . .. ,acpyp)T € RP the elementwise
product ofz andy.

2. Regularized Risk Minimization

We consider the problem of predicting a random variable ) from a (potentially non random)
vector X € RP, where) is the set of responses, typically a subseRofWe assume that we are
givenn observationgz;,y;) € RP x Y, i = 1,...,n. We define theempirical riskof a loading
vectorw € RP asL(w) = 13" ¢ (y;,w'x;), wherel : Y x R — R* is aloss function We
assume thatis convex and continuously differentiabiéth respect to the second parameter. Typical
examples of loss functions are the square loss for leastegjuagression, i.el(y, ) = %(y — )2
with y € R, and the logistic losé(y, 1) = log(1 + e~¥Y) for logistic regression, witly € {—1,1}.
We focus on a general family of sparsity-inducing norms #ilatw the penalization of subsets
of variables grouped together. Let us denotedbg subset of the power set é1,...,p} such
that JgegG = {1,...,p}, i.e., a spanning set of subsets{df,...,p}. Note thatG does not
necessarily define a partition §f, ..., p}, and thereforeit is possible for elements ¢fto overlap

We consider the norm defined by

Qw) = D@9 Plwl* | =D [1d° 0wy, (1)

Geg \jeG Geg

where (d“)geg is a|G|-tuple of p-dimensional vectors such thaf > 0if j € G anddf = 0
otherwise. Note that a same variakle belonging to two different groupS,, G2 € G is allowed
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to be weighted differently it7; and G, (by respectivelydj.le anddjc."?). We do not study the more
general setting where eadi would be a (non-diagonal) positive-definite matrix, which defer
for future work.

This general formulation has several important subcasaiswile present below, the goal of
this paper being to go beyond these, and to consider normebleafo incorporate richer prior
knowledge.

e /5-norm: G is composed of one element, the full $&t. .., p}.

e /1-norm: G is the set of all singletons, leading to the Lasso (Tibshire®96) for the square
loss.

e /5-norm and ¢;-norm: G is the set of all singletons and the full gt .. ., p}, leading (up
to the squaring of thé,-norm) to the Elastic net (Zou and Hastie, 2005) for the sgjl@ss.

e Group ¢;-norm: G is any partition of{1, ..., p}, leading to the group-Lasso for the square
loss (Yuan and Lin, 2006).

e Hierarchical norms: when the sef1,...,p} is embedded into a tree (Zhao et al., 2008) or
more generally into a directed acyclic graph (Bach, 2008®n a set op groups, each of
them composed of descendants of a given variable, is corgide

We study the following regularized problem:

n

1

in — e( LwT ) Q(w), 2
ﬁ@n; yiw x;) + pQ(w) 2
wherep > 0 is a regularization parameter. Note that a non-regularcmtstant term could be
included in this formulation, but it is left out for simpligi We denote byw any solution of
Eq. (2). Regularizing by linear combinations of (non-s@af,>-norms is known to induce sparsity

in w (Zhao et al., 2008); our grouping leads to specific pattdraswe describe in the next section.

3. Groups and Sparsity Patterns

We now study the relationship between the nddrdefined in Eq. (1) and the nonzero patterns the
estimated vectot? is allowed to have. We first characterize the set of nonzetems, then we
provide forward and backward procedures to go back and farth groups to patterns.

3.1 Stable Patterns Generated by

The regularization ter(w) = > ;¢ [[d° o wl|, is @ mixed(£1, £2)-norm (Zhao et al., 2008). At
the group level, it behaves like dn-norm and therefore) induces group sparsity. In other words,
eachd” o w, and equivalently each (since the support of is exactlyG), is encouraged to
go to zero. On the other hand, within the groupsc G, the /5-norm does not promote sparsity.
Intuitively, some of the vectors associated with certain grougswill be exactly equal to zero,
leading to a set of zeros which is the union of these gratifls G. Thus, the set of allowed zero
patterns should be thenion-closureof G, i.e. (see Figure 1 for an example):

ZZ{UG;Q’QQ}. 3)

Geg’
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G,NG,

Figure 1: Groups and induced nonzero pattern: three spdamsiticing groups (middle and right,
denoted by{G1, G2, G3}) with the associated nonzero pattern which is the complémen
of the union of groups, i.e(G; U G2 U G3)° (left, in black).

The situation is however slightly more subtle as some zemosbe created by chance (just as reg-
ularizing by thels-norm may lead, though it is unlikely, to some zeros). Néwaddss, Theorem 1
(see proof in Appendix A) shows that, under mild conditiotiig previous intuition about the set
of zero patterns is correct. Note that instead of considettie set of zero patterns, it is also
convenient to manipulate nonzero patterns, and we define

p:{mac;g/gg}z{zc;ZeZ}. @

Geg’

We can equivalently us® or Z by taking the complement of each element of these sets. &efor
stating Theorem 1, we need to introduce the concegi-atlapted hull or simply hull: for any
subset/ C {1,...,p}, we define

C

Hull(I) = U ¢y .

Geg, GNI=o

which is the smallest set iR containing! (see Figure 2); we always haye_ Hull(I) with equality
if and only if I € P. As we shall see later, the hull has a clear geometricalgregation for specific
setsg.

Theorem 1 (Allowed Patterns) Assume that” = (y1,...,%,)' is a realization of an absolutely
continuous probability distribution. Let us consider tldwing optimization problem

1 T2
min o ;(yz w'z;)? + pQ(w), (5)

and let denote by) the Gram matrixt >°7 | ;.
I for all solution & of (5) with nonzero patterd = {j € {1,...,p}; w; # 0}, the matrix
QHull(f)Hull(f) is invertible, then the problem (5) has a unique solution séheet of zeros is in

Z = {Ugeg: G; ¢' C G} almost surely.
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G,NG,

Figure 2: G-adapted hull: the pattern of variablégleft and middle, in red) and its hull (left and
right, hatched square) that is defined by the complementeotittion of groups that do
not intersect, i.e.,(G; U Gy U G3)°.

In particular, the above result implies that almost surady (5) has a unique solution when the full
matrix () is invertible. Nevertheless, Theorem 1 does not requirariyertibility of the full ma-
trix Q. The result can therefore hold in high-dimensional sestiwgere the number of observations
n is smaller than the number of variablegin this case, Q is always singular).

We have the following usual special cases from Section 2 (we gore examples in Sec-
tion 3.5):

e />-norm: the set of allowed nonzero patterns is composed of the esgitgnd the full set

{1,...,p}.

£1-norm: P is the set of all possible subsets.

{5-norm and ¢1-norm: P is also the set of all possible subsets.

Grouped ¢/1-norm: P = Z is the set of all possible unions of the elements of the |pamtit
definingg.

Hierarchical norms: the set of pattern® is then all sets/ for which all ancestors of elements
in J are included inJ (Bach, 2008c).

Two natural questions arise: (1) starting from the gro@ipis there an efficient way to generate the
set of nonzero patterr8; (2) conversely, and more importantly, givéh how can the group§—
and hence the norf}(w)—be designed?

3.2 General Properties ofG, Z and P

Closedness. The set of zero patterris (respectively, the set of nonzero patteftiss closed under
union (respectively, intersection), that is, for &l € N and allz1,...,2x € Z, Uff:lzk €z
(respectivelypy,...,px € P, ﬂff:lpk € P). This implies that when “reverse-engineering” the
set of nonzero patterns, we have to assume it is closed umigesection. Otherwise, the best we
can do is to deal with its intersection-closure.

Minimality.  If a group inG is the union of other groups, it may be removed frghwithout
changing the set& or P. This is the main argument behind the pruning backward dhgorin
Section 3.4. Moreover, this leads to the notion ohimimalsetG of groups, which is such that for
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all ¢’ € Z whose union-closure spaig we haveg C G'. The existence and unicity of a minimal
set is a consequence of classical results in set theory (Poignd Falmagne, 1998). The elements
of this minimal set are usually referred to as gtemsof Z.

Minimal sets of groups are attractive in our setting becdheg lead to a smaller number of
groups and lower computational complexity—for example 2fdimensional-grids with rectangular
patterns, we have a quadratic possible number of rectangiesZ| = O(p?), that can be generated
by a minimal setj whose size i$G| = O(,/p).

Hull. We recall the definition of thg-adapted hull namely, for any subsdtC {1, ..., p},

[

Hull(I) = U ¢ .

Geg,GNI=2

which is the smallest set iR containingl.

If the setG is formed by all vertical and horizontal half-spaces whenwariables are organized
in a 2 dimensional-grid (see Figure 5), the hull of a subset {1,...,p} is simply the axis-
aligned bounding box of. Similarly, wheng is the set of all half-spaces with all orientations (e.qg.,
orientations+7 /4 are shown in Figure 6), the hull becomes the regular convéix.hilote that
those interpretations of the hull are possible and valig ariien we have geometrical information
at hand about the set of variables.

Graphs of patterns. We consider the directed acyclic graph (DAG) stemming friveHasse
diagramof the partially ordered set (posét}, D). The nodes of this graph are the elemefitsf G
and there is a directed edge fram to G if and only if G; D G» and there exists n& € G such
thatGy; O G O G (Cameron, 1994). We can also build the corresponding DAGH®set of zero
patternsZ O G, which is a super-DAG of the DAG of groups (see Figure 3 fomegkes). Note
that we obtain also the isomorphic DAG for the nonzero past@, although it corresponds to the
poset(P, C): this DAG will be used in the active set algorithm presente&eéction 4.

Prior works with nested groups (Zhao et al., 2008; Bach, 2pb&ve used a similar DAG,
which was isomorphic to a DAG on the variables because offikeificity of the hierarchical norm.
As opposed to those cases where the DAG was used to give amaddstructure to the problem,
the DAG we introduce here on the set of groups naturally aneysd comes up, with no assumption
on the variables themselves (for which no DAG is defined iregaii

3.3 From Groups to Patterns

Theforward procedure presented in Algorithm 1, taken from Doignon aaldhagne (1998), allows
the construction ofZ from G. It iteratively builds the collection of patterns by takinmions,
and has complexity)(p| Z||G|?). The general scheme is straightforward. Namely, by corisigle
increasingly larger subfamilies @ and the collection of patterns already obtained, all pdssib
unions are formed. However, some attention needs to be gald ehecking we are not generating
a pattern already encountered. Such a verification is prédrby thaf condition within the inner
loop of the algorithm. Indeed, we do not have to scan the wholkection of patterns already
obtained (whose size can be exponentigbif), but we rather use the fact th@tgeneratesZ. Note

1. We use the terroonvexinformally here. It can however be made precise with theamotif convex subgraphs (Chung,
1997).
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Figure 3: The DAG for the seE associated with theé x 2-grid. The members of are the com-
plement of the areas hatched in black. The element§ (fe., the atoms of£) are
highlighted by bold edges.

that in general, it is not possible to upper bound the sizgZofby a polynomial term irp, even
wheng is very small (indeed,Z| = 2P for the ¢;-norm).

Algorithm 1 Forward procedure
Input: Set of groupsi = {G1,..., Gy}
Output: Collection of zero patterng and nonzero patterris.
Intialization: Z = {&}.
for m =1to M do
C={o}
foreach Z € Z do
if (G, € Z) and (VG €{G1,...,Gp1}, GC ZUG,, = G C Z) then
C—Cu{ZuG,}.
end if
end for
Z+— ZUC.
end for
P={Z° Z e Z}.

3.4 From Patterns to Groups

We now assume that we want to impose a priori knowledge onghssity structure ofo. This
information can be exploited by restricting the patterdevegd by the normf2. Namely, from
an intersection-closed set of zero pattefiswe can build back a minimal set of grougsby
iteratively pruning away in the DAG corresponding g all sets which are unions of their parents.
See Algorithm 2.

This algorithm can be found under a different form in (Doigrend Falmagne, 1998)—we
present it through a pruning algorithm on the DAG, which itural in our context (the proof of
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Algorithm 2 Backward procedure
Input: Intersection-closed family of nonzero pattefis
Output: Set of groups;.
Initialization: ComputeZ = {P¢; P € P} and seg = Z.
Build the Hasse diagram for the pogét, D).
for t = mingez |G| to maxgez |G| do
for each node7 € Z such thalG| = ¢ do

if <UC€ChiIdrer(G) C= G) then

if (ParentsGG) # @) then
Connect children ofs to parents of5.

end if
RemoveG from G.

end if

end for
end for

the minimality of the procedure can be found in Appendix BheTcomplexity of Algorithm 2 is
O(p|Z|?). The pruning may reduce significantly the number of grougessary to generate the
whole set of zero patterns, sometimes from exponentiglttpolynomial inp (e.g., the/;-norm).
We now give examples whef§| is also polynomial irp.

3.5 Examples

Sequences. Givenp variables organized in a sequence, if we want only contigumnzero pat-
terns, the backward algorithm will lead to the set of groupscivare interval$l, k|1, -1} and
[k, Plkeqe,...py» With both | Z| = O(p?) and|G| = O(p) (see Figure 4).

Figure 4: (Left) The set of blue groups to penalize in ordesdtect contiguous patterns in a se-
guence. (Right) In red, an example of such a pattern.

Two-dimensional grids. In Section 6, we notably consider f@t the set of all rectangles in two
dimensions, leading by the previous algorithm to the setxif-aligned half-spaces fay (see
Figure 5), with| Z| = O(p?) and|G| = O(/p). This type of structure is encountered in object or

8
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scene recognition, where the selected rectangle woulésmond to a certain box inside an image,
that concentrates the predictive power for a given clasb@iot/'scene.

By adding half-planes t¢G| with different orientations tha0 and 7/2, the set of nonzero
patternsP tends to the convex set in the two-dimensional grid (Sod#)3). See Figure 6. The
number of groups is linear igyp with constant growing linearly with the number of angles,ilerh
| Z| grows more rapidly (typically non-polynomially in the nuettof angles). This type of structure
could be useful in vision as well as in neuroscience, in paldr to retrieve brain activity in EEG
data, which is usually a small convex-like portion of thelgca

H e
Figure 5: Vertical and horizontal groups: (Left) the set lnigband green groups with their (not dis-

played) complements to penalize in order to select reatangRight) In red, an example
of recovered pattern in this setting.

L
V4

4

//"V

) ]
A%?/j“ %

Figure 6: Groups witht7/4 orientations: (Left) the set of blue and green groups withrtfnot
displayed) complements to penalize in order to select dmahshaped patterns. (Right)
In red, an example of recovered pattern in this setting.

Extensions. The sets of groups presented above can be straightforwaxtiyded to more com-
plicated topologies, such as three-dimensional spacesetized in cubes or spherical volumes
discretized in slices. Similar proporties hold for suchisgs. For instance, if all the axis-aligned
half-spaces are considered fpin a three-dimensional space, theris the set of all possible rect-
angular boxes withP| = O(p?) and |G| = O(p'/3) (see Jenatton et al. (2009) for a biological
application with such groups).
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4. Optimization and Active Set Algorithm

For moderate values @f one may obtain a solution for Eq. (2) using generic toollsdee second-
order cone programming (SOCP) whose time complexity is leique (p>° + |G|>®) (Boyd and
Vandenberghe, 2004), which is not appropriate when |G| are large.

We present in this section active set algorithnf{Algorithm 3) that finds a solution for Eqg. (2)
by considering increasingly larger active sets and checgiobal optimality at each step, with total
complexity inO(p'-"). Here, the sparsity prior is exploited for computationavattages. Our
active set algorithm needs an underlyibigck-boxsolver; in this paper, we consider both a first
order approach (see Appendix G) and a SOCP métheih our experiments, we usgDPT3 (Toh
et al., 1999; Tltlncu et al., 2003). Our active set athariextends to general overlapping groups
the work of Bach (2008c), by further assuming that it is cotapanally possible to be polynomial
in the number of variableg.

4.1 Optimality Conditions: from Reduced Problems to Full Problems

It is simpler to derive the algorithm for the following reguized optimization problefwhich
has the same solution set as the regularized problem of Egth@n . and A are allowed to vary
(Borwein and Lewis, 2006, see Section 3.2):

RS T 2
min — Z:E (yl,w xl) + = [Q(w)]”. (6)

In active set methods, the set of nonzero variables, deftyted is built incrementally, and the
problem is solved only for this reduced set of variables,raglthe constraintv;c = 0 to Eq. (6).
We denote byL(w) = %2?216 (yi,wai) the empirical risk (which is by assumption convex
and continuously differentiable) and Wy its Fenchel-conjugatedefined as (Borwein and Lewis,
2006):

L*(u) = sup {w'u — L(w)}.
weRP

The restriction ofZ to RI/! is denotedL ;(w;) = L(w) for @w; = wy andi@ - = 0, with Fenchel-
conjugateL”. Note that, as opposed 0, we do not havel’(x;) = L*(&) for k; = ~; and
I%Jc =0.

For a potential active set C {1,...,p} which belongs to the set of allowed nonzero patté?ns
we denote byg; the set of active groups, i.e., the set of grodps G such thatG N J # . We

consider the reduced norfyy; defined orRl”! as

Qr(ws) =Y [ld5owylly =D [ld5owyl,.

Geg Gegy

and itsdual norm$2% (7)) = maxq  (w,)<1 w}m. The next proposition (see proof in Appendix C)
gives the optimization problem dual to the reduced problEm (7) below):

2. The C++/Matlab code used in the experiments may be downloaded futhoes website.

3.1t is also possible to derive the active set algorithm fohe t constrained formulation
minyere = > 1 4 (yi,szi) stt. Q(w) < X. Hovewer, we empirically found it more difficult to select
A in this latter formulation.

10
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Proposition 2 (Dual Problems) Let.J C {1,...,p}. The following two problems

min_Ly(wy) + 2 (9w, @)
wyERIVI 2

L L0 ()2 8

nine?{}‘{‘” - J(_“J)_ﬁ[ J(HJ)] ) (8)

are dual to each other and the pair of primal-dual variablgs;, x;} is optimal if and only if we
have

{FLJ = —VLJ('wJ),
wiky =3[k = A[Q(ws)]?

The duality gap of the previous optimization problem is

Lofug) + L) + 5 [0 + 5 1955

+5[

= {stwn) + 5o +wfus} {0 + 3 05002 - wle |

which is a sum of two nonnegative terms, the nonnegativityiog from the Fenchel-Young in-
equality (Borwein and Lewis, 2006, Proposition 3.3.4). \da think of this duality gap as the sum
of two duality gaps, relative td ; and€) ;. Thus, if we have a primal candidate; and we choose
rkj = —VL;(wy), the duality gap relative té ; vanishes and the total duality gap then reduces to

A

S )+ 55 1955~ wlny.

2\

In order to check that the reduced solutior is optimal for the full problem in Eqg. (6), we pad
w,y with zeros onJ¢ to definew, computex = —V L(w), which is such thak; = —V L ;(wy),
and get a duality gap for the full problem equal to

21O + 5 (907w

= 2P + 5 [0~ w]n

= ZIOW) + 55 [ - 5 1w — o5 9506
1 (]2 .

= 55 (0P - [25())
1 2

Computing this gap requires solving an optimization probighich is as hard as the original one,
prompting the need for upper and lower bound<¥r(see Propositions 3 and 4 for more details).

11
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4.2 Active set algorithm

In light of Theorem 1, we can interpret the active set al@ponitas a walk through the DAG of
nonzero patterns allowed by the nofn The parentdip(J) of J in this DAG are exactly the
patterns containing the variables that may enter the asgvat the next iteration of Algorithm 3.
The groups that are exactly at the boundaries of the activgeferred to as th&inge group$ are
F;=1{G €(G))°; 3G’ € (G;)°, G C G'}, i.e., the groups that are not contained by any other
inactive groups.

In simple settings, e.g., whahis the set of rectangular groups, the correspondance betwee
groups and variables is straightforward since we haye= UKenp(J) Gk \G (see Figure 7).
Hovewer, in general, we just have the inclus(@KenpU) Grk\Gs) C F; and some elements of
F; might not correspond to any patterns of variableHj.J) (see Figure 8).

Figure 7: The active set (black) and the candidate pattermar@bles, i.e. the variables iR\ J
(hatched in black) that can become active. The fringe granpxactly the groups that
have the hatched areas (i.e., here we faye= UKeHP(J) Gr\Gy = {G1,G2,G3}).

We now present the optimality conditions (see proofs in Awlde D) that monitor the progress
of Algorithm 3 :

Proposition 3 (Necessary condition)If w is optimal for the full problem in Eqg. (6), then

HVL(w)K\JHQ T
s T s v R ™)

=

Proposition 4 (Sufficient condition) If

max {Z{ VL(w) }2}2< (M2 — w V(W) 2, (S)
GeFy keG ZHS& He(Gy)e dllc{

thenw is a solution for Eq. (6) whose duality gap is less tlzar 0.

N =

12
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Figure 8: The active set (black) and the candidate pattefngmables, i.e. the variables in
K\J (hatched in black) that can become active. The groups in redtlese in

Uxkerip(s) 95 \Gs, while the blue group is itF;\(U ke, () 95 \Gs)- The blue group
does not intersect with any patternsiin(.J).

Note that for the Lasso, the conditiofd’) and(Sy) (i.e., the sufficient condition taken with
¢ = 0) are both equivalent (up to the squaringdfto the condition|V L(w) s¢ |loo < —w 'V L(w),
which is the usual optimality condition (Wainwright, 2008bshirani, 1996). Moreover, when they
are not satisfied, our two conditions provide good heusdtic choosing whichK € 1 (.J) should
enter the active set.

More precisely, since the necessary conditidf) flirectly deals with thevariables(as opposed
to groups) that can become active at the next step of Algaridh it suffices to choose the pat-
tern K € IIp(J) that violates the condition most.

The heuristics for the sufficient conditiof4) implies to go from groups to variables. We simply
consider the grougr € F; that violates the sufficient condition most and then takéhallpatterns
of variablesk™ € Ilp(J) such thatKk' N G # @ to enter the active set. & N (Uk ey, () K) = 2,
we look at all the group$! € F; such thatd N G # @ and apply the scheme described before
(see Algorithm 4).

A direct consequence of this heuristics is that it is possibt the algorithm tgump overthe
right active set and to consider instead a (slightly) laeggive set as optimal. However if the active
set is larger than the optimal set, then (it can be proved thaisufficient conditioriSy) is satisfied,
and the reduced problem, which we solve exactly, will stllput the correct nonzero pattern.

Moreover, it is worthwile to notice that in Algorithm 3, thetive set may sometimes be in-
creased only to make sure that the current solution is optiweonly check a sufficient condition
of optimality).

13
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Algorithm 3 Active set algorithm
Input: Data{(z;,v;),i=1,...,n}, regularization parametey,
Duality gap precisiorz, maximum number of variables
Output: Active setJ, loading vectono.
Intialization: J = {@}, @ = 0.
while ( (N)is not satisfied and (|J| < s) do
Replace/ by violating K € IIp(J) in (N).
Solve the reduced problemin,,, cgis Lj(wy) + 2 [Q(ws))? to getid.
end while
while ( (S:) is not satisfied and (|J| < s) do
UpdateJ according to Algorithm 4.
Solve the reduced problemin,, gy L(wr) + 2 [ (ws)]? to getid.
end while

Convergence of the active set algorithm. The procedure described in Algorithm 3 can terminate
in two different states. If the procedure stops becauseedliittit on the number of active variables
s, the solution might be suboptimal with a nonzero patternleméhan the optimal one.

Otherwise, the procedure always converges to an optimatieo) either (1) by validating both
the necessary and sufficient conditions (see Propositiomsd34), ending up with fewer tham
active variables and a precision of (at leastr (2) by running until the variables become active,
the precision of the solution being given by the underlyiolyer.

Algorithmic complexity. We analyse in detail the time complexity of the active sebalgm
when we consider sets of grougissuch as those presented in the examples of Section 3.gale.,
lections of nested groups witky different orientations. For instance, when we deal withuseges
(see Figure 4), we havey = 2 orientations. Note that for such choicesfthe fringe groupsF;
reduces to the largest groups of each orientation and treref;| < ny. We further assume that
G is sorted by cardinality and by orientation, so that commu#t; costsO(1).

Given an active sef, both the necessary and sufficient conditions require te haeess to the
direct parentdlp(J) of J in the DAG of nonzero patterns. In simple settings, e.g.,méaés the
set of rectangular groups, this operation can be performé 1) (it just corresponds to scan the
(up to) four patterns at the edges of the current rectandpuid.

Hovewer, for more general orientations, compufibg(.J) requires to find the smallest nonzero
patterns that we can generate from the groups inreduced to the stripe of variables around the
current hull. This stripe of variables can be computefl&s -, ¢] \/, s0 that gettindgIp(J)
costsO(s2™ + p|G|) in total.

Thus, if the number of active variables is upper bounded &yp (which is true if our target is
actually sparse), the time complexity of Algorithm 3 is thersof:

e the computation of the gradier®d(snp) for the square loss.

e if the underlying solver called upon by the active set akhyoni is a standard SOCP solver,
O(smaxjep | <5 |Gs>* + s*°) (note that the terms*-> could be improved upon by using
warm-restart strategies for the sequence of reduced pnshle

e t; times the computation dfV), that isO(¢1(s2" + p|G| + sn2) + p|G|) = O(t1p|G)).

14
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During the initialization (i.e.J = @), we havell»(2)| = O(p) (since we can start with any
singletons), andGx\Gs| = |Gk | = |G|, which leads to a complexity @(p|G|) for the sum
Y oGegi\g, = 2ceg, - Note however that this sum does not depend/@nd can therefore
be cached if we need to make several runs with the same setuFsyy.

e t times the computation dfS.), that isO(t2(s2" + p|G| +n2 +ngp +p|G|)) = O(t2p|G|),
with ¢ + to < s.

We finally get complexity with a leading term i@ (sp|G| + s maxjep | < |Gs[*?), which
is much better thai®(p® + |G|>%), without an active set method. In the example of the two-
dimensional grid (see Section 3.5), we hagé = O(,/p) and a total complexity irO(sp*®).
Note that we have derived here tteoritical complexity of the active set algorithm when we use
a SOCP method as underlying solver. With the first order ntefiresented in Appendix G, we
would instead get a total complexity @(sp'-°).

Algorithm 4 Heuristics for the sufficient conditiorb()
Let G € F; be the group that violate${) most.
it (GN(Ugemn,)K)#2) then

for K € Ilp(J) such that NG # @ do
J— JUK.
end for
else
for H € Fjsuchthatd NG # @ do
for K € IIp(J) such that N H # @ do
J—JUK.
end for
end for
end if

4.3 Intersecting Nonzero Patterns.

We have seen so far how overlapping groups can encore pf@riation about a desired set of
(non)zero patterns. In practice, controlling these oysrimay be delicate and hinges on the choice
of the weights(d®)sc¢ (see the experiments in Section 6). In particular, the wisighave to take
into account that some variables belonging to several appithg groups are more penalized.

Hovewer, itis possible to keep the benefit of overlappinaugsowhilst limiting their side effects,
by taking up the idea of support intersection (Bach, 2008ainshausen and Buhlmann, 2008).
First introduced to stabilize the set of variables recoddngthe Lasso, we reuse this technique in a
different context, based on the following remark.

SinceP is closed under intersection, when we deal with collectiohsiested groups with
multiple orientations, the two procedures described belotually lead to the same set of allowed
(non)zero patterns:

a) Considering one model with the nofthcomposed of all the groups (i.e., the groups for all
the orientations).

15
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b) First considering one model per orientation (the nérmf this model being only comprised
of the nested groups corresponding to that orientation)thed taking the intersection of
the nonzero patterns obtained for each of those modelselaxAmple of the sequence (see

Figure 4), it boils down to considering one model with theug® starting from the left and
one model with the groups starting from the right

Note that, with this method, although the training of selveradels is required (a number of
times equals to the number of orientations considered, 2 fgr the sequence and 4 for the rect-
angular groups), each of those trainings involves a smallenber of groups. In addition, this
procedure is avariable selectiortechnique that therefore needs a second step for estiming
loadings (restricted to the selected nonzero pattern)hdrekperiments, we follow Bach (2008a)
and we use an ordinary least squares (OLS). The simulatio®sation 6 will show the superiority
of this variable selection approach.

5. Pattern Consistency

In this section, we analyze the model consistency of thetisolof Eq. (2) for the square loss.

Considering the set of nonzero pattefAslerived in Section 3, we can only hope to estimate the

correct hull of the generating sparsity pattern, since Témal states that other patterns occur with
zero probability. We derive necessary and sufficient caorbt for model consistency in a low-
dimensional setting, and then consider a high-dimensiasailt.

We consider the square loss and a fixed-design analysisifi.e. . , x,, are fixed); we assume
that for alli € {1,...,n}, y; = w ' z; + ¢; where the vectoe is an i.i.d vector with Gaussian
distributions with mean zero and variangé > 0, andw < R” is the population sparse vector; we
denote by the G-adapted hull of its nonzero pattern. Note that estimatieg/tadapted hull ofv
is equivalent to estimating the nonzero pattersvaf and only if this nonzero pattern belongs7o
This happens when our prior information has led us to consideppropriate set of grougs

5.1 Consistency Condition

We begin with the low-dimensional setting wherés tending to infinity withp fixed In addition,
we also assume that the desigrfii@dand that the Gram matrig = 2 3" | 2,z is invertible
with positive-definite limit

lim @ =Q > 0.

n—oo

In this setting, the noise is the only source of randomnessd¥&viote by y the vector defined as
vied oy=wi| Y (@) d¢owly" |,
GeGy,Goj
or equivalently in the more compact form

d®od®ow
=2 Taowl,
Gegy

4. To be more precise, in order to regularize every variakéehave to add the groufd, . . ., p} to each model, which
does not modifiyP.
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In the Lasso and group Lasso setting, the vecjas respectively the sign vector sigry) and the
vector defined by the blocl(ﬁ‘:v"—cf"b)gggy

We recall that we defin®§(wye) = 3" qe(g,)e [1d5e o wye|l, (which is the norm composed of
inactive groups) with its dual noriff2§)*; note the difference with the norm reducedJtg defined
aSQJc(ch) = EGEQ ||d§C o ch||2.

The following Theorem gives the sufficient and necessanditioms under which the hull of
the generating pattern is consistently estimated. Thosditions naturally extend the results of
Zhao and Yu (2006) and Bach (2008b) for the Lasso and the drasgo respectively (see proof in
Appendix E).

Theorem 5 (Consistency condition)Assume: — 0, uy/n — oo in EQ. (2). If the hull is consis-
tently estimated, thef5)*[Qy-3Q7yrs] < 1. Conversely, i{Q5)*[Qsc3Qj5rs] < 1, then the
hull is consistently estimated, i.e.,

The two previous propositions bring into play the dual ngfx§)* that we cannot compute in
closed form, but requires to solve an optimization problent@mplex as the inital problem (6).

However, we can prove bounds similar to those obtained ipdaitions 3 and 4 for the necessary
and sufficient conditions.

Comparison with the Lasso and group Lasso. For the/;-norm, our two bounds lead to the
usual consistency conditions for the Lasso, i.e., the dyaji@;-;Qjysign(wy)||e must be less
or strictly less than one. Similarly, wh&hdefines a partition of1,...,p} and if all the weights
equal one, our two bounds lead in turn to the consistencyitonsl for the group Lasso, i.e.,

the quantitymax e g, | Qc Hu”(J)QQL}”(J)Hu”(J)(”‘,‘:,V—SHQ)GEQJ |2 must be less or strictly less than
one.

5.2 High-Dimensional Analysis

We prove a high-dimensional variable consistency resa#t (soof in Appendix F) that extends the
corresponding result for the Lasso (Zhao and Yu, 2006; Wadgiinty 2009), by assuming that the
consistency condition in Theorem 5 is satisfied.

Theorem 6 Assume that) has unit diagonalx = A\pin(Qyy) > 0 and (Qg)*[QJcJQi}rJ] <
1 — 7, with7 > 0. If Tuy/n > 0C3(G,J), and u|J[V/2 < C4(G,J), then the probability of
incorrect hull selection is upper bounded by:

np?m2Cy(G,J nCq(G,J
exp <_—,u T2012( )> + 2|J| exp <_72|2J(|02 )> ,

whereC4(G,J), C2(G,J), C3(G,J) andC4(G, J) are constants defined in Appendix F, which es-
sentially depend on the groups, the smallest nonzero deeffiof w and how close the support
{7 €J:w; #0}of wis toits hullJ, that is the relevance of the prior information encodediby

In the Lasso case, we hag (G,J) = O(1), C»(G,J) = O(|J|72), C3(G,J) = O((log p)*/?)
andCy4(G,J) = O(|J|71), leading to the usual scaling~ log p.
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We can also give the scaling of these constants in simplegetivhere groups overlap. For
instance, let us consider that the variables are organizagéequence (see Figure 4). Let us further
assume that the weightd“) ;¢ satisfy the following two properties:

a) The weights take into account the overlaps, that is,
d$ =p({H €G; H>j, HC GandH # G}|),
with ¢ — ((t) € (0, 1] a non-increasing function such thaf0) = 1,

b) The term

max Z d]c;

is upper bounded by a constd@tindependent op.

Note that we consider such weights in the experiments (se@8&). Based on these assumptions,
some algebra directly leads to

llull; < Qu) < 2K ||ul|,, forallu e RP.

We thus obtain a scaling similar to the Lasso (withaddition, a control of the allowed nonzero
patterns).

With stronger assumptions on the possible positionk @fe may have better scalings, but these
are problem-dependent (a careful analysis of the groupstignt constants would still be needed
in all cases).

6. Experiments

In this section, we carry out several experimernsillustrate the behavior of the sparsity-inducing
norm(). We denote bystructured-lasspor simplySlassothe models regularized by the nofin In
addition, the procedure (introduced in Section 4.3) thasis in intersecting the nonzero patterns
obtained for different models of Slasso will be referreddtrdersected Structured-lassor simply
ISlasso

Throughout the experiments, we consider noisy linear nsoblel= w ' X + ¢, wherew €
RP is the generating loading vector aads a centered Gaussian noise with its variance set to
satisfy||w "X ||, = 3]l|l,. We assume that the vecter is sparse, i.e., it has only a few nonzero
components|J| < p. We further assume that these nonzero components are eijarized on a
sequence or on a two-dimensional grid (see Figure 9). Meareaxe consider sets of grougssuch
as those presented in Section 3.5. We also consider diffenaices for the weight&l“) < that
we denote byW1), (W2) and(W3) (we will keep this notation in the following experiments):

(W1): uniform weightsd$ = 1,
(W2): weights depending on the size of the grouqtfs,: |G| 72,

(W3): weights that take into account overlapping grouffs,= p {9 H#3i, HCG andH=G} for
somep € (0,1).
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Hull with 33% of nonzero variables

Hull with 25% of nonzero variables

Hull with 50% of nonzero variables

Hull with 50% of nonzero variables

Hull with 83% of nonzero variables

Hull with 75% of nonzero variables

Hull with 100% of nonzero variables

Hull with 100% of nonzero variables

Figure 9: Examples of generating patterns (the zero vasaate represented in black, while the
nonzero ones are in white): (Left column, in white) gena@patterns that are used for
the experiments od00-dimensional sequences; those patterns all form the sathefhu
24 variables (i.e., the contiguous sequence in the bottfinfidere). (Right column, in
white) generating patterns that we use for2be20-dimensional grid experiments; again,
those patterns all form the same hull of 24 variables (ibe diamond-shaped convex in
the bottom right figure). The positions of these generatiitepns are randomly selected
during the experiments.
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Unless otherwise specified, we use the third type of weigh3) with p = 0.5. In the following
experiments, the loadingsy, as well as the design matrices, are generated from a sthG@@aissian
distribution. The positions af are also random and are uniformly drawn.

Prediction error and relevance of the structured prior. We show in this experiment that the
prior information we put through the norfaimproves upon the predictive power. We are looking
at two situations where we can express a structural prioutitr(2, namely (1) the selection of a
contiguous pattern on a sequence and (2) the selection eivaxgpattern on a grid (see Figure 9).

In what follows, we considep = 400 variables with generating pattermswhose hulls have a
constant size ofJ| = 24 variables. In order to evaluate the relevance of the coatigor convex)
prior, we also vary the number of zero variables that areaioedtl in the hull (see Figure 9). We
then compute the prediction error for different samplessizee {250, 500, 1000}. The prediction
error is understood here as

| XSi(w — )3
| Xteshw 3

wherew denotes the estimate of the OLS, performed on the nonzeterpdound by the model
considered (i.e., either Lasso, Slasso or ISlasso). Thdamggation parameter is chosen by 5-
fold cross-validation and the test set consists of 500 sesngdtor each value of, we display on
Figure 10 and Figure 11 the median errors over 50 randormgettl, w, X, ¢}, for respectively
the sequence and the grid.

First and foremost, the simulations highlight how impottdre weights(d“)ccg are. In par-
ticular, the uniform(W1) and size-dependent weight4/2) perform poorly since they do not take
into account the overlapping groups. The models learneld suith weights do not manage to re-
cover the correct nonzero patterns (and even worse, thdydeselect every variable—see the right
column of Figure 10).

Although groups that moderately overlap do help (e.g., BeeSlasso with the weigh(&V3)
on the left column of Figure 10), it is delicate to handle gr®with many overlaps, even with an
appropriate choice ofd“)ceg (e.9., see the right column of Figure 11 where Slasso corssige
to 8 overlaps on the grid). The ISlasso procedure does nfardudm this issue since it reduces
the number of overlaps whilst keeping the desirable effettsverlapping groups. Naturally, the
benefit of ISlasso is more significant on the grid than on tiggisiece as the latter deals with fewer
overlaps. Moreover, adding ther /4-groups to the rectangular groups enables to recover a rmnze
pattern closer to the generating pattern. This is illusttain the left column of Figure 11 where the
error of ISlasso with only rectangular groups (in black)responds to the selection of the smallest
rectangular box around the generating pattern.

On the other hand, and more importantly, the experiments tiat if the prior about the gener-
ating pattern is relevant, then our structred approaclopesd better that the standard Lasso. Indeed,
as displayed on the left columns of Figure 10 and Figure 1%pas as the hull of the generating
pattern does not contain too many zero variables, Slagasi&outperform Lasso. In fact, the sam-
ple complexity of the Lasso depends on the number of nonzaiahles inw as opposed to the size
of the hull for Slasso/ISlasso. This also explains why therdor Slasso/ISlasso is almost constant
with respect to the number of nonzero variables (since thienhs a constant size).

5. The C++/Matlab code used in the experiments may be downloaded futhoes website.
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Figure 10: Experiments on the sequence: for the sample sizeq250, 500, 1000}, we plot the
prediction error versus the proportion of nonzero variglethe hull of the generating
pattern. We display the results on two different columngssithe models obtain very
heterogeneous performances (on the right column, theisriotog scale). The points,
the lower and upper error bars on the curves respectivehgsept the median, the first
and third quartile, based on 50 random settififisw, X, c}.
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Figure 11: Experiments on the grid: for the sample sizes {250,500, 1000}, we plot the pre-
diction error versus the proportion of nonzero variableshm hull of the generating
pattern. We display the results on two different columngssithe models obtain very
heterogeneous performances (on the right column, theisrimotog scale). The points,
the lower and upper error bars on the curves respectivehgsept the median, the first
and third quartile, based on 50 random settifidisw, X, }. Two sets of group§ are
considered, the rectangular groups with or without-the/4-groups (denoted biyr/4)

in the legend). In addition, we have dropped for clarity treeis that performed poorly
on the sequence.
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Active set algorithm. We finally focus on the active set algorithm (see Section 4) eom-
pare its time complexity to the SOCP solver when we are lapkor a sparse structured tar-
get. More precisely, for a fixed level of sparsity)] = 24 and a fixed number of observations
n = 3500, we analyze the complexity with respect to the number ofaldesp that varies in
{100, 225, 400, 900, 1600, 2500}.

We consider the same experimental protocol as above extapive display the median CPU
time based onf/on 5 random settingsJ, w, X, ¢}.

We assume that we have a rough idea of the level of sparsityedirtie vector and we set the
stopping criterions = 4/J| (see Algorithm 3), which is a rather conservative choice. sivaw on
Figure 12 that we considerably lower the computational émsthe same level of performante
As predicted by the complexity analysis of the active sebwtlgm (see the end of Section 4),
considering the set of rectangular groups with or withoet tfr /4-groups results in the same
complexity (up to constant terms). We empirically obtaineaarage complextiy ok O(p*!3) for
the SOCP solver and o O(p°4°) for the active set algorithm.

Not surprisingly, for small values agf, the SOCP solver is faster than the active set algorithm,
since the latter has to check its optimality by computingessary and sufficient conditions (see
Algorithm 3).

4

-@- Active set

= Active set (174)
3[ === SOCP ]
me= SOCP (174) ~

log(CPU time) (seconds)

1

2 2.5 3 35
log(Number of variables)

Figure 12: Computational benefit of the active set algoritf@®PU time (in seconds) versus the
number of variablep, displayed inog-log scale. The points, the lower and upper error
bars on the curves respectively represent the median, #teafid third quartile. Two
sets of groupg§ are considered, the rectangular groups with or withouttth@4-groups
(denoted by(r/4) in the legend). Due to the computational burden, we couldhtain
the SOCP’s results fgr = 2500.

6. Note that it already correponds to several hundreadsnsffiar both the SOCP and the active set algorithms since we
compute a 5-fold cross-validation for each regularizaparameter of the (approximate) regularization path.

7. We have not displayed this second figure that is just therpogition of the error curves for the SOCP and the active
set algorithms.
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7. Conclusion

We have shown how to incorporate prior knowledge on the fofmamzero patterns for linear
supervised learning. Our solution relies on a regularizergn which linearly combines,-norms

of possibly overlapping groups of variables. Our framewbrings into play intersection-closed
families of nonzero patterns, such as all rectangles on im2stsional grid. We have studied the
design of these groups, efficient algorithms and theotegigarantees of the structured sparsity-
inducing method. Our experiments have shown to which ext@niodel leads to better prediction,
depending on the relevance of the prior information.

A natural extension to this work is to consider bootstragg@mce this may improve theoretical
guarantees and results in better variable selection (R&€8a; Meinshausen and Buhlmann, 2008).
In order to deal with broader families of (non)zero patteiibsvould be interesting to combine
our approach with recent work on structured sparsity: festance, Baraniuk et al. (2008); Jacob
et al. (2009) consider union-closed collections of nonzmatierns, He and Carin (2009) exploit
structure through a Bayesian prior while Huang et al. (20@8)dle nonconvex penalties based on
information-theoretic criteria.

More generally, our regularization scheme could also bd t@evarious learning tasks, as soon
as prior knowledge on the structure of the sparse reprdgenmts available, e.g., for multiple kernel
learning (Micchelli and Pontil, 2006), multi-task leargifArgyriou et al., 2008; Obozinski et al.,
2009) and sparse matrix factorization problems (Mairal.eR09; Jenatton et al., 2009).

Finally, although we have mostly explored in this paper tlgorthmic and theoretical issues
related to these norms, this type of prior knowledge is ddircieterest for the spatially and tempo-
rally structured data typical in bioinformatics, comput&sion and neuroscience applications (for
some applications, see Jenatton et al., 2009).

Appendix A. Proof of Theorem 1
We recall thatZ(w) = 2 3" | ¢ (y;,w'z;). For the square loss, the Hessianois (. SinceQ

IS positive semidefinitéLL is convex. In additionw — Q(w) is convex and goes to infinite when
|lw||, goes to infinite, so that we can restrict the minimizationbpgm to a compact set dai”.
By Weierstrass’ theorem (Borwein and Lewis, 2006, Propwsifi.1.3), Eq. (5) admits a global
solution, that we will writew” to stress its dependence on the observed output vECtdt this
stage of the proof, we have not proved yet the uniquenes® adlution.

Uniquenessiet us suppose that Eq. (5) admits more than one solutionsgeadénote by
this convex set of solutions. We considet’! = argmax,.ov |l (w)|, the solution having the

largest nonzero pattern. We need to discuss two possibds cas
a) I" (w™) = Uyeor 1" (w)
b) 1M (w"!) # Uyeev 17 (w).

In the situation a), we can directly use the assumption omtteetibility of Qi (wvo1 ) HUN (7Y (Y1)
with any other solutions)*>2 in ©¥. The strong convexity of the problem reducedital (7Y (w¥!))
leads to the desired conclusion.

The previous argument cannot be reused immediately in terasio b). We consider in-
steadw?"? € O with |1 (w¥" 1) UTY (w¥*2)| > |IY (w¥'1)|. By convexity of©Y, we can consider
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in turn the solutionw”>? = gw">2 4 (1 — B) w¥!. For3 > 0 sufficiently small, we have
IY(wY,3) _ IY(wY’l) UIY(wY’z),

which contradicts the definition @6>!'. Thus, b) is impossible and we have the uniqueness of the
solution.

Stability of the zero patternshe now prove by contradiction that the zero patt&im®") of w"’
almost surely satisfieg (w"') € Z. Let us assume that

P(Z(w") ¢ Z2)= > P(K = Z(w")) >0,
K¢Z
so that there exists C {1,...,p} such thati® ¢ Z with P(Z(wY) = I¢) > 0. So, for a large
enough compac$, we haveP(A4) > 0with A = {Y € §; Z(wY) = I°}.

We now show that this cannot be true by studying the behaviar’o around points inA.
LetGr = {G € G : GN I # 0} be the set of active groups and we refeittall(7) as.J. We
recall that the restrictiod. ; of L is given byL ;(w) = L(w) wherew; = w andw . = 0 for all
w e RMI

The optimality ofw® whenZ(w") = I¢ D J¢ implies

VLj(wy)+rs(w)) =0,

where we define the vectoy (v} ) € R/l as

ry)=wl | Y (@) [d 0w, ] Vie

J
Gegr,Gaj
LetvY € RVl be the solution off (v, Y') = 0, with
fw,Y)=VL;w)+rsv).

Lety € Aandfy,..., f|; be the components df.
On a small enough ball arourfd}, 7), f is continuously differentiable since none of the norms

vanishes awg. Let H ;5 be the matrix whoseg-th row is(vaj)T. The matrixH ;s is actually the
sum of

i) the Hessian of., i.e.,Q ;s that we assumed positive definite, and

i) the Hessian of the nornf2 around (wg,g) that is positive semidefinite on this small ball
according to the Hessian characterization of convexitynflin and Lewis, 2006, Theorem
3.1.11).

ConsequentlyH ;s is invertible. We can now apply the implicit function thewréo obtain that for
Y in a neighborhood of,
v’ =y(Y),

with ¢ = (¢4, . .. ,’QZJ‘J|)T a continuously differentiable function satisfying the n@al relation

(...,V”L/}j,...)HJJ—I—(...,Vyfj,...):0.
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Since we supposed that ¢ Z, we can consider a fixed € 1°N J.
Let C, denote thex-th column ofH;; and X’ € R"*I/| be the matrix whoséi, j)—element
is thej-th component of;;. Sincen(...,V,fj,...) = —X’, we have

nVie = X7C,.

As X7 has full rank and’,, # 0, we have in turriV+,, # 0.

Without loss of generality, we may assume that,/0y; # 0 on a neighborhood oj. We
can apply again the implicit function theorem to show thaaameighborhood ofj the solution to
1Yo (Y) = 0 can be writteny; = p(y2, . . ., yn) With ¢ a continuously differentiable function.

By Fubini’s theorem and by using the fact that the Lebesguasnme of a singleton iIR" equals
zero, we have shown that there exigjs> 0 such thatf?(Y" € B(y,d;) N A) = 0, whereB(u, p) is
the open ball irR™ centered at: and of radiug.

Now we haveP(A) = sup{P(F); F closed, F C A}. For F' closed inA C S, F is com-
pact. Besides it can be written & = Uzer{B(7,05) N F'}. By compacity ofF, there exists
a sequencéu,,)mey Of elements inF' such thatF' = Upen{B(um,du,,) N F}. So we have
P(F) <> en PAB(tm, 0u,,) N F'} = 0, henceP(A) = 0. This concludes the proof by contradic-
tion.

Appendix B. Proof of the minimality of the Backward procedure (see Algorithm 2)
There are essentially two points to show:

e (G spansz.

e G is minimal.

The first point can be shown by a proof by recurrence on thendefghe DAG. At step, the base
G verifies{Ugeg G, VG' € GV} = {G € Z,|G| < t} because an eleme6t € Z is either the
union of itself or the union of elements strictly smaller.eTihitializationt = mingez |G| is easily
verified, the leafs of the DAG being necessarilygin

As for the second point, we proceed by contradiction. Ifeérexists another basg that spans
Z such thaiG* C G, then

Jdee G, e G".

By definition of the setZ, there exists in tury’ C G*, G’ # {e} (otherwise,e would belong to
G*), verifying e = (Jgegr G, Which is impossible by construction gfwhose members cannot be
the union of elements cf.

Appendix C. Proof of Proposition 2

The proposition comes from a classic result of Fenchel Dugiorwein and Lewis, 2006, Theorem
3.3.5 and Exercise 3.3.9) when we consider the convex fumcti

A
hJ:’LUJ'—>§[QJ(’wJ)]2,

whose Fenchel conjugate; is given byx; — % [Q*J(f{%;)]2 (Boyd and Vandenberghe, 2004,
example 3.27). Since the set

{wy e RV hy(wy) < oo} N{wy e RV Lj(wy) < oo and L is continuous atv;}
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is not empty, we get the first part of the proposition. Moreptree primal-dual variable§w, x s}
is optimal if and only if

{—FLJ c aLJ('LUJ),
ki € O3 [Q(wn)]P] = AU (wy)0Q (wy),

wheredQ ;(w;) denotes the subdifferential 6f; at w;. The differentiability of L ; at w; then
givesOL j(wy) = {VL (wy)}. It now remains to show that

Ky € )\QJ(U)J)@QJ('&UJ) (9)

is equivalent to
Lo
wyky = X (25 (k)]? = X[ (w))? (10)

As a starting point, the Fenchel-Young inequality (Borwaird Lewis, 2006, Proposition 3.3.4)
gives the equivalence between Eq. (9) and

A 1
21w + = [Q5(50)]° = w) k. (11)
2 2\
In addition, we have (Rockafellar, 1970)
8QJ(wJ) = {UJ S R“”; u}wJ = QJ('wJ) and Qj(’u,J) < 1}. (12)

Thus, ifky € A2y (w;)dQ;(w;y) thenw] ry = A[Q;(w,)]* . Combined with Eq. (11), we obtain
T = 110* ]2
wyky =5 [ (k)]
Reciprocally, starting from Eq. (10), we notably have

wlky = XQs(wy))?.

Inlight of Eq. (12), it suffices to check th&X’ (x.;) < AQ2;(w) in order to have Eq. (9). Combining
Eqg. (10) with the definition of the dual norm, it comes

1 * *
X Q5 (k)] = w) kg < Qy(kg) U (wy),

which concludes the proof of the equivalence between E@ar{@)Eqg. (10).

Appendix D. Proofs of Propositions 3 and 4

In order to check that the reduced solution is optimal for the full problem in Eqg. (6), we complete
with zeros onJ¢ to definew, computex = —V L(w), which is such that; = —V L ;(w;), and
get a duality gap for the full problem equal to

1

= ([Q*(K)P - Aw}:w> .

By designing upper and lower bounds fof(x), we get sufficient and necessary conditions.
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D.1 Proof of Proposition 3

Let us suppose that* = (é”IJ) is optimal for the full problem in Eq. (6). Following the same
derivation as in Lemma 12 (up to the squaring of the regution (2), we have thaty* is a solution

of Eq. (6) if and only if for allu € RP,
ul VL(w*) + AQw*) (wjry + (29)[use]) > 0,

with 5 o df 0wt
"= L TEewl,
Geg, 2
We project the optimality condition onto the variables ttat possibly enter the active set, i.e., the
variables inllp(.J). Thus, for eachs € TIp(J), we have for alkiy ; € RV,

’LL£\JVL(ZU*)K\J+)\Q(ZU*) Z Hd?{\‘loanK\JHZ 20
GEGr\ NG s)°

By combining Lemma 11 and the fact th@ ; N (G5)¢ = Gk \Gs, we have for alli € Gk \Gy,
K\J C G and thereforeigng\ ; = ug\ - Since we cannot compute the dual normugf, ; +—
Hdg"(\J o ug\ sll2 in closed-form, we instead use the following upperbound

de(\J o uK\JH2 < lldfslloo lurcvall,

so that we get for alli ; € RIX\I,

wger s VL(w*) g g + AQ(w*) Z 15 slloo s\l > 0.
GeGr\Gs

Finally, Proposition 2 givesaQ(w*) = {- /\w*TVL(w*)}%, which leads to the desired result.

D.2 Proof of Proposition 4

The goal of the proof is to upper bound the dual nditix) by taking advantage of the structure
of G; we first show how we can upper boufi(x) by (Q29)*[x.c]. We indeed have:

O (k) = max v K
ZGGQJ||dG°vH2+ZGe(gJ)C||dG°U||2<1

T

< VK

max
G
ZGEQ] HdJ ovg H2+ZGE(QJ)C [[dCov||,<1

= max UT K

Qy(vg)+H(Q2G)(vye)<L
= max {5 (rs), (Q5) ke]},
where in the last line, we use Lemma 13. Thus the duality glgsssthan

1

o5 (1972 — [95s)1?) < g5 mase{0, 1005 el — 193 ),
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and a sufficient condition for the duality gap to be smallanthis

[NIES

() [kse] < (22 + [ (k)] 2.

Using Proposition 2, we have\w "V L(w) = [Qj(m)]2 and we get the right-hand side of Propo-
sition 4. It now remains to upper bouti®9)* [ s<]. To this end, we call upon Lemma 9 to obtain:

2) 2
.
(25)7 (k] < max : |
J Ge(Gy)e jezé ZHej,He(gJ)chH

Among all groups= € (Gy)¢, the ones with the maximum values are the largest onesthiose in
the fringe groupsr; = {G € (G,)¢; AG’ € (G,)¢,G C G'}. This argument leads to the result of
Proposition 4.

Appendix E. Proof of Theorem 5

Necessary conditiorVe mostly follow the proof of Bach (2008b); Zou (2006). ket R? be the
unique solution of
in L Q = min F(w).
min L(w) + pQw) = min F(w)
The quantityA = (& — w)/u is the minimizer ofF” defined as

_ 1 B B
F(A)=5ATQA —plq" At p7 [Qw + pdd) — Q(w)],
whereg = 13" | ;2;. The random variablg.~1q"T A is a centered Gaussian with variance

VATQA/(nu?). SinceQ — Q, we obtain that for alA € R?,
plgTA = op(1).
Sincep — 0, we also have by taking the directional derivative(bat w in the direction ofA
HT QW ) — Q(w)] = 1] Ay + Q5(Age) +o(1),
so that for allA € RP
F(A) = ATQA + 1] A5+ Q5(Age) + 0p(1) = Firm(A) + 0p(1).

The limiting functionFjim being stricly convex (becaus@ - 0) and F” being convex, we have that
the minimizerA of £ tends in probability to the unique minimizer &, (Fu and Knight, 2000)
referred to ag\*.

By assumption, with probability tending to one, we hdve- {j € {1,...,p},w; # 0}, hence
foranyj € J¢ uAj = (w—w); = 0. This implies that the nonrandom vectti¥ verifiesA’. = 0.

As a consequence)j minimizesA QysAj +rj Ay, hencery = —QgyAj. Besides, since
A* is the minimizer ofFjn,, by taking the directional derivatives as in the proof of lreen12, we
have

(Q3)"[QaesAJ] < 1.
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This gives the necessary condition.

Sufficient condition\We turn to the sufficient condition. We first consider the peabreduced
to the hullJ,

min LJ(U)J) + MQJ('wJ).
weRMI

that is strongly convex sinc@jj is positive definite and thus admits a unique solutign With
similar arguments as the ones used in the necessary conditiocan show thaty tends in proba-
bility to the true vectow 3. We now consider the vectar € R? which is the vectotoy padded with
zeros onJ¢. Since, from Theorem 1, we almost surely halell({j € {1,...,p},w; # 0}) =
{7 € {1,...,p},w; # 0}, we have already that the vectorconsistently estimates the hull of
and we have thab tends in probability tow. From now on, we consider thatis sufficiently close
to w, so that for anyG' € Gy, ||d“ o w||,, # 0. We may thus introduce

R d€ od®ow
"= Z Sowll.
Gedy |d Ow”2

It remains to show thab is indeed optimal for the full problem (that admits a uniqo&igon due
to the positiveness ap). By construction, the optimality condition (see Lemma ddiative to the
active variabled is already verified. More precisely, we have

VL()3 + pry = Qyy(y — wg) —q3 + piyg = 0.
Moreover, for alluy. € RP°I, by using the previous expression and the invertibilyofve have
ugeVL()ge = uje { —p Qie3Qy373 + Que3Q35a3 — a3 } -

The terms related to the noise vanish, having actughy o,(1). SinceQQ — Q and#y; — rj, we
get for alluye € RIJ°I

ugeVL(h)ge = —pruge {QuesQyyra} + 0p(i).
Since we assumg$)*[Qye3Q;;rs] < 1, we obtain
—ugeVL()ge < p(Q5)[uge] + 0p(p),

which proves the optimality condition of Lemma 12 relatiedlie inactive variablegb is therefore
optimal for the full problem.

Appendix F. Proof of Theorem 6

Since our analysis takes place in a finite-dimensional sgdicilhe norms defined on this space are
equivalent. Therefore, we introduce the equivalence petarsu(J), A(J) > 0 such that

Yu € RIL a(3) |ul|, < Qu] < AJ) [Jul]; .
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We similarly definea(J¢), A(J¢) > 0 for the norm(Q5) onRP°I. In addition, we immediatly get
by order-reversing:

Vu e RFL A@) ™ flull o < (Q0)71u] < a(@) ™ [lully -
For any matrixI’, we also introduce the operator noiifi|,,, s defined as

[Tllm,s = sup [[Tulln-
Julls<1

Moreover, our proof will rely on the control of thexpected dual norm for isonormal vectors
E [(©9)*(W)] with W a centered Gaussian random variable with unit covariandeixnan the
case of the Lasso, it is of ord@iog p)'/2.

Following Bach (2008b) and Nardi and Rinaldo (2008), we @ersthe reduced problem ah

min Ly(wy) + p€2s(wy)
weRP
with solution«y, which can be extended &5 with zeros. From optimality conditions (see Lemma
12), we know that
Q3[Q33 (03 — wy3) — q3] < s (13)

where the vectoy € R? is defined agy = 2 37 | &;2;,. We denote by = min{|w;|; w; # 0}
the smallest nonzero componentsvaef We first prove that we must have with high probability
|we|l, > 0forall G € Gy, proving that the hull of the active set df; is exactlyJ (i.e., no active
group is missing).

We have

Q37 lloo.00 Qa3 (05 — W)l
IV (1Qas (5 — wi) — aall oo + llaalleo) »

[dg — willo

NN

hence from (13) and the definition df(J),

by = willoo < Y267 (LAW) + llas]l ) - (14)
Thus, if we assumg < m and
laslloe < 35772 (15)
we get
[y = willo < 2v/3, (16)
so that for allG' € Gy, |[w¢||,, = %, hence the hull is indeed selected.

This also ensures thaty satisfies the equation (see Lemma 12)
Q33 (W3 —w3) —q3 + pryg =0, (17)
where

R d® o d oW
=2 ld o @,
GEGy 2
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We now prove that they padded with zeros odi€ is indeed optimal for the full problem with
high probability. According to Lemma 12, since we have alyeproved (17), it suffices to show
that

(95) [VL(b)s] < .

Defininggze;3 = q3- — Qc3Q7; g3, We can write the gradient df on J¢ as

VL(h)ge = —qge3 — pQye3 Q3573 = —qge3 — pQye3 Q35 (F3 — r3) — 1Q3e3Q35T3,

which leads us to control the differenég — ry. Using Lemma 10, we get

)

g3 S [1d% 0 d% o w]}

Gowl, 1< o w]3

Hf.] - r.1”1 < ”w-] _WJHoo Z Hd

Gegy Gegy

wherew = tow + (1 — to)w for somet, € (0,1).
LetJ = {k € J : wy # 0} and lety be defined as

14 0 d® o uly

p= sup T > 1.
wERP:JC{k€J:up#0}CJ de © dj © uj”l
Gegy

The termy basically measures how clogeandJ are, i.e., how relevant the prior encoded Gy
about the hullJ is. By using (16), we have

2 v 1%
HdG Ow”g 2 Hd? oij2 2 Hd? Od? O’Ll)j”lg 2 HdG (¢] dG O'U)Hl@,

1%
14 o wlly > ld§ o wylla > 14525 > 145
2 2 J T23 /o
and
5
lwllse < 3 1wl

Therefore we have

14515 5p |[Wlleo [|dS o dS]l;
73 —r3l; < [[g —wil| + —
e OOG;J ”dGowH2 v HdGowH2

3Ve llwy —wyll o 590||W||oo
< VP > 1+ =222 ) S ds -

GEGy

Introducinge = % > ceg, 1451, , we thus have proved
IF5 —r5lly < afldy —will - (18)

By writing the Schur complement @) on the block matrice€) -3 and @y, the positive-
ness ofQ) implies that the diagonal termﬁag(QJcJQ;}QJJc) are less than one, which results in
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”QJCJQ;}/2”OO72 < 1. We then have

1Q3e3Q35(Fs —x3)|| . = HQJCJQ}}/2 32 (Fy = x5) . (19)
< 11Ques@ys oo 2@ 12 17 = rall, (20)
S (21)
< R72alIV2 (AJ) + llasll) (22)
where the last line comes from Eq. (14) and (18). We get
Qc * Q Q—l ~ < a‘J’1/2 A(J
(Q5)*[QaeaQyy(fa — )] < m(ﬂ (J) + llaalloo) -
Thus, if the following inequalities are verified
alJ[V2A() T
L < =, 23
k3/2a(Je) 4 (23)
alJ|1/? T
3/24(3%) gl < T (24)
% T
(95)"[agea) < (25)

we obtain

(Q5)" [VL(w)ge] < (25)"[~q3e3 — 1Q3:3Q5513]

c
J
c
J

<
< (Q5) [—agepa] + (1 = 7) + p1/2 <

i.e.,J is exactly selected.

Combined with earlier constraints, this leads to the first pbthe desired proposition.

We now need to make sure that the conditions (15), (24) andh@8 with high probability.
To this end, we upperbound, using Gaussian concentratemjualities, two tail-probabilities. First,
q3e|3 is a centered Gaussian random vector with covariance matrix

E [QJC\JQIC‘J] =K {QchIc — 3093 Q33 Q3¢ — Q3c3Q3593q3c + QJCJQE}QJQIQE}QJJC]

0,2

= —Qjeje)3,
n
whereQjegeiy = Qjege — QJcJQngQJJc. In particular, (25)*[g35] has the same distribution as

(W), withp : u — (Qﬁ)*(on‘l/zQ}]ﬁc'Ju) and W a centered Gaussian random variable with
unit covariance matrix.

Since for anyu we haveu' Qjeyeiyu < u' Qyeyeu < HQWH; |ul|3, by using Sudakov-
Fernique inequality (Adler, 1990, Theorem 2.9), we get:

E[(25)*[g5e;3] =E sup uTch‘Jéan_IMHQH;QE sup u' W
05 ()<1 Q5 (u)<1

< on~V2|Q|y P El(Q5) (W).
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In addition, we have

) = ()] < Ylu—0) < on~2a@) Q)5 w—0)|

[e.9]

On the other hand, sin@@ has unit diagonal anQJcJQEjQJJc has diagonal terms less than one,
Qe3¢5 also has diagonal terms less than one, which impIiesHt@éﬁclJHoqg < 1. Hencey is a

Lipschitz function with Lipschitz constant upper bounde;dobrl/%(JC)‘l. Thus by concentra-
tion of Lipschitz functions of multivariate standard randeariables (Massart, 2003, Theorem 3.4),
we have fort > 0:

202

n 2& c\2
P (QS)*[chu]>t+an—1/2\|Q||§/2E[(Qg)*(w)]] < exp <_t7(3)> .

Applied for t = pr/2 > 20n~12| Q| E[(Q5)*(W)], we get (becauséu — 1)2 > u?/4 for

u > 2):
P[(925)*[qe15] > 1] < exp ( %) |

It finally remains to control the terf(||¢s|| ., = &), with

1/2 c
£ = %min {1, e alJt) a(J )} .

dav

We can apply classical inequalities for standard randotabas (Massart, 2003, Theorem 3.4) that
directly lead to

n 2
Pl > €) < 25ew (55 ).

To conclude, Theorem 6 holds with

c\2
C1(G,3) = % (26)
KV . Y 2a(J)v ’
05(G,J) = | 1, , 27
2(g ) <3 mln{ 24903/2HWHOOZGng Hd?‘b }) ( )
C3(G.3) = 4|QIy E[(©5) (W), (28)

and

KU 1/2 (JC)
Cy(G,J) = ——=min< 1, ,
3A(J) 24032 | w| o Y geg, 195,
where we recall the definitiondd” a centered Gaussian random variable with unit covariance ma
trix, J = {j € J: w; # 0}, v = min{|w;|; j € J},
[d9 o d® oully

o = sup e
Hd? o d? ouglli’

wERP:JC{keJup#0}CJ
Gegs

K = Amin(Qy3) > 0 @andr > 0 such that(2$)*[Qe3 Q53] < 1 — .
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Appendix G. A first order approach to solve Eq. (2) and Eq. (6)

Both regularized minimization problems Eq. (2) and Eq. (6a{ just differ in the squaring d)
can be solved by using generic toolboxes for second-ordee poogramming (SOCP) (Boyd and
Vandenberghe, 2004). We propose here a first order apprioactakes up ideas from Bach (2008b);
Micchelli and Pontil (2006) and that is based on the follagvirariational equalities: fox € RP,
we have

P2

|7 = min Y 2,
zGRi, 1 Zj
Z?lej<1j_

whose minimum is uniquely attained fey = |z;|/ ||z|/,. Similarly, we have
P2
2 = mj -2
[E Igﬂl%riz s S8
J=1

whose minimun is uniquely obtained fey = |z;|. Thus, we can equivalently rewrite Eq. (2) as

. 1o RS By
. L) S et oo

el =1
(UG)GGQERLL‘

with ¢; = (X ¢5;(d§)*(n) =)~ In the same vein, Eq. (6) is equivalent to

. 1 — Py _
iyt () + 5 i 0
Zcegncﬁl

where (; is defined as above. The reformulations Eq. (29) and Eg. (B9)omtly convex in
{w, (n°)geg}, which allows a simple alternating optimization schemeneein w (for instance,
w can be computed in closed-form when the square loss is used)n&)ccg (Whose optimal
value is always a closed-form solution).

Unlike SOCP methods, this first order approach is compuralip appealing since it allows
warm-restart which can dramatically speed up the computation over egaltion paths.

Appendix H. Technical lemmas

In this last section of the appendix, we give several tecdin@nmas. We considerC {1,...,p}
andg; ={G € G; GNI # o} C G, i.e., the set of active groups when the varialllese selected.

We begin with a dual formulation d2* obtained by conic duality (Boyd and Vandenberghe,
2004):

Lemma 7 Letu; € RV, We have

Q) ul = min max ||€
@b = pin a6

st.ouj+ Y dfEf=0and{f=01if j¢G.
Gegr,Gaj
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Proof By definiton of(2;)*[uz], we have

Q) *us] = Tor.
()" [ur] o ax ur vl

By introducing the primal variableSyg)geg, € RI91l, we can rewrite the previous maximization
problem as

(Q)*ur] = _ max  wjvr, st VG eEG, ||df ougnrlly < ag,
ZGEQIQGS:[

which is a second-order cone program (SOCP) gt second-order cone constraints. This primal
problem is convex and satisfies Slater’s conditions for g@ized conic inequalities, which implies
that strong duality holds (Boyd and Vandenberghe, 2004). ndfg consider the Lagrangiad
defined as

T
(%
£(UI>OZG7/7>TG7£?) = u}—UI +7(1_ZQG) * Z (dG . > <7§-§>’
I 1

= Geg, N1 °Uent
with the dual variable§, (7¢)geg,, (€F)ceg, } € R, x RI9II < RIIXI91 such that for allG € G,

£ =01if j ¢ Gand|¢f]l, < 7¢. The dual function is obtained by taking the derivativesCof
with respect to the primal variables and(«)ceg, and equating them to zero, which leads to

Viel, uj+d gegas%5& =0
VG e Gy, Y- TG =0

After simplifying the Lagrangian, the dual problem thenueels to

N {vj' € Luj +Yeg, ooy 4565 = 0 and €5 = 0 if j ¢ G,

min -
7,EHceg, VG € Gr, lIEF ], <,
which is equivalent to the displayed result. [ |

Since we cannot compute in closed-form the solution of tlewipus optimization problem, we
focus on a differenbut closely relategoroblem, i.e., when we replace the objectivexccg, |7 ]|,
by maxgeg, [|£7] ., to obtain ameaningfuffeasible point:

Lemma 8 Letu; € RII. The following problem

sit. uj+ Y d§E§ =0and¢f =0if j ¢ G,
Gegr,Goj
Uj

Hej,HeGry
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Proof We proceed by contradiction. Let us assume there efi$ts;cg, such that

max {7, < max [[(§7) o

Gegr Gegr
_ \uj\
= maxmax —————————

|wjo |

> He; a’
Hejo,HEGT "jo

where we denote by, an argmax of the latter maximization. We notably have foGab j:

|uj0|
69| < =—L—-—.
0 ZHEijEgIdJ}'IO

By multiplying both sides bylj"; and by summing ovef > jo, we get

|uj0 | Z ]0 Z ]0| < |u,]0 |

GEQI,GBJO G3jo
which leads to a contradiction. |
We now give an upperbound & based on Lemma 7 and Lemma 8:

Lemma 9 Letu; € RV, We have

2) 2
"
Qr)* < S B .
() [UI]_gﬂeagf Z{ dH}
jeG

> nejaegd)

Proof We simply plug the minimizer obtained in Lemma 8 into the peato of Lemma 7. [ |

We now derive a lemma to control the difference of the gradiéf ; evaluated in two points:

Lemma 10 LetuJ, v be two nonzero vectors Rl/!. Let us consider the mapping; — r(w;) =

od 7ow,y

Zceg, TGom T Ow]” e RVI. There exists; = tqu; + (1 — to)vy for somety € (0,1) such that

14513 1dS 0 dS 0 2|2
Ir(wg) =)l < llug =il | Y a2+ > 0

GeGy HdG zJ Hz Gegy “dS;OZJ“2
Proof For j, k € J, we have
873 (d?)2wj 2
—k — s (d} ) “wy,
c;; HdGow Hz G%;J a5 0wy} "
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with I;—;, = 1if j = k and0 otherwise. We then considee [0, 1] — h;(t) = rj(tu;+(1—t)v;).
The mappingh; being continuously differentiable, we can apply the mealue theorem: there
existsty € (0,1) such that
Oh;(t
(1) — 1 0) = 220 )

We then have

or.;
i) = (o) < D |5 (2) |l — v
J
V1] e
<uws = vl | D2 dG ZZ e CORCTI B
Gegy H ZHZ iy Ged, | JonH2

which leads to

dg d§od§oz
) = )l < s =l | 3 ol Gl 3~ 5o djozli)
H ZJHz

GeGy Gegy Hd onH2

Given an active sef C {1,...,p} and a direct parerk € I1p(J) of J in the DAG of nonzero
patterns, we have the following result:

Lemma 11 For all G € Gk \G,, we have
K\JCG@G

Proof We proceed by contradiction. We assume there ekigts G \G, such thatk'\J ¢ Gp.
Given thatK € P, there existgj’ C § verifying K = (5o G°. Note thatGyy ¢ G’ since by
definitionGo N K # &.

We can now build the patterA’ = Naeguia,y G = K N G that belongs t&P. Moreover,

K = KN G§ C K since we assume@; N K # . In addition, we have thaf ¢ K andJ C G§
becausd( € IIp(J) andGy € Gk \Gs. This results in

JCKCK,

which is impossible by definition ok'. [ |

We give below an important Lemma to characterize the soistaf (2).
Lemma 12 The vectory € RP? is a solution of

min L(w) + pQ(w)

weRP

if and only if
VL(QZ))j—i-ufj:O
Q) VL) ;) < .
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with J the hull of {j € {1,...,p},w; # 0} and the vector € R” defined as

) d® od® oW
7= T o
2z T ol

In addition, the solutiony satisfies
Q*VL(w)] < p.

Proof The problem

min L(w) + pQ(w) = Inin F(w)
being convex, the directional derivative optimality cdiah are necessary and sufficient (Borwein
and Lewis, 2006, Propositions 2.1.1-2.1.2). Therefore,véctorw is a solution of the previous
problem if and only if for all directions € R?, we have

[ P+ eu) = Fw)

e—0 IS
e>0

> 0.

Some algebra leads to the following equivalent formulation
Vu € RP, u VL(b) + puf s+ p(Q5)[uje] > 0. (31)

The first part of the lemma then comes from the projectiond and.j¢.
An application of the Cauchy-Schwartz inequalitym}ﬁfj gives for allu € RP

Combined with the equation (31), we get
Yu € RP, u' VL(w) 4 1 Q(u) > 0,

hence the second part of the lemma. [ |

We end up with a lemma regarding the dual norm of the sum ofdisjeint norms (see Rock-
afellar, 1970):

Lemma 13 Let A and B be a partition of{1,...,p}, i.e, ANB =@gandAUB = {1,...,p}.
We consider two norms, € R4l — [lus|la andup € RIBI s |lug| 5, with dual normsf|va |’
and||vg||3;. We have

max Tv=max {|Jvalli, lvsl5}
lualla+llupllB<1
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