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Abstract

We consider the empirical risk minimization problem fordar supervised learning, with
regularization by structured sparsity-inducing normseSenare defined as sums of Euclidean
norms on certain subsets of variables, extending the dsuarm and the group,-norm by
allowing the subsets to overlap. This leads to a specificfsgtawved nonzero patterns for the
solutions of such problems. We first explore the relatiomfigitween the groups defining the
norm and the resulting nonzero patterns, providing botWdod and backward algorithms to
go back and forth from groups to patterns. This allows thégahesf norms adapted to specific
prior knowledge expressed in terms of nonzero patterns.|¥depaesent an efficient active set
algorithm, and analyze the consistency of variable seladtr least-squares linear regression
in low and high-dimensional settings.

1 Introduction

Regularization by thé;-norm is now a widespread tool in machine learning, stastind signal
processing: it allows linear variable selection in potahtihigh dimensions, with both efficient
algorithms [Efron et al., 2004, Lee et al., 2007] and welkaleped theory for generalization prop-
erties and variable selection consistency [Zhao and Yug 20@&inwright, 2006)].

However, thel/;-norm cannot easily encode prior knowledge about the pettef nonzero
coefficients (“nonzero patterns”) induced in the solutisince they are all theoretically possible.
Group ¢1-norms [Yuan and Lin, 2006, Roth and Fischer, 2008] consaleartition of all vari-
ables into a certain number of subsets and penalize the stine &uclidean norms of each one,
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leading to selection of groups rather than individual M@lga. Moreover, recent works have con-
sidered overlapping but nested groups in constrainedtisiisasuch as trees and directed acyclic
graphs [Zhao et al., 2009, Bach, 2008c].

In this paper, we consider all possible sets of groups andacteaize exactly what type of
prior knowledge can be encoded by considering sums of nofneserlapping groups of vari-
ables. We first describe how to go from groups to nonzero ipati@r equivalently zero patterns),
then show that is possible to “reverse-engineer” a giverosabnzero patterns, i.e., to build the
unique minimal set of groups that will generate these padterhis allows the automatic design of
sparsity-inducing norms, adapted to target sparsity pettéVe give in Section 3 some interesting
examples of such designs on two-dimensional grids.

As will be shown in Section 3, for each set of groups, a notifdmudl of a nonzero pattern may
be naturally defined. In the particular case of the two-disimmal planar grid considered in this
paper, this hull is exactly the axis-aligned bounding botherregular convex hull. We show that,
in our framework, the allowed nonzero patterns are exalktige equal to their hull,

and that the hull of the relevant variables is consistenslyneated under certain conditions,
both in low and high-dimensional settings. Moreover, wespre in Section 4 an efficient active
set algorithm that scales up to high dimensions. Finallyjllustrate in Section 6 the behavior of
our norms with synthetic examples on two-dimensional grids

Notation. Forz € R? andq € [1, o], we denote byjz||, its ¢,-norm. Givenw € R? and a
subset/ of {1, ..., p} with cardinality|.J|, w; denotes the vector iR!/! of elements ofv indexed
by J. Similarly, for a matrixA € RP*P, A;; denotes théI, J)-block of A. For two vectors: and
vin RP, we denote byiov = (uyvy,...,u,v,) " € RP the elementwise product betweemndo.

2 Regularized Risk Minimization

We consider the problem of predicting a random variable ) from a (potentially non random)
vector X € RP, where) is the set of responses, typically a subseiRof We assume that we
are givenn observationgz;,y;) € R? x Y, i = 1,...,n. We define theempirical risk of a
loading vectorw € RP asL(w) = 23" ¢ (y;,w z;), wherel : Y x R — RT is aloss
function We assume that is convex and continuously differentiabhdth respect to the second
parameter. Typical examples of loss functions are the sqlaess for least squares regression,
e, l(y,9) = 3(y — §)* with y € R, and the logistic losé(y, §) = log(1 + e~¥¥) for logistic
regression, withy € {—1,1}.

We focus on a general family of sparsity-inducing norms #tlatwv the penalization of subsets
of variables grouped together. Let us denotedbg subset of the power set éf,...,p} such
thatUgzeg G = {1,...,p}, i.e., a spanning set of subsets{daf ... ,p}. Note thatG does not
necessarily define a partition of, . . ., p}, and thereforet is possible for elements gfto overlap
We consider the norf2 defined by

Qw) =Y [ D @)l | = dowl,,

Geg \jeG Geg

where(d“)geg is a collection ofp-dimensional vectors (whose impact will be analyzed in Sec-
tion 6) such thatly > 0if j € G andd§ = 0 otherwise.

This general formulation has several important subcasssvik present below, the goal of
this paper being to go beyond these, and to consider normableafo incorporate richer prior
knowledge.
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Figure 1: Examples of groups and patterns of zeros/nonz#mese sparsity-inducing groups (mid-
dle and right) with the associated nonzero pattern whicheasunion of the complements of the
groups (left, in black)

e /5-norm: G is composed of one element, the full $&t. .., p}.

e /1-norm: G is the set of all singletons, leading to the Lasso [Tibshjra@96] for the square
loss.

e /5-norm and ¢1-norm: G is the set of all singletons and the full dét . . . , p}, leading (up
to the squaring of thé,-norm) to the Elastic net [Zou and Hastie, 2005] for the sgueass.

e Group /;-norm: G is any partition of{1, ..., p}, leading to the group-Lasso for the square
loss [Yuan and Lin, 2006].

e Hierarchical norms: when the sef{1,...,p} is embedded into a tree [Zhao et al., 2009] or
more generally into a directed acyclic graph [Bach, 2008&n a set op groups, each of
them composed of descendants of a given variable, is conside

We study the following regularized problem:

Ll T

min Z;f (yz,w 5L'z> + u(w), (2.1)
iz

wherey, > 0 is a regularization parameter. Note that a non-regulaiiizenisect could be included

in this formulation. We denote hy any solution of Eq. (2.1). Regularizing by linear combioas

of (non-squaredy,-norms is known to induce sparsitydin[Zhao et al., 2009]; our grouping leads

to specific patterns that we describe in the next section.

3 Groups and Sparsity Patterns

We now study the relationship between the ndrand the nonzero patterns the estimated vector
w is allowed to have. We first characterize the set of nonzetiens, then we provide forward
and backward procedures to go back and forth from groupstterpa.

3.1 Stable Patterns Generated by

The regularization term(w) = > g [|d“ o w||, is a mixed(¢1, £2)-norm [Zhao et al., 2009].
At the group level, it behaves like a@j-norm and, therefore) induces group sparsity (eacl;
is encouraged to go to zero); on the other hand, within thegg&' € G, the /s-norm does not
promote sparsity. Intuitively, some of the vectarg associated with certain groujgs will be



exactly equal to zero, leading to a set of zeros which is theruof these groupé in G. Thus, the
set of allowed zero patterns should be timigon-closureof G, i.e. (see Figure 1 for an example):

zz{UG;g'gg}. (3.1)

Geg’

The situation is however slightly more subtle as some zeande created by chance (just as regu-
larizing by thels-norm may lead, though it is unlikely, to some zeros). Néwadss, Theorem 3.1
(see proof in Appendix A) ensures us that, under mild comaltj the previous intuition about the
set of (non)zero patterns is correct. Before stating theltresore precisely, we need to introduce
the concept ofj-adapted hull or simply hull, that represents the granularity assodiébethe set

of groupsg. For any subset C {1,...,p}, we define

[

Hull(l) =< () Gy .
Ge(Gr)°

with G; = {G € G; G NI # @}. Note that we always have C Hull(I). As we shall see later,
the hull has a clear geometrical interpretation for speskisg.

Theorem 3.1. Assume that” = (y1,...,y,) ' is a realization of an absolutely continuous prob-
ability distribution. Let us consider the following optimation problem
1 n
min — z:(yZ —w'z)? + pQ(w), (3.2)

weRP 2N 4
i=1

and let denote by) the Gram matrixt >0 | ;.

If for all solution w of (3.2) with nonzero patterh = {7 € {1,...,p}; w; # 0}, the matrix
QHull(f)Hull(f) is invertible, then the problem (3.2) has a unique solutidrose set of zeros is in

Z ={Ugeg G; G' C G} almost surely.

It is important to note that Theorem 3.1 does not requirertkertibility of the full matrix Q.
The result can therefore hold in high-dimensional settingere the number of observationss
smaller than the number of variablegin this case, Q is always singular).

Instead of considering the set of zero pattefhst is also convenient to manipulate nonzero
patterns, and we define

Pz{ﬂGC;g’gg}z{Z";ZeZ}- (3-3)
Geg’

We can equivalently usP or Z by taking the complement of each element of these sets. e hav
the following usual special cases from Section 2 (we giveamxamples in Section 3.5):

e /5-norm: the set of allowed nonzero patterns is composed of the esgttsind the full set

{1,....p}
e /1-norm: P is the set of all possible subsets.

e /o-norm and ¢;-norm:P is also the set of all possible subsets.
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e Grouped /1-norm: P = Z is the set of all possible unions of the elements of the amtit
definingg.

e Hierarchical norms: the set of pattern® is then all sets/ for which all ancestors of
elements in/ are included in/ [Bach, 2008c].

Two natural questions arise: (1) starting from the grodpss there an efficient way to generate
the set of nonzero patterfi, (2) conversely, and more importantly, givéh how can the groups
G—and hence the norfl(w)—be designed?

3.2 General Properties ofG, Z and P

Closedness. The setZ (resp.P) is closed under union (resp. intersection), that is, folkakE N
and allzy,...,zg € Z, Uszl zr € Z (resp. p1,...,px € P, ﬂszlpk € P). This implies
that when “reverse-engineering” the set of nonzero patteme have to assume it is closed under
intersection. Otherwise, the best we can do is to deal watimtersection-closure.

Minimality.  If a group inG is the union of other groups, it may be removed frgnwithout
changing the set€ or P. This is the main argument behind the pruning backward #hgorin
Section 3.4. Moreover, this leads to the notion ahimimal setG of groups, which is such that
for all G C Z whose union-closure spais, we haveG C G’. The existence and unicity of a
minimal set is a consequence of classical results in setytiPoignon and Falmagne, 1998]. The
elements of this minimal set are usually referred to asthensof Z.

Minimal sets of groups are attractive in our setting becdheg lead to a smaller number of
groups and lower computational complexity—for example, Zalimensional-grids with rectan-
gular patterns, we have a quadratic possible number ofrrglets, i.e.|Z| = O(p?), that can be
generated by a minimal s6twhose size i$G| = O(,/p).

Hull. We recall the definition of thg-adapted hull namely, for any subsdtC {1, ..., p},

Hull([){ U G},
Ge(Gr)e

with G; = {G € G; G NI # @}. It basically represents the granularity associated te#hef
groupsg.

If the setgG is formed by all vertical and horizontal half-spaces whexwariables are organized
in a 2 dimensional-grid (see Figure 4), the hull of a suldset {1,...,p} is simply the axis-
aligned bounding box of. Similarly, wheng is the set of all half-spaces with all orientations
(e.g., orientations-7 /4 are shown in Figure 5), the hull is the regular convex hullteNtbat those
interpretations of the hull are possible and valid only whenhave geometrical information at
hand about the set of variables.

Graphs of patterns. We consider the directed acyclic graph (DAG) stemming froeHasse
diagramof the partially ordered set (posét}, D). The nodes of this graph are the elemeritsf
G and there is a directed edge frai to G if and only if G; D G5 and there exists n6' € G
such thatz; O G O G, [Cameron, 1994]. We can also build the corresponding DAGHerset
of zero patternsZ O G, which is a super-DAG of the DAG of groups (see Figure 2 fomepkes).



Figure 2. The DAG for the sef associated with th@ x 2-grid. The members of are the
complement of the areas hatched in black. The elemergqiaf., the atoms of) are highlighted
by bold edges.

Note that we obtain also the isomorphic DAG for the nonzetttepasP, although it corresponds
to the posefP, C): this DAG will be used in the active set algorithm presente&ection 4.

Prior works with nested groups [Zhao et al., 2009, Bach, 2p8&ve used a similar DAG,
which was isomorphic to a DAG on the variables because of pleeificity of the hierarchical
norm. As opposed to those cases where the DAG was used torgeeditional structure to the
problem, the DAG we introduce here on the set of groups nituaad always comes up, with no
assumption on the variables themselves (for which no DA@imdd in general).

3.3 From Groups to Patterns

The forward procedure presented in Algorithm 1, taken from Doignon aalinBgne [1998], al-
lows the construction of from G. It iteratively builds the collection of patterns by takingions,
and has complexity) (p| Z||G|?). The general scheme is straightforward. Namely, by corisigle
increasingly larger subfamilies ¢f and the collection of patterns already obtained, all pdessib
unions are formed. However, some attention needs to be géld ehecking we are not generat-
ing a pattern already encountered. Such a verification f®meed by thaf condition within the
inner loop of the algorithm. Indeed, we do not have to scamviiale collection of patterns already
obtained (whose size can be exponentigtil), but we rather use the fact th@tis the base of.
Note that in general, it is not possible to upper bound the sf2Z| by a polynomial term irp,
even wherg is very small (indeed,Z| = 2P for the /;-norm).

3.4 From Patterns to Groups

We now assume that we want to impose a priori knowledge ongaesisy structure ofo. This
information can be exploited by restricting the patterdseveed by the nornt2. Namely, from
an intersection-closed set of zero patteghswe can build back a minimal set of grougsby
iteratively pruning away in the DAG correspondingZoall sets which are unions of their parents.
See Algorithm 2.

This algorithm can be found under a different form in [Doigrend Falmagne, 1998]—we
present it through a pruning algorithm on the DAG, which itura in our context (the proof of



Algorithm 1 Forward procedure

Input: Set of groupyy = {G1,...,Gr}
Output: Collection of zero patterng and nonzero patterrid
Intialization: Z = {&}
for m =1to M do
C={o}
foreach Z € Z do
if (G, € Z) and
(VG €{G1,...,Gp-1}, GC ZUG,, = G C Z) then
C—Cu{ZuG,}
end if
end for
Z—ZUC
end for
P={Z% ZeZ}.

Algorithm 2 Backward procedure

Input: Intersection-closed family of nonzero pattefhs
Output: Set of groupyy
Initialization: ComputeZ = {P¢; P € P} and seg = Z.
Build the Hasse diagram for the pogét, D).
for t = mingez |G| t0 maxgez |G| do

for each node witlz € Z with |G| =t do

if (UCeChildren(G) C= G> then

if (Parent$GG) # @) then
Connect children ofr to parents of>

end if
RemoveG from G

end if

end for
end for




the minimality of the procedure can be found in Appendix BheTomplexity of Algorithm 2 is
O(P|Z]* + X2 .c 2 Xcechidren= |cl)- The pruning may reduce significantly the number of groups
necessary to generate the whole set of zero patterns, soesefiom exponential ip to polyno-
mial in p (e.g., the/;-norm). We now give examples wheli@| is also polynomial irp.

3.5 Examples

e

Figure 3: Groups (in blue) that select contiguous patter@ssequence. On the right, an example
of such a pattern (in red).

B (] ([
BN | ([
BN | | N

Sequences Givenyp variables organized in a sequence, if we want only contigumnzero pat-
terns, the backward algorithm will lead to the set of groupsciv are intervalgl, ki, p—1}
and [k, plreqa,... p}» With both | Z| = O(p) and|G| = O(p) (see Figure 3).

Figure 4: Vertical and horizontal groups (the other halfted groups to forng; are obtained by
symmetry) and an example of pattern (in red) that can be szedvin this setting.

Two-dimensional grids In Section 6, we consider fdp, the set of all rectangles in two dimen-
sions, leading by the previous algorithm to the set of akgad half-spaces fay (see Figure 4),
with |Z| = O(p?) and|G| = O(,/p). This type of structure is encountered in object or scene
recognition, where the selected rectangle would corraspom certain box inside an image, that
concentrates the predictive power for a given class of dsgene.

By adding more half-planes t@;| with different angles tha® and = /2, the set of nonzero
patternsP tends to the convex sets in the two-dimensional grid [SoR@03]. See Figure 5.
The number of groups is linear iyp with constant growing linearly with the number of angles,
while | Z| grows more rapidly (typically non-polynomially in the nuertof angles). This type of
structure could be useful in vision as well as in neuros@encparticular to retrieve brain activity
in EEG data, which is usually a small convex-like portiontu# scalp.



Figure 5: Obliquet /4 groups (the other half of the groups to fograre obtained by symmetry)
and an example of pattern (in red) that can be recoveredsrsétting.

4 Active Set Algorithm

For moderate values gf, one may obtain a solution for Eq. (2.1) using generic toxd#isofor
second-order cone programming—in this paper, we@yé¢[Grant and Boyd, 2008], whose time
complexity is equal t@ (p3° + |G|>7), which is not appropriate whenor |G| are large.

We present in this section aactive set algorithm(Algorithm 3) that finds a solution for
Eq. (2.1) by considering increasingly larger active sets emecking global optimality at each
step, with total complexity irO(p'®). Here, the sparsity prior can be used for computational
advantages.

It is simpler to derive the algorithm for the following corashed optimization problem—
which has the same solution set as the regularized probldig.qf.1) whern and A are allowed
to vary:

1 - T G

Inin ;E <yl,w :EZ) S. . Gze:g |d¥ 0wy < A (4.1)
In active set methods, the set of nonzero variables, derimted, is built incrementally, and
the problem is solved only for this reduced set of variabbedding the constraintv;e = 0
to Eq. (4.1). We denote by,(w) = 13" ¢ (y;,w"z;) the empirical risk (which is by as-
sumption convex and continuously differentiable) andibyits Fenchel-conjugatedefined as
L*(u) = sup,epe{w ' u — L(w)} [Boyd and Vandenberghe, 2003]. The restrictiorL.db RI”! is
denotedL ;(wy) = L(w) for w; = wy andw e = 0, with Fenchel-conjugaté’,.

For a potential active sef C {1,...,p} which belongs to the set of allowed nonzero pat-
ternsP, we consider the reduced nofy (w,) = 3 ;g I|d5 o wyl|, onRIYI, and itsdual norm
V5(ky) = maxq, (w,)<1 w}m. The next proposition gives the optimization problem doahie
constrained reduced problem (Eq. (4.2) below):

Proposition 4.1. Let.J C {1,...,p}. The following two problems:

min  Lj(wy), 4.2

o, J(wy) (4.2)
max —L5(—ky) — A\Q5(ky), 4.3)
H(]ER“]‘

are dual to each other. In addition, at optimality, we have; = VL (wy).

Proof. The proposition comes from a classic result of Fenchel BufBiorwein and Lewis, 2006,
Theorem 3.3.5 and Exercise 3.3.9] when we consider the gdonetion

0 if QJ(wJ) < >\7
hy:wy+— .
oo otherwise



The Fenchel conjugate &f; is given byx ; — A\Q%(x) [Boyd and Vandenberghe, 2003, Exercise
3.26]. Since the set

{wy e RV hy(wy) < oo} N{wy e RV Lj(wy) < oo and Ly is continuous atv;}

is not empty, we get the first part of the proposition. At ogatiity, we have moreover the following
relationship between the primal-dual variables

—ky € 0Ly(wy) = {VL;(wy)}

where the equality is a consequence of the differentighilit. ; atw ;. We thus have the second
part of the proposition.
O

The duality gap of the previous optimization problem is

Ly(wy) + Lj(=ry) + A25(k7)
:{LJ(wJ)—i-Lj(—mJ)—i-w}mJ}—i—{)\Q*J(mJ)—w}mJ},

which is a sum of two nonnegative terms (the first nonnegdgtigi from the Fenchel-Young in-
equality, while the second one is from the definition of thelduorm). For any feasiblev;,
i.e., such that);(wy;) < A, if we choosex; = —VL;(wy), the duality gap then reduces to
MY (k) —w) Ky

In order to check that the reduced solutiar is optimal for the full problem in Eq. (4.1),
we padw; with zeros onJ¢ to definew, computex = —VL(w), which is such thak; =
—VL;(wy), and get a duality gap for the full problem equal to

AV (K)—w ' k= ANV (k) —w) kg = ANQF (k)= Q% (k)]

Computing this gap requires solving an optimization probighich is as hard as the original one,
prompting the need for upper and lower bounds. Given & setP, we denote by ; the set of
active groups, i.e., the set of grou@@sc G such thaiG N J # @.

In the light of Theorem 3.1, we can interpret the active sgbithm as a walk through the
DAG of nonzero patterns allowed by the nofin The parent$l»(.J) of J are exactly the patterns
containing the variables that may enter the active set ahdx¢ iteration of Algorithm 3. The
groups that are exactly at the boundaries of the active stdr(ed to as théringe group$ are
Fr={G e (G))°; BG" € (G;)°, G C G'}. Those groups are not contained by any other inactive
groups of(G;). We are interested in a particular subsetofdefined as J .y, () 91 \G (see
Figure 6 and Figure 7). This subset can be viewed as the éepivaf I15(.J) for groups.

We have the following optimality conditions (see proofs ippendix C) that control the
progress of Algorithm 3 :

Proposition 4.2(Necessary condition)if w is optimal for the full problem in Eq. (4.1), then

2

[VL(w);]?

JEK\J <ZH€gK\ngH3j df)

A max

< —w'VL(w). N
el w VL(w) (N)

10
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Figure 6: The active set (black) and the candidate pattérmar@bles, i.e. the variables iR\ .J

(hatched in black) that can become active. The fringe grampgxactly the groups that have the

hatched areas (i.e., here we haig = UKEnp(J) Gx\Gs = {G1,G2,G3}).

Figure 7: The active set (black) and the candidate pattérmar@bles, i.e. the variables iR\ .J
(hatched in black) that can become active. The groups in &leghose il J Kellp(J) Gr\GJ,
while the green group is itff )\ (U 1, () G \G)-

Proposition 4.3(Sufficient condition) If

=

2
)\CI;%&]?( Z [VL(w)| 50 <e— wTVL(w), (S:)
" ec (ZHe(QJ)C,Hsj df)

thenw is a solution whose duality gap for Eq. (4.1) is less than 0.

Note that for the Lasso, the conditiofd") and(Sy) (i.e., the sufficient condition taken with

11



¢ = 0) are both equivalent to the conditidiV L(w)jc|lco < —w' VL(w), which is the usual
optimality condition [Wainwright, 2006, Tibshirani, 19pMoreover, when they are not satisfied,
our two conditions provide good heuristics for choosingahhi’ € TIp(J) to add in the active
set.

More precisely, since the necessary conditidi) @irectly deals with theariables(as opposed
to groups) that can become active at the next step of AlgarBhit suffices to choose thE ¢
II»(J) that violates the condition most.

The heuristic for the sufficient conditiorS¢ ) implies to go from groups to variables. When we
haveF; = UKEnp(J) Gk \Gs, we simply consider the grougs € F; that violates the sufficient
condition most and then take the largest pattern of vasaklec I1p(J), K N G # &, to enter
the active set. Note that this situation always happens wieedeal with the rectangular groups.
In general, we just have the inclusiol) i cy1,.(,) 9x\9s) € F and the group that achieves the
maximum in(S.) might not be a group that is allowed (according to the DAG ofzeyo patterns)
to become active at this step (see Figure 7). For such a gioap7;\(Uker,p () 9x\Gs), We
look at all the groups? € (Uger, () 9x\9s), H NG # @ and follow the scheme described
before.

A direct consequence of this heuristic is that it is possibtethe algorithm tgump overthe
right active set and to consider instead a (slightly) lametive set as optimal. However if the
active set is larger than the optimal set, then (it can beqatdlaat) the sufficient conditiofiSy)
is satisfied, and the reduced problem, which we solve exauillystill output the correct nonzero
pattern.

Moreover, it is worthwile to notice that in Algorithm 3, thetave set may sometimes be in-
creased only to make sure that the current solution is opfiweonly check a sufficient condition
of optimality).

Algorithm 3 Active set algorithm
Input: Data{(z;,y;),i =1,...,n}, regularization parameter
Duality gapes, maximum number of variables
Output: Active setJ, loading vectono
Intialization: J = {@},w =0
while () is not satisfiedand |.J| < s do
replaceJ by violating K € IIp(J)
solve the reduced probleming (,, y<x L.(w;) to getw
end while
while (S;) is not satisfiedand || < s do
replaceJ by violating K € IIp(J)
solve the reduced probleming (,, ,)<x L.(w.) to getw
end while

Algorithmic complexity. We analyse in detail the time complexity of the active sebalgm
when we consider the rectangular groups Wi = O(,/p). The running time necessary to
obtain the solution of the reduced problem depends on thdauof active group$& ;| = [{G €

G; GNJ # o}, i.e., the groups that contain at least one variable of thigeaset. Thus, if the
number of active variables is upper boundedky p (which is true if our target is actually sparse),
the time complexity of Algorithm 3 is the sum of:

e the computation of the gradier®d(s n p) for the square loss.

12



e the cost of the solver) (s max ep | 7j<s |G [*? + 57).

e t; times the computation dfV), that isO(¢1(,/p + s) + p'°). Indeed, computingly(.J)
costsO(1) with |IIp(J)| < 4 (i.e., the four edges of the hull for the rectangular growps)
for K € IIp(J), |K| = O(s) (corresponding to the stripe of variables around the asttpe
with |G \Gs| = 1. Besides, without elaborated data structures, the cosetting G is
O(v/p)-

During the initialization (i.e.J = @), we have|llp(@)| = O(p) (since we can start with
any singletons), an@ix \G;| = |Gk| = O(y/p), which leads to a complexity @ (p'-°) for
the sumd ¢, o Note however that this sum does not depend/and can therefore
be cached if we need to make several runs with the same selugisy.

e t; times the computation dfS.), that isO(t2(/p + p'*)) with ¢1 + ¢, < s. ComputingZ;
requiresO(,/p) with |F;| < 4 (i.e., the four edges of the hull for the rectangular groups)
and for allG € F;, |G| is upperbounded b@(p). In addition,|(G;)¢| < |G| = O(,/p), SO
that the computation oF ;¢ (g e o5, COSISO(p™”).

We finally get complexity irO(p'-5), which is much better tha@(p*5), without an active set
method. Note that the tersf-> could be improved upon by using warm-restart strategieshier
sequence of reduced problems.

In our experiments, i.e., with rectangular afig groups on a 2 dimensional-grid (and more
generally, for collections of nested groups alenglifferent directions), we still have a complexity
in O(p*?). The main change lies in the computation of the par&izté.J). It requires to call upon
the forward algorithm (see Algorithm 1), from the fringe gps.F; (whose size is now,) reduced
to the set of variablengagJ)C\fJ G]C\J, whose size is if0(s). Hence, the cost of obtaining the

patternsK € IIp(J) becomesO(sn? max jep,|7<s [1p(J)]), as opposed to a constant time
before.

Nonzero pattern intersection. We have seen so far how overlapping groups can encore prior
information about a desired set of (non)zero patterns. actpre, controlling these overlaps may
be delicate and hinges on the choice of the weigfitg g (see the experiments in the Section 6).

Hovewer, it is possible to keep the benefit of overlappingugsowhilst limiting their side
effects, by taking up the idea of support intersection [B&£08a]. First introduced to stabilize
the set of variables recovered by the Lasso, we reuse tliisitee in a different context, based on
the following remark. When dealing with collections of ressigroups along multiple directions,
the two procedures described below actually lead to the satnaf (non)zero patterns:

a) Considering one model with the nofincomposed of all the groups (i.e., the groups for all
directions).

b) First considering one model per direction (the nderof this model being only comprised
of the nested groups corresponding to that direction) ae thking the intersection of the
nonzero patterns obtained for each of those models. In thmgbe of the sequence (see
Figure 3), it boils down to consider one model with the grosiasting from the left and one
model with the groups starting from the right

Note that, in this second setting, although the trainingeptsal models is required (a number
of times equals to the number of directions considered, 8.dor the sequence and 4 for the

To be more precise, in order to regularize every variablehawe to add the groufl, . . ., p} to each model.
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rectangular groups), each of those trainings involves dlsmmumber of groups. The experiments
(see Section 6) will show the superiority of this second epph.

5 Pattern Consistency

In this section, we analyze the model consistency of thetisolwf Eq. (2.1) for the square loss.
Considering the set of nonzero pattefdslerived in Section 3, we can only hope to estimate the
correct hull of the generating sparsity pattern, since Témo3.1 states that other patterns occur
with zero probability. We derive necessary and sufficiemtditions for model consistency in a
low-dimensional setting, and then consider a high-dinwrairesult.

We consider the square loss and a fixed-design analysisti,e. . , z,, are fixed); we assume
that for alli € {1,...,n}, y; = w'z; + ¢; where the vector is an i.i.d vector with Gaussian
distributions with mean zero and varianeé > 0, andw < RP” is the population sparse vector;
we denote byl the G-adapted hull of its nonzero pattern. Note that forrale P, Hull(P) = P;
in other words, if our prior is correctly encoded throughestimating the hulll is equivalent to
estimating the nonzero pattern of the population vector.

5.1 Consistency Condition

We begin with the low-dimensional setting wherés tending to infinity withp fixed In addition,
we also assume that the desigrfiiedand that the Gram matri@ = 1 > | z;2 is invertible
with

nlLHOlOQ =Q > 0.

In this setting, the noise is consequently the only sourceanflomness. We denote by the
vector defined as

. -1
Vied,rj=w; [ Y (d)?[dow|;" |,
Gegy,G3j

or equivalently in the more compact form

. Z d®od®ow

0d®ow.
& T owl,

Besides, we recall that we defitit(wye) = >-ce(gy)e [1d5e © waell, (which is the norm com-
posed of inactive groups) with its dual norif1§)*; note the difference with the norm reduced to
J¢, defined as$je(wge) = > qeg 1dFe 0 wyel|,-

In the following Theorem, we give the sufficient and necgssanditions under which the hull
of the generating pattern is consistently estimated. Thogsditions naturally extend the results of
Zhao and Yu [2006] and Bach [2008b] for the Lasso and the gt@agso respectively (see proof
in Appendix D).

Theorem 5.1(Consistency condition)Assumeu — 0, py/n — oo in Eqg. (2.1). If the hull is
consistently estimated, théf)*[Qs-3Qyry] < 1. Conversely, ifQ5)*[QssQjyrs] < 1,
then the hull is consistently estimated, i.e.,

n—-+o0o
p—0, p/n—00
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The two previous propositions bring into play the dual ngf2§)* that we cannot compute in
closed form, but requires to solve an optimization problenc@nplex as the inital problem (4.1).
However, we can prove the following bounds similar to thos&imed in Propositions 4.2 and 4.3
for the necessary and sufficient conditions:

2
(@) ] > max {3 S a
JEK\T (ZHEQK\QJJBJ' Cff>

2

12
(@5)Prac) < max {3 —— 8
Jjea <ZH€(QJ)C,H3j df)

Comparison with the Lasso. Note that for the/;-norm, our two bounds lead to the usual con-
sistency conditions for the Lasso, i.e., the quarjfiyy-;Q;;sign(wy)|| must be less or strictly
less than one.

Let us consider that the Lasso is inconsistent because w@bles inJ whose hull would
form a nonzero pattern which is “far” (in the DAG of nonzerdtpens) from the hull of relevant
variables. Because of the tedM ¢ g, ). 5 45 » the condition for our structured sparsity will tend
to be more easily satisfied (see examples in Section 6).

5.2 High-Dimensional Analysis

We prove a high-dimensional variable consistency resek (goof in Appendix E) that extends
the corresponding result for the Lasso [Zhao and Yu, 2006nWéaght, 2006], by assuming that
the consistency condition in Theorem 5.1 is satisfied.

Theorem 5.2. Assume thaf) has unit diagonals = Amin(Qs3) > 0 and (25)*[Qe3Q55r] <
1 — 7, with7 > 0. If Tuy/n > 0C3(G,J), and [J|/2 < C4(G,J), then the probability of
incorrect hull selection is upper-bounded by:

nu’r2Ch(G,J nCsy(G,J
exp (_—,u 20_12( )> + 2|J|exp <_72|2J(|0—2 )>

whereC1(G,J), C2(G,J), C3(G,J) and C4(G,J) are constants defined in Appendix E, which
essentially depend on the groups, the smallest nonzerbaeef ofw and how close the support
{j € J:w; # 0} of wistoits hullJ, that is the relevance of the prior information encodedjby

Inthe Lasso case, we hagg (G, J) = O(1), C2(G,J) = O(|J3|72), C5(G,J) = O((log p)'/?)
andCy(G,J) = O(]J|71), leading to the usual scaling ~ log p. In our situation, we may have
better scalings, but these are problem-dependent: byiregtiee number of allowed zero patterns,
we would allow more irrelevant variables (a careful anaysi the group-dependent constants
would still be needed in all cases).

6 Experiments

In this section, we carry out several experiments to ilatstthe behavior of the sparsity-inducing
normg2.
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Active set algorithm. We first focus on the active set algorithm (see Section 4) amdpare

its time complexity to the SOCP solver when we are looking dosparse target. More pre-
cisely, for a fixed level of sparsit{J| and a fixed number of observations we analyze the
complexity w.r.t. the number of variables To this end, we consider a linear modgl =

w X + ¢, where the true vectow € RP has only|J| = 9 nonzero components andvaries

in {100, 225, 400, 900, 1600, 2500, 3600}. In addition, bothX ande are centered and normally
distributed, the variance of the noise being set to vefify' X ||, = |||, (i.e., the SNR equals 1).
The |J| nonzero components &f are generated once from a centered Gaussian distributibn an
are kept fixed for the rest of the procedure.

The linear model is mapped onto a square 2-dimensional dr&tevthe nonzero components
of w form a3x3 square; we therefore consider the rectangular groups. fhiote that here, we are
not especially interested in the statistical behavior efdlgorithm w.r.t. different datasets, we just
care about the computational aspect, so that it does noemattocus on a single dataset. We thus
considern = 5500 (500 of them dedicated to the test) i.i.d observatidfs,c;) € R? x R i =
1,...,n}. For each value op and for both the active set algorithm and the SOCP solver, we
compute an approximate regularization path for 30 values, dhen compute the average CPU
time over these 30 runs and finally take the best predictioor @n this path. We assume that
we have a rough idea of the level of sparsity of the true veatal we set the stopping criterion
s = 5|J]| (see Algorithm 3), which is a rather conservative choice. Sivaw on the Figure 8 that
for the same level of performance, we considerably lowectreputational cost. In practice (and
as the Figure 8 illustrates it), we have noticed that thevastet algorithm scales @(,/p), which
is in agreement with the analysis Section 4 where the conbtfore the term irO(,/p) can be
much larger than the one before the terndifp! ).

10 R
- = =SOCP ¥
— Active set s
8 10°
c
(@]
(8]
]
9
810"
10°
10° 0o’

1
log(Number of variables)

Figure 8. Time complexity comparison: for each valueppive plot the average CPU time over
30 runs and take the best prediction error. Note we do notagighe latter since both algorithms
reached exactly the same performagees9, 3.88,1.42,2.31,3.64,1.75,2.71}. We can see that

the active set algorithm significantly reduces the requo@dputational time.

Not surprisingly, for small values of, the SOCP solver performs better since it does not have
to compute the necessary and sufficient bounds requireddqrbgress of the active set algorithm.
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Weight influence and consistency. We illustrate now the influence of the weight&’ ) cg. We
present in the Figure 9 several settinggdf);<g that we will use in the following experiments.
The high-dimensional analysis of the consistency has adeddhe choice of weighted)ccg

that let the summax;cy {Zcng,Gajdf} bounded and independent aaf We will show the im-
portance of this criterion by considering three cases, hamaniform weighting YG € G, Vj €
G, djff' = 1) and two kinds of weights depending on the size of the grodps(G, df = L and

e
Vj e G, djff' = ﬁ). Note that only the latter satisfies the previous criterion

o W [[1[) BEIII1] BE[[]]]
e W [[[ ) [HEeid [[ T[] [ ][]
e, I [ [ | e | [] (o] | [ ]
o I [ | e [ ] [efee |
¢ I | e | [efetedath] |

Figure 9: Different choices for the weightd“)scg: on the left, for all groups, the weights are
identical. In the center, we let the groups depend on thegssinamely for allZ € G,Vj €
G, djff' = |G|~2. On the right, we use an exponential weighting that takesaetount the geom-
etry of G (with the factora € (0,1); in our experiments, we take = 0.5). The latter will be
referred to as the exponential weights.

We consider the modéf = w ' X +¢, where the vectow € R® (i.e.,p = 5) has 2 contiguous
relevant variable$ X, X, } ande is a centered Gaussian noise with the variance fixed to make th
SNR equal to 1. We sampled i.i.d. observatiénsy) whereX ~ A/ (0, X) is normally distributed
and the covariance matriX is designed so that’; is highly correlated witH X, X2} (the design
of X follows the first experiment of [Zhao and Yu, 2006]).

In this way, X5 tends to prevent the consistent estimation of the contigpattern{ X, X»}.
The normQ(w) = > 5eg |d% o wl|, is built to allow only contiguous patterns (as defined in
Section 3.5, see Figure 3). For a uniform weighting, the rhisdaconsistent and all the variables
become active together agdecreases, includings, which is an undesirable behavior. By letting
the weights depend on group size, we succeed in creatingséstamt regime (see Figure 10) and
avoiding that all variables come in together.

Convex pattern recovery. We now turn to the ability of the norm to encode a prior that
enforces the selection of convex patterns. To this end, wsider al5 x 15 grid (i.e.,p = 225)
where we are looking for a sparse convex pattern (whose sigH i= 40) in the presence of
remote perturbations at the edges of the grid. For the sagienglicity, we work with the limiting
pattern obtained in the asymptotic regiméixed andn — oo (i.e., the pattern of the first order
development of the minimizer of (2.1); see the proof of Tlkeor5.1 in Appendix D for more
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Figure 10: Influence of weights: with uniform weights, alriadles enter the active set together,
including X5 that is irrelevant (left); this situation is partially fixedith weightsd; = |G|t
(middle) and totally fixed whed§ = |G| =2 (right): the model consistently selects the correct
variables{ X, X»}, and variables enter the model one at a time whelecreases.

details), so that our experiments depend onlywanJ and the covariance matric€¥ (note that

the results obtained in this way could be reproducednféerge enough and the noise variance
small enough). ThéJ| nonzero components &f are generated once from a centered Gaussian
distribution and are kept fixed for the rest of the proceduiresimulate the remote perturbations,
we procceed as follows:

a) We generate a random covariance mafyix R?*P according to a Wishart distribution with
p degrees of freedom. Its diagonal is then re-normalized ¢o0 Bor such matrices, the Lasso
consistency condition is known not to hold with high proligb{Zhao and Yu, 2006].

b) We compute the vectatye = QJcJQngsign(wJ) e R, We randomly permute the vari-
ables ofJ¢, with the constraint that thé(p'/? — 1) (i.e., the perimeter of the grid) largest
components ofy. (in absolute value) must be located at the boundaries ofritle g

We present in the Figure 11 the probabilities of variablecen on the grid for different
models, based on an average over 100 covariance matricesatggh according to the scheme
described above. We compare the average nonzero pattenered by the Lasso with our model
(referred to asubsetlasspofor different choices of the weightgl)ceg.

Although the correct pattern belongs to the active set nbthiwith the Lasso, the remote
variables are also selected, which violates the convex.piiibis point may be pivotal in many
applications like neuroscience where convex patternsegded for the sake of interpretation.

Similarly to the previous experiment, the model with thefomm weights fails to recover the
correct nonzero pattern, which results in the selectionlldha variables. When we consider the
weights depending on the size of the groups, we are able terldiscriminate the hull of the
generating pattern. In addition, we can see the effect ahgdtie +7 groups to the rectangular
groups, namely the rectangular hull becomesgkedapted hull (to the new set of grou@} that
approximates the generating pattern more precisely.

Finally, by considering the procedure (introduced at the ehSection 4 and referred to as
intersected subsetlassor simplyl-subsetlasspthat consists in intersecting the nonzero patterns
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Figure 11: Convex pattern estimation: we plot the probtddiof variable selection for different
models, by considering their limiting patterns. The blaclocindicates a probabilty of one, while
the light blue color corresponds to probability of zero. dlition, those probabilities are obtained
from an average over 100 covariance matrices generateddangdo the scheme described before.

obtained for different models, we improve significantly grstimation of the hull by being more
discriminative.

Prediction error.  In this last experiment, we show that the prior we put throtighnorm(2 is
also a source of improvements for the predictive power. Nuae we are currently working on
theoretical analyzes to back these experimental resulesand/ getting to grips with the simplest
setting where we can express a prior throégmamely the selection of a contiguous pattern on a
sequence. More specifically, we consider a sequence op siz&00 with a contiguous generating
patternJ corresponding to the variables 20 to 35, i.e., willh = 16. As previously, we are
interested in the underlying linear modél= w "X + ¢, where the true vectox belongs tdR .
Again, bothX ande are centered and normally distributed, the variance of tigerbeing set to
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verify || w'X||, = [[¢]|, (i.e., the SNR equals 1). THé| nonzero components ef are generated
once from a centered Gaussian distribution and are kept fioxettie rest of the procedure.

We will compare the Lasso with the subsetlasso and the lesialsso (set for different types of
weights(d“)geg). For each of those models and for a given dair, ¢}, we compute an approx-
imate regularization path and pick up the best predictioaresn this path. The prediction error
is understood here as being the prediction error of the Olt®ipaeed on the nonzero pattern ob-
tained by the model considered (note that it is actuallyrafaly to compare the I-subsetlasso with
the other models). For the corresponding value of the reigatdon parameter (i.e., where the min-
imum prediction error is reached), we compute the hull esiiom error, defined aﬁéJ — 5jH2-
whered; € RP represents the indicator vector of the hull/of

For several values of € {80,150, 250, 500,1000, 1500} (while keepingp = 100 fixed),
we repeat this procedure 50 times and we present in the Fidutiee average error for both the
prediction and the hull estimation.

Using the norm( results in an improvement, both in terms of prediction antl &éstima-
tion error. The improvement is sharper for the latter, siihde exactly the task why the norm
Q) has been designed for. The experiment underlines agaimiperiance of the choice of the
weights(d“)aeg. The uniform weights perform poorly compared to the exptineand the size-
dependent weights. Moreover, the results show the suggradrthe I-subsetlasso procedure.

7 Conclusion

We have shown how to incorporate prior knowledge on the fofmomzero patterns for linear
supervised learning. Our solution relies on a regularizargn linearly combining/>-norms of
possibly overlapping groups of variables. We have studieddesign of these groups, efficient
algorithms and theoretical guarantees of the structuradsgp-inducing method. Natural exten-
sions to this work are to consider bootstrapping since tlag improve theoretical guarantees and
lead to better variable selection [Bach, 2008a], or to comlihis work with the recent approach
of Jacob et al. [2009] to handle more general families of Ja@rm patterns. Our regularization
scheme could also be used for multi-task learning [Argygbal., 2008] or multiple kernel learn-
ing [Micchelli and Pontil, 2005] when prior knowledge on steucture of the sparse representation
is available. Finally, although we have mostly exploredhis paper the algorithmic and theoreti-
cal issues related to these norms, this type of prior knayded of clear interest for the spatially
structured data typical in bioinformatics, computer usand neuroscience applications.
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A Proof of Theorem 3.1

Proof. We recall thatZ(w) = 2 37 | ¢ (y;,w ;). For the square loss, the Hessianlos Q.
SinceQ is positive semidefinitel, is convex. In additionw — Q(w) is convex and goes to infinite
when ||w||, goes to infinite, so that we can restrict the minimizationbpem to a compact set of
RP. By Weierstrass’ theorem, (3.2) admits a global solutibat tve will writew" to stress on its
dependence on the observed output veEtoNote that, at this stage of the proof, we do not have
the uniqueness of the solution.

UniquenessLet us suppose that (3.2) admits more than one solution adétete bydY this
convex set of solutions. We considet"! = argmay,.ov |1 (w)|, the solution having the largest

nonzero pattern. We need to discuss two possible cases
a) I (w"!) = Uyeev 1" (w)
b) 1M (") # Uyeev 17 (w).

If we are in the situation a), we can directly use the asswnpin the invertibility of
QEull(1Y (w¥-1))Hull(1Y (w¥-1)) With any other solutionss*>* in ©¥. The strong convexity of the
problem reduced télull(1 (w¥>!)) leads to the desired conclusion.

The previous argument cannot be reused immedialty in theasiceb). We consider instead
wY? € OY with [T (w¥!) U IY (w¥?)| > |IY (w¥1)]. By convexity of©Y, we can consider in
turn the solutionw? = gw¥? 4 (1 — B)w¥>'. ForB > 0 sufficiently small, we have

IY(wY,3) _ IY(wY,l) U IY(UJY’2),

which contradicts the definition ab¥>!. Thus, the scenario b) is impossible and we have the
uniqueness of the solution.

Stability of the zero patternsiVe now prove by contradiction that the zero pattéifwY’) of
wY almost surely satisfieg (w") € Z. Let us assume that

P(Z(wY) ¢ 2)= 3 P(K = Z(w")) >0,
K¢z

so that there exists C {1,...,p} such that’¢ ¢ Z with P(Z(w") = I¢) > 0. So, for a large
enough compac$, we haveP(A4) > 0 with A = {Y € S; Z(wY) = I°}.

We now show that this cannot be true by studying the behaviaroaround points ird. Let
Gr={G € G:GnNI # 0} be the set of active groups and we refeHall(7) as.J. We recall that
the restrictionL ; of L is given byL ;(w) = L(#) wherew; = w andw - = 0 for all w € R/,

The optimality ofwY whenZ(w¥) = I¢ D J¢ implies

VLj(w¥)+rywh) =0,

where we define the vectoy (v} ) € R/l as

ry)=wl | Y @)oY ||, ] Vie

J
Gegr,Goj
LetvY e R/l be the solution off (v,Y) = 0, with
f,Y)=VL;v)+rsv).
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Lety € Aandfy,..., f|; be the components df.
On a small enough ball arour(dug,g), f is continuously differentiable since none of the

norms vanishes abg. Let H;; be the matrix whosg-th row is (vaj)T. The matrixH;; is
actually the sum of

a) the hessian af, i.e.,Q s that we assumed positive definite, and

b) the hessian of the norf around(wg,g) that is positive semidefinite on this small ball
according to the hessian characterization of convexitynj&n and Lewis, 2006, Theorem
3.1.11].

ConsequentlyH ;s is invertible. We can now apply the implicit function theoréo obtain that
for Y in a neighborhood af,
v’ =y(Y),

with ¢ = (¢4, . .. ,’QZJ‘J|)T a continuously differentiable function satisfying the naal relation

(...,V?/Jj,...)HJJ—I—(...,Vyfj,...):0.

Since we supposed that ¢ Z, we can consider a fixed € 1N J.
Let C,, denote thex-th column of H;; andX” € R"*I/| be the matrix whoséi, j)—element
is thej-th component of;;. Sincen(...,V,fj,...) = —X’, we have

nVi = X7 C,,.

Now, sinceX” has full rank and’,, # 0, we haveV, # 0.

Without loss of generality, we may assume that,/0y; # 0 on a neighborhood of. We
can apply again the implicit function theorem to show thatareighborhood of the solution to
Yo (Y') = 0 can be writteny; = ¢(ys, . . ., y) With ¢ a continuously differentiable function.

By Fubini's theorem and by using the fact that the Lebesguasnme of a singleton iiR"™
equals zero, we have shown that there exigts- 0 such thatP(Y" € B(y,d;) N A) = 0, where
B(u, p) is the open ball irR™ centered at. and of radiug.

Now we haveP(A) = sup{P(F'); F closed, F' C A}. ForF' C A closed, we havé’ closed
and in the compac$, henceF is compact. Besides it can be written Bs= Ugzer{B(7, d5) N
F}. By compacity of F, there exists a sequence,, )y Of elements inF' such thatF =
Umen{B(tm, du,,) N F}. Sowe have?(F) < > «P{B(tm,dy,,) NF} =0, henceP(A) = 0.
This concludes the proof by contradiction. O

B Proof of the minimality of the Backward procedure (see Algaithm 2)

Proof. There are 2 points to show:
e (G spansZz.
e G is minimal.

The first point can be shown by a proof by recurrence on thehdeihe DAG. At step, the base
G verifies{Jgeq G, VG € GV} = {G € Z,|G| < t} because an eleme6t € Z is either
the union of itself or the union of elements strictly small€he initializationt = mingez |G| is

easily verified, the leafs of the DAG being necessarilgin
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As for the second point, we proceed by contradiction. Iféfetists another bagg that spans
Z such thaG* C G, then
deeG, e¢ g

By definition of the setZ, there exists in tung’ C G*, G’ # {e} (otherwise,c would belong to
G"), verifying e = g G, Which is impossible by construction gfwhose members cannot be
the union of elements of. O

C Proof of Propositions 4.2 and 4.3

In order to check that the reduced solutiop is optimal for the full problem in Eq. (4.1), we com-
plete with zeros o¢ to definew, computex = —V L(w), which is such that ; = —V L j(w),
and get a duality gap for the full problem equal to

AV (K)—w ' k= ANV (k) —w) kg = N (k) — Q% (r7)].

By designing upper and lower-bounds fof(x), we get sufficient and necessary conditions.

C.1 Proof of Proposition 4.2

Proof. For eachK € IIp(J), we simply need to lower bourld*(x) = maxq <1 v k. Starting
from the Lemma F.7, we have

2
Q" (k) = ng%lrggé Z’YGJ )72k (C.1)
7 jeG
%
= rggg{zw&)z(d?)zﬁﬂ} (C2
jea

where~* is a solution of the previous minization. According to ApgenG, all the~* corre-
sponding to active groupsuf; # 0) and inactive variables.(; = 0) are equal to zero.

We derive a lower-bound of2*(k) by restricting the maximum over the grougs € G to
those inGx\G.;. We also restrict the sui_ ;. to the sumd_ . (k5. Note that for all groups
GinGx\G,, we have(K\J) C G (see Lemma F.9), SO that ;i\ j) = 2jex -

To sum up, for ally € I" with the added constraint that;; = 0 for G € G; andj € J¢, we
have

1 1
2 2

—21,..12 —21,. 12
%“25{27@ } %\g{ 2 2ty } |

JjeG jeK\J
Moreover, for allj € K\ J,

Z'VGJ': Z VG = Z Yai =1

GGQ GGQ’K\J GEQK\QJ
G3j G>j G3j

where we use the added constraint on the active groups actiVeaariables. Hence, the quantity

1

2
—2 2
max K
GegK\gJ{ 2 2(d) 7wl }

jeK\J
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is minimized for
dS
J

ZHegK\Q,f, H>j df‘
By plugging backy into (C.1), we obtain

Yaj =

L(w),|?
JEKN\J (ZHEQK\QJ,HBj df)
The result follows then from optimality condition far, i.e., —~w VL(w) = —w]VL(w); =

A% (k7). Thus, the duality gap is greater than

|12
MY [VL(w); b 4w VL(w).
JEKNJ (ZHEQK\QJ,HBJ' df)
If w is optimal, this quantity must be nonpositive, hence theditam (V). O

C.2 Proof of Proposition 4.3

Proof. We reuse techniques from [Bach, 2008c] to get an upper-boarttie dual nornf2*(x).
We have that29)*(x) is equal to (see Lemma F.7)

2
. 2 (1G\=2,. |2
min _max Z Ve (d5) ™7 |k .
v€el je GE(Gy) {jeGch
As opposed to the necessary condition, we cannot resore togtimality condition to derive good
candidates for the dual variablgs In addition, we wish to find an upper-bound 0fj (w ) that
takes into account the effect of all inactive variables,le/hii the necessary condition, we only scan
the direct parents of the current nonzero pattérnTo this end, we will consider the minimizer
when we replacgjeG by max;cq (see LemmaF.8), i.e.,

Ui

Gj = )
EHE(QJ)CvHBJ d.;{

from which we get

[NIES

c\* G\—2 |I{Z|2(dJG)2
(@5)"(kse) < max > (@) 5
S (ZHe(gnc,Haj djf )

Among all groupsG € (G;)¢, the ones with the maximum values are the ones in the fringe
groupsF; = {G € (G,)¢; 3G’ € (G,)¢,G C G'}. We can now upper-bound:
O(k) = max v K
ZGngHdGOUHQ“‘ZGe(gJ)c||dGOUH2<1

UTI{

N

max
2cea, [|dF ov.s ”2+Zce(gl,)c|\daov|\2<1
= max vk
Qy(vs)+(Q9)(vye)<L

= max {Qj(ky), (27)" [k}
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where in the last line, we use the Lemma F.11. Thus the dugdipyis less than
ALY ()= (k)] < Amax{0, ()" [kse] =25 (k1) }-
Using—w ' VL(w) = —w; VL(w); = A2%(k.,), we get the desired result. O

D Proof of Theorem 5.1

Proof. Necessary conditionWe mostly follow the proof of Bach [2008b], Zou [2006]. Let
w € RP be the unique solution of

min L(w) + pQ(w) = min F(w).

weRP weRP

The quantityA = (& — w) /. is the minimizer ofF defined as
~ 1
F(A) = 5ATQA = u7qTA + u7 ! [Q(w + ) - Q(w)],

whereq = 15" | g;z;. The random variable.~!¢" A is a centered Gaussian with variance
VATQA/(np?). Since@ — Q, we obtain that for allA € R?,

plgTA = op(1).
Sincep — 0, we also have by taking the directional derivativelbat w in the direction ofA
1M QW+ pA) — Q(w)] = 1] Ay +Q5(Age) + o(1),
so that for allA € RP
F(A) = ATQA + 13 A5+ Q5(Age) + 0p(1) = Fin(A) + 0,(1).

The limiting funct|onF|In being stricly convex (becaus® > 0) andF’ being convex, we have that
the minimizerA of F tends in probability to the unique minimizer 6f, [Fu and Knight, 2000]
referred to ag\*.

By assumption, with probability tending to one, we have= {j € {1,...,p},w; # 0},
hence for any € J¢ MA]- =(w+ uA)j = 0. This implies that the nonrandom vecti\x¢ verifies
Aj. =0.

! As a consequence)j minimizesA  Qy3Aj 4+ rj Aj, hencery = —Qj3A}. Besides, since
A* is the minimizer ofFji,, by taking the directional derivatives as in the proof of lreanF.10,
we have

(Q3)7[QyesA3] <1

This gives the necessary condition.

Sufficient conditionWe turn to the sufficient condition. We first consider the peabreduced
to the hullJ,

min Ly(wy) + pQy(wy).
weRMJI

that is strongly convex sino@yy is positive definite and thus admits a unique solutign With
similar arguments as the ones used in the necessary conditiocan show thaty tends in prob-
ability to the true vectow . We now consider the vectar € R? which is the vectoryy padded

27



with zeros onJ¢. Since, from Theorem 3.1, we almost surely halel({j € {1,...,p}, w; #
0}) = {7 € {1,...,p},w; # 0}, we have already that the vectadrconsistently estimates the
hull of w and we have thai) tends in probability tow. From now on, we thus consider that
sufficiently close tow, so that for anyG' € Gy, ||d“ o ||, # 0. We may thus introduce

) d® o d® oW
TZE:HWOMI'
GEGy 2

It remains to show thab is indeed optimal for the full problem (that admits a uniqokison due
to the positiveness ap). By construction, the optimality condition (see Lemmalf.felative to
the active variabled is already verified. More precisely, we have

VL()3 + pry = Qyy(y — wg) —q3 + piy = 0.
Moreover, for alluy. € R, by using the previous expression and the invertibiliofve have

ugeVL(W)ge = uje { —p Qre3Qy3 73 + Qye3Q3343 — qye }

The terms related to the noise vanish, having actuayo,(1). SinceQ) — Q andry — rjy, we
get for alluye € Rl

ugeVL(W)ge = —puge {QaegQyyra} + op(1).
Since we assum@$)*[Qsc3Q5;rs] < 1, we obtain
~u VL(0) 30 < p(925)uge] + 0p().

which proves the optimality condition of Lemma F.10 relatte the inactive variablest is there-
fore optimal for the full problem. O

E Proof of Theorem 5.2

Throughout the following proof, we will have to find lower andper-bounds for the dual norms
(25)* and(€23)*. Since our analysis takes place in a finite-dimensionalesgakthe norms defined
on this space are equivalent. Therefore, for any nprifron R (e.g., |||l , |||l or [I-]l..), we
introduce some equivalence parameteks > 0 such that

Vu e R o llull < () [u] < Coayp llull-

We similarly define such, C > 0 for the norm(Q5) onRH°I. In addition, we immediatly get by
order-reversing

vu e RFL Cl oy lull® < (Q0) (] < ey llull™

Note that those parameten&le a dependance on the dimension of the spglepr |J¢|, and the

weights(d“)geg of the norms. Since we will intensively use sugh, |y, Cq,. ;) in the proof,

it will be crucial to control precisely their scaling w.rld| (or |[J¢|) and the weight$d“)ceg.
Moreover, our proof will rely on the control of thexpected dual norm for isonormal vectors

E [(©9)*(W)] with W a centered Gaussian random variable with unique covarimatex. In the

case of the Lasso, it is of ordélog p)'/2, but could be much less in our settings, showing that

restricting the set of allowed patterns leads to better §agpomplexities.
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Following [Bach, 2008b] and [Nardi and Rinaldo, 2008], wesider the reduced problem
onJ,
min LJ ('U)J) + MQJ('{U_])

weRP
with solutionwy, which can be extended &5 with zeros. From optimality conditions (see Lemma
F.10), we know that
Q3[Qa3 (3 —wj3) — q1] < pe (E.1)
We denote by, = min{|w;|; w; # 0} the smallest nonzero componentsvef We first prove
that we must have with high-probabilityto ||, > 0 for all G € Gy, proving that the hull of the

active set ofiwy is exactlyJ (i.e., no active groups are missing).
We have

HQ.;JIHQ Qi3 (wg — WJ)H2

I (1Qas (s — wi) — gallae + lasllo) »

|3 —willy <
<

hence from (E.1) and the definition 6f, ;).

g = willy < &I (1Coay i + llaall) - (E.2)
1 < RV
Thus, if we assume < T Cor and
RV
o L 75 E.3
we get
w5 = willoo < [lbg — will, < 2v/3, (E.4)
so that for allG' € Gy, [icl|, > %, hence the hull is indeed selected.
This also ensures thaty satisfies the equation (see Lemma F.10)
Q33 (W3 —w3) —q3 + prg =0, (E.5)

where

) d® o d oW
=2 lde ol
GeEGy 2

We now prove that th& padded with zeros odi€ is indeed optimal for the full problem with
high probability. According to Lemma F.10, since we haveadly proved (E.5), it suffices to show
that

(€Q3)*[VL(®)ge] < p.

Definingqyey = qyc — Q3:3Q7; g3, We can write the gradient df on J¢ as
VL()ge = —qge3 — pQye3 Q3573 = —qge3 — pQye3Qyy (Fy — 13) — 1Q3e3Q3513,

which leads us to control the differenég — rj. Consider a fixed € J. We haver; —r; =
R(w) — R(w) with R(w) = Y g, (d5)w; [|d° o wl|; " . Since for anyk € J

OR (d§)? (d§)?w;
—(w) = Jiﬂ.:k _ ji(d,f)zwk,
dwy, G;J [dS o wlly G%;J ¢ o wl|3
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with I, = 1if j = k and0 otherwise, the mean value theorem gives that for seree[w, w| =
{u e RP; u; € [wj,w;]}, we have

. OR
|7"j—fj|<z %(w) W
key 1ok
. (d5)?Jwy|
SRS ngo DD |w; o Wl |
Gegy keJ Gegy 2

hence

ldgls S HdGodGole

Gowlly

75 = rally < llig = wallo [ D
1= e ) Hd

Gegy Gegs

LetK = {k € J : w;, # 0} and
14 0 d® o ull,
o= sup

ueRP:KC{keJ:u,#0}CJT Hd?{ © df{ © UKHI g
Gegy

—_

By using (E.4), we have

14 14
1d° o w3 > [|d§ o wk || > ||dE OdﬁowKng>HdGOdcole3—7

1%
[d¥ 0wy > ||dk o wkll2 > [ldi ||2 > ld§lly 5—=
2 = K J 112 3\/@
and
(]| [[w]
Therefore we have
[E5lE 5¢ [[Wlloo |45 © d5 1l
73 =zl < [y —wil| T+ —
wé% [ ouwl, " v Td€ o wl,
3@ g — wyll 5<pr|!00
< o0
< > > Nl
GeGy

IntroducingL = % >_ceg, 14511, , we thus have proved
1Py —x3lly < Loy —wall, - (E.6)

By writing the Schur complement @j on the block matrice§ jc3- andQyy, the positiveness
of Q implies that the diagonal termﬁag(QJcJQi}QJJc) are less than one, which implies that

HQJCJQJJ/ H < 1. We then have

|QuesQz3 (s —xa)lo = || QueaQys" sy s — )| E7)
< Qo ||@ws”| i —xaly €8
< w2 R —ralls (E9)
< RPLIM (1Ciay 0 + llasllo) - (E.10)
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where the last line comes from Eq. (E.2) and (E.6). We get

C\* —1/a —1 £|J|1/2
(025)"[QaeaQ55 (Fg —13)] < C@sin 3 (1Coayin + llaalls) -

Thus, if the following inequalities are verified

£]3]1/? r
—75—HCq I S 5 (E.11)

“3/2(3(03,\\‘\\1) o 4

L]J|V/? T
llasllee < =, (E.12)

“3/2(3(03,\\-”1) 4

C\* T
(925)"lasea) < 5 (E.13)
we obtain
(Q5)* [VL(d)ge] < (Q5)*[~agei3 — 1Que3Q73ra]
< (Q9) [=qgepa] + (1 —7) + p7/2 < py

i.e.,J is exactly selected.

Combined with earlier constraints, this leads to the first pethe desired proposition.

We now need to make sure that the conditions (E.3), (E.12jE&d@) hold with high-probability.
To this end, we upperbound, using Gaussian concentratiequalities, two tail-probabilities.
First, g3¢5 is a centered Gaussian random vector with covariance matrix

T T T - 1T 1 T
Eqgejaqyey = E(QJCQJC — q30q5 Q33 Qe — Q3e3Q3393q3¢ + Q1c3Q35 434y QJJlQJJc)
2
g
= —Qge393,
n

whereQjeye)y = Qgege — QJcJQngQJJc. In particular,(Qg)*[chu] has the same distribution as
C(W), with ¢ : u — (Qﬁ)*(on‘l/zQ}]ﬁc'Ju) andWW a centered Gaussian random variable with
unigue covariance matrix.

Since for anyu we haveu' Qjejejyu < u' Qyegeu < HQWHg l|u
Fernique inequality [Adler, 1990, Theorem 2.9], we get:

2, by using Sudakov-

E[(©25)"[g5e;3] =E sup uTch‘Jéan_l/zHQHyzE sup u! W
Q3(u)<1 Qg (w)<1

< on”V2|Q|yPEI(95) (W)

_ — 1/2 1/2 .
We havel¢(u)| < on~ 2t | QY. yull and [Q55. yulla < [1QV2 ]2 ]lulls, henceC is

a Lipschitz function with Lipschitz constant upper boundi@obn—l/Qc(}zlﬁ,”M ||Q\|§/2. Thus by

concentration of Lipschitz functions of multivariate sdand random variables [Massart, 2003,
Theorem 3.4], we have:

C\* — O\ ¥ nt2
P|(25)"[qgea) 2 t+on™ 2| QUY*E [(95) (W) < exp (—oge— |-
2|Qll20%c(ag 1.1)
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Applied fort = pr/2 > 20n=1/2|| Q|5 *E[(QS)*(W)], we get (becauséu — 1)% > u?/4 for
u = 2):

9. 9 nu’rc?,.
nu’t @5 11-111)
P[(Q5)*[gge15] >t] <exp |— Sexp |~ | -
[(Q5)"[aze(3] > 1] ( 32|’QH2‘72C<_92C,||.||2)> 32(Qll20?

J

It finally remains to control the terf(||¢s|| ., = &), with

% 37'/11/2C(szc I-01)
— " mind1 2 &l
< 3|J[/2 mm{ ’ ALy

We can apply classical inequalities for standard randorabts [Massart, 2003, Theorem 3.4]
that directly lead to

n 2
Pllaslle > €) < 23]exp (55 ).

To conclude, Theorem 5.2 holds with

2

o C@S
C1(G,) = 16]Q," (E.14)
C2(G,J) = | —minq« 1, SR , (E.15)
60 (3 { YT s 7
C5(G,3) = 4Q[y"E[(Q5)" (W), (E.16)

and

(G, 3) = —"Y  min {1

1/2
T/ C@5.1111) v
- b
3C .1

124032 3 e g, 15 | 11wl
where we recall the definitionsi’’ a centered Gaussian random variable with unit covariance
matrix, K = {j € J : w; # 0}, v = min{|w;,|; j € K},
|[d% 0 d o ully
Y = sup

weRP:KC{keJ:up#0}CJI [|d§ o di o ux|1 7
Gegy

K = Amin(Qy3) > 0 @andr > 0 such that(Q$)*[Qye Q1] < 1 — 7.

F Technical lemmas

In this last section of the appendix, we give several tecin@nmas, mostly relative to the opti-
mization results. In addition, we considerC {1,...,p}andg; = {G € G; GNI # @} C G,
i.e., the set of active groups when the variahleare selected. We will need to deal with two
specific convex set$; andI’, defined as

Gegr
and
I ={ye RIG1x 11 Yaj > 0, Z vaj =1land yg; =0if j ¢ G}.
Gegr
Gy
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Furthemore, we assume thatis defined by continuation at zero t%/ = oo if u # 0 and0
v

otherwise.
We first start with two lemmas based on the Cauchy-Schwaeguality [Hardy et al., 1988].

Lemma F.1. For all vectorsz, y in R™ such thatvj € {1,...,m}, z; > 0 andy; > 0, we have
the following variational equality

=

T, : -2, 2
Ty = ZIélHIQI%l E z; “x; ) (F.1)
z;>0 J=1

(27 212'9]2')1/2@

and the minimum is obtained for

T _1 Z’}/2 .
(1‘ y) 2 y1/2 if Yj # 0,
o J
o0 otherwise.
Similarly, we have for all vectors, z in R™
1
m 2
max wly=q3 2% (F3)
yER™ —
(S5 =) <1 !
whose maximum is obtained for
1
-2 921 2 _—2 o )
y; = {22#0 “i “"’“"} L R 0 (F.4)
00 otherwise.

Proof. We apply the Cauchy-Schwartz inequality on

Ty = PPt P
r'y = E ZjYiz; T
x5,y 70
1 1
2 2
2,2 —2.2
< {2 Ay > G
z;,y; 70 x5,y 70

where the right side of the equality becomes infinite if onthef:; equals zero. The equality in the
Cauchy-Schwartz inequality happens when there ekists) such that for allj, 22y? = kzj_%c?.
Put together with the normalization of the vectomwe get the desired result.

The second part of the Lemma follows along similar lines.

If for all j, z; # 0, note that this second result comes down to the computafitimecdual
norm of a weighteds-norm.

Moreover, in the degenerated case where one of tiginfinite, the corresponding component
of y; o zj‘z is necessarily put to zero (with the added convention @hato = 0) to ensure the

feasibility of the problem (i.e3"72, 23y% < 1). O
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Lemma F.2. For all vectorz in R™, we have the following variational equality

1 . 2 -2
B = uin sz\xj\ ; (F.5)
2 2;>0 Jj=1
;n:l zj=1
and the minimum is obtained for
|z

; F.6
4SS fl? (F0)

Proof. We apply the Cauchy-Schwartz inequality, starting from

m
L=z = > zla Myl
j=1

2;7#0

IN

> Al s,

23750

where the right side of the equality becomes infinite if on¢hefz; equals zero. The equality in
(F.5) is trivial forz = 0 and obtained for; = |z;[%/ qug otherwise. O

Throughout this section, we will use a variational représon ofu; — 3o, [|df o usll,
in terms of the vectorg € E;:

Lemma F.3. For all u; € R,

[NIES

. g o ugl;
> lldf ourlly=min ¢ > ———25 . (F.7)
Geg; "R Geg, G

and the minimum is obtained for

17 © urll,

ng = . (F.8)

> Heg, Hd? © uIH2

Proof. The result comes from the Lemma F.1 when we take the followawors
x = [||df o ul”z]GegI Y= mGegI
and
1
z = [77(2;] .
Gegr
1
It suffices to notice that for all vectorse E;, the vectorz = [né} is feasible. O
Gegr
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For ally € E;, we introduce the vectaj(n) € RI!! defined for allj € I as
-1
G = | ng'(ds)?

Gegr
[€=Y]

We can then rewrite the terin, g, [|df o ur|, in terms of((n) and we have

2

> ld§ ourll, = min > G Py (F.9)
jel

Gegr

As we shall see later, the and ¢ will be useful to characterize respectively the (in)active
groups and variables.
In the following lemma, we show that— (;(n) is a concave function of:

Lemma F4. Forall j € I and alln € E;, we have

G =min ¢ > 2;(d5) e ¢,
~velr
Gegr
G3j

andn — (;(n) is a concave function of. In addition, the optimaly is given by

o @Pagt (d)ng
Zf}r{eg; d2ng' G
5

VGj (F.10)

Proof. The result is a direct application of the Lemma F.2 when wesiclan the vectors
o
T = [dj Nex ] ,
Gegr,Goj
and

= [VGJ']GEQI,GBJ"

The concavity comes from the fact that— (;(n) is defined as the pointwise infimum of concave
(linear in fact) functions of. O

Lemma F.5. We have, for alh € E; and all x; € RI',

[NIES

max uj Ky = ZCJ'(T])’KJJ'P . (F.11)

(ZjerGim="luyl?)*<1 jel

Moreover, the maximum is obtained for

otherwise.

| = {{zig GO} 2 Gl i Gn) < o0, F12)
o0
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Proof. We just need to apply the Lemma F.1 with the vectors

and

]jel'
Ol

We now establish a link between the dual normupi— > ¢, [|d7 o url|, and the vectoc.

Lemma F.6. For any«; € R!/l, we have the following relationship

[NIES

max uj Ky —max ZCJ )| k512

Zcegl”d?ouIH2§1 jelI

Proof. Thanks to the Lemma F.5, we can write

7 2
max max Uy K7 = max Z Cj(n)fﬂj\
neks (Zjel C],(77)71|uj‘2)1/2S jop

The maximization problem on the left side of the equality barfirst solved w.r.ty € Ej, letting
u fixed [Boyd and Vandenberghe, 2003, page 133]. The reldtipr(§.9) then provides

T T
max Uur Ky = max Ur KT
neEr EGEQIHdIGou1H2§1 ’

(jer G~ tuy2) 2 <1

which leads to the desired result.
O

We are now in position to express the dual normugf— > g [|d§ o ur|, through the
variablesy € T';.

Lemma F.7. We have the following relationship

D=

T . —2), 12
max u; K7 = min max Z e ( |5
Saeo, [l4F ourll,<1 Rl P

Proof. Starting from the Lemma F.6,

[NIES

max uj Ky —max ZCJ IR

Zcegl”d?ouIH2<l jelI

we use the variational characterization(pfn) given by

Gln) = min ¢ > ~2;(d5) Pna
yel'y
Gegr
G3j
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We minimize through a sum each colummoihdependently over the s&f (that also constraints
each column ofy independently). We thus get the following max-min proble3ioh et al., 1957,
Theorem 4.2]

. 2 G\—2 2 .
- (dS , = )
IR | 2 2 706 ()l = i v(n)
jel Gegy
G3j
The function
n = P(1,7),

is concave and continuous for glle I';. Similarly, the function

v = P(n,7),

is convex for allp € E;. In addition, the convex sets; andI'; are compact.
One can invert the max and min, so that we obtain

max min t(n,y) = min max(n,y),
neBEr vel'r vel'r neEr

and the right-hand side can be rewritten as
min max Z nG Z yéj (df)_2|/£j|2

€l'; neE
TSHINSEL \ Geg, jeanI

The optimization oveE; can be performed in closed form and leads to the desirediresul [

We provide alemma to derive a lower-boundroim, cr, maxgeg, {ZjeGﬂI 16 (d§) 72|k, ]2}
The underlying idea of this lemma is to replace the @?&Gm by max;ccnr.

Lemma F.8. The quantity

NI

: 2 G\—2 2
min max E Ve (d5) [kl
vel'; Gegy jeanI

is lowerbounded by

. (Y ks
et gy Lo (507l

and this minimum is obtained for
¢
J
VG = =
’ ZHEQJ df
H>3j

Proof. The first part of the Lemma is straightforward since we havalfioy € T'y,

1
2 1

2
max § > G (d5)lml ¢ = max {fé“(?%% (& (df)‘zlﬁjl2)}
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Let us notice that for al{ € I';, sincet — t!/2 is stricly increasing,

2
ds)2 =
e {m (365 (@) >} = e a0 () il
dG
We now need to show that;; = Shca d is indeed optimal, i.e., for afy € 'y,
Heg
HBJI
dG
> dé)—1
s e {ei ()} 2 o o (4) 7 52l
H>j
= max 7‘%‘
jEI ZHEQI j
H>j

We denote byj, € I one of the indices that achieves the latter maximizationc@&ytradiction, if
there existsy € I'; such that

1 |’{j0|
max max K <
GegrjeGnl {VGJ ) | J|} > HEG; dﬁ)

H>j0

then, we notably have for all > j,

1 |’{J0|
el ds Kig| <
/7 ]0( ) | ]0| ZHG Idfov

which implies in turn that for alG > o,
dG

ZHEQJ
H>50 Jo

'?Gyo
A summation over= > j, leads to the contradictioh < 1.

O

Given an active sef C {1,...,p} and adirect parer’ € IIp(J) of J in the DAG of nonzero
patterns, we have the following result:

Lemma F.9. For all G € Gk \G;, we have
K\JCG
Proof. We proceed by contradiction. We assume there egists Gx\G, such thatk'\J ¢ G.
Given thatK € P, there existgj’ C G verifying K = (¢ G¢. Note thatGy ¢ G’ since by
definitionGo N K # @. )
We can now build the patterR = (\;egia,1 G° = K N G that belongs t&. Moreover,

K = KNG§ C K since we assumed; N K # @. In addition, we have thaf ¢ K andJ C G§
becausd( € IIp(J) andGy € Gx\G;. This results in

JCKCK,

which is impossible by definition ok'. O
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We give below an important Lemma to characterize the soiataf (2.1).

Lemma F.10. The vectory € RP is a solution of

min L(w) + p Q(w)
if and only if

VL(QZ))j—i-u?ﬁj:O

Q)" [VL(w) 5] < p,

with J the hull of{j € {1,...,p},w; # 0} and the vector € R? defined as

oy Lodol

T = —_——.
P

Geg; |d osz

In addition, the solutiony satisfies
Q*VL(w)] < p.

Proof. The problem

Iin L(w) + pQ(w) = min F(w)

being convex, the directional derivative optimality cdradi are necessary and sufficient [Borwein
and Lewis, 2006, Propositions 2.1.1-2.1.2]. Therefore, vctorw is a solution of the previous
problem if and only if for all directions € RP, we have

lim F( + eu) — F(w)

e—0 IS
e>0

> 0.

Some algebra leads to the following equivalent formulation
Vu € RP, u VL(h) + puj s+ p (Q5)[uge] > 0. (F.13)

The first part of the lemma then comes from the projectiond and.J¢.
An application of the Cauchy-Schwartz inequalitym}ﬁf ;7 gives for allu € RP

uity < (2))[ugl.
Combined with the equation (F.13), we get
Yu € RP, u' VL(w) + pQu) > 0,
hence the second part of the lemma. O

We end up with a lemma regarding the dual norm of the sum ofdigwint norms ( See
[Rockafellar, 1970] ):

Lemma F.11. Let A and B be a partition of{1, ... ,p},i.e., ANB =@andAuUB = {1,...,p}.
We consider two norms, € R4l [lusl|4 andup € RIBl i |jup| g, with dual norms|v4]%
and |lvg||;. We have

max Tv=max{|Jvalli, lvsl5}
lualla+llupllB<1
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G Interpretation of the dual variables ~ at optimality

The necessary and sufficient conditions we derive for oiveaset algorithm mostly rely on lower
and upper-bounds f&*(V L(w)), wherew is a primal solution. Such bounds can be obtained via
the dual parameters.

More precisely, when we have an optimal solutiochwhose active set ig, we will show that
the correspondinggj are necessarily equal to zero fGre G; andj € J°.

When the duality gap for the full problem equals zero, we ko

MY (VL(w*)) = =VL(w*) "w*

and

> 1€ ow*|ly < A

Geg
Thereforew™ is a solution of the problem

max —v' VL(w").
Q(v)<1

Following the Lemmas F.4 and F.6 , we consider the ((n*),v*) associated with the*. At
optimality and according to the equations (F.8) and (F.&&)have(;(n*) = 0 for the inactive
variablesj € J¢ andng, > 0 for the active groups/ € G; (such thatG N J # @).

The relationship (F.10) eventually shows th@g is necessarily equal to zero fér € G; and
7 e Je.
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