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Abstract

We consider the empirical risk minimization problem for linear supervised learning, with
regularization by structured sparsity-inducing norms. These are defined as sums of Euclidean
norms on certain subsets of variables, extending the usualℓ1-norm and the groupℓ1-norm by
allowing the subsets to overlap. This leads to a specific set of allowed nonzero patterns for the
solutions of such problems. We first explore the relationship between the groups defining the
norm and the resulting nonzero patterns, providing both forward and backward algorithms to
go back and forth from groups to patterns. This allows the design of norms adapted to specific
prior knowledge expressed in terms of nonzero patterns. We also present an efficient active set
algorithm, and analyze the consistency of variable selection for least-squares linear regression
in low and high-dimensional settings.

1 Introduction

Regularization by theℓ1-norm is now a widespread tool in machine learning, statistics and signal
processing: it allows linear variable selection in potentially high dimensions, with both efficient
algorithms [Efron et al., 2004, Lee et al., 2007] and well-developed theory for generalization prop-
erties and variable selection consistency [Zhao and Yu, 2006, Wainwright, 2006].

However, theℓ1-norm cannot easily encode prior knowledge about the patterns of nonzero
coefficients (“nonzero patterns”) induced in the solution,since they are all theoretically possible.
Group ℓ1-norms [Yuan and Lin, 2006, Roth and Fischer, 2008] considera partition of all vari-
ables into a certain number of subsets and penalize the sum ofthe Euclidean norms of each one,
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leading to selection of groups rather than individual variables. Moreover, recent works have con-
sidered overlapping but nested groups in constrained situations such as trees and directed acyclic
graphs [Zhao et al., 2009, Bach, 2008c].

In this paper, we consider all possible sets of groups and characterize exactly what type of
prior knowledge can be encoded by considering sums of norms of overlapping groups of vari-
ables. We first describe how to go from groups to nonzero patterns (or equivalently zero patterns),
then show that is possible to “reverse-engineer” a given setof nonzero patterns, i.e., to build the
unique minimal set of groups that will generate these patterns. This allows the automatic design of
sparsity-inducing norms, adapted to target sparsity patterns. We give in Section 3 some interesting
examples of such designs on two-dimensional grids.

As will be shown in Section 3, for each set of groups, a notion of hull of a nonzero pattern may
be naturally defined. In the particular case of the two-dimensional planar grid considered in this
paper, this hull is exactly the axis-aligned bounding box orthe regular convex hull. We show that,
in our framework, the allowed nonzero patterns are exactly those equal to their hull,

and that the hull of the relevant variables is consistently estimated under certain conditions,
both in low and high-dimensional settings. Moreover, we present in Section 4 an efficient active
set algorithm that scales up to high dimensions. Finally, weillustrate in Section 6 the behavior of
our norms with synthetic examples on two-dimensional grids.

Notation. Forx ∈ Rp andq ∈ [1,∞], we denote by‖x‖q its ℓq-norm. Givenw ∈ Rp and a
subsetJ of {1, . . . , p} with cardinality|J |,wJ denotes the vector inR|J | of elements ofw indexed
by J . Similarly, for a matrixA ∈ Rp×p,AIJ denotes the(I, J)-block ofA. For two vectorsu and
v in Rp, we denote byu ◦ v = (u1v1, . . . , upvp)

⊤ ∈ Rp the elementwise product betweenu andv.

2 Regularized Risk Minimization

We consider the problem of predicting a random variableY ∈ Y from a (potentially non random)
vectorX ∈ Rp, whereY is the set of responses, typically a subset ofR. We assume that we
are givenn observations(xi, yi) ∈ Rp × Y, i = 1, . . . , n. We define theempirical risk of a
loading vectorw ∈ Rp asL(w) = 1

n

∑n
i=1 ℓ

(

yi, w
⊤xi

)

, whereℓ : Y × R 7→ R+ is a loss
function. We assume thatℓ is convex and continuously differentiablewith respect to the second
parameter. Typical examples of loss functions are the square loss for least squares regression,
i.e., ℓ(y, ŷ) = 1

2(y − ŷ)2 with y ∈ R, and the logistic lossℓ(y, ŷ) = log(1 + e−yŷ) for logistic
regression, withy ∈ {−1, 1}.

We focus on a general family of sparsity-inducing norms thatallow the penalization of subsets
of variables grouped together. Let us denote byG a subset of the power set of{1, . . . , p} such
that

⋃

G∈G G = {1, . . . , p}, i.e., a spanning set of subsets of{1, . . . , p}. Note thatG does not
necessarily define a partition of{1, . . . , p}, and therefore,it is possible for elements ofG to overlap.
We consider the normΩ defined by

Ω(w) =
∑

G∈G





∑

j∈G

(dG
j )2|wj |2





1
2

=
∑

G∈G
‖dG ◦ w‖2 ,

where(dG)G∈G is a collection ofp-dimensional vectors (whose impact will be analyzed in Sec-
tion 6) such thatdG

j > 0 if j ∈ G anddG
j = 0 otherwise.

This general formulation has several important subcases that we present below, the goal of
this paper being to go beyond these, and to consider norms capable to incorporate richer prior
knowledge.
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Figure 1: Examples of groups and patterns of zeros/nonzeros: three sparsity-inducing groups (mid-
dle and right) with the associated nonzero pattern which is the union of the complements of the
groups (left, in black)

• ℓ2-norm: G is composed of one element, the full set{1, . . . , p}.
• ℓ1-norm: G is the set of all singletons, leading to the Lasso [Tibshirani, 1996] for the square

loss.

• ℓ2-norm and ℓ1-norm: G is the set of all singletons and the full set{1, . . . , p}, leading (up
to the squaring of theℓ2-norm) to the Elastic net [Zou and Hastie, 2005] for the square loss.

• Group ℓ1-norm: G is any partition of{1, . . . , p}, leading to the group-Lasso for the square
loss [Yuan and Lin, 2006].

• Hierarchical norms: when the set{1, . . . , p} is embedded into a tree [Zhao et al., 2009] or
more generally into a directed acyclic graph [Bach, 2008c],then a set ofp groups, each of
them composed of descendants of a given variable, is considered.

We study the following regularized problem:

min
w∈Rp

1

n

n
∑

i=1

ℓ
(

yi, w
⊤xi

)

+ µΩ(w), (2.1)

whereµ > 0 is a regularization parameter. Note that a non-regularizedintersect could be included
in this formulation. We denote bŷw any solution of Eq. (2.1). Regularizing by linear combinations
of (non-squared)ℓ2-norms is known to induce sparsity in̂w [Zhao et al., 2009]; our grouping leads
to specific patterns that we describe in the next section.

3 Groups and Sparsity Patterns

We now study the relationship between the normΩ and the nonzero patterns the estimated vector
ŵ is allowed to have. We first characterize the set of nonzero patterns, then we provide forward
and backward procedures to go back and forth from groups to patterns.

3.1 Stable Patterns Generated byG
The regularization termΩ(w) =

∑

G∈G ‖dG ◦ w‖2 is a mixed(ℓ1, ℓ2)-norm [Zhao et al., 2009].
At the group level, it behaves like anℓ1-norm and, therefore,Ω induces group sparsity (eachwG

is encouraged to go to zero); on the other hand, within the groupsG ∈ G, theℓ2-norm does not
promote sparsity. Intuitively, some of the vectorswG associated with certain groupsG will be
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exactly equal to zero, leading to a set of zeros which is the union of these groupsG in G. Thus, the
set of allowed zero patterns should be theunion-closureof G, i.e. (see Figure 1 for an example):

Z =

{

⋃

G∈G′

G; G′ ⊆ G
}

. (3.1)

The situation is however slightly more subtle as some zeros can be created by chance (just as regu-
larizing by theℓ2-norm may lead, though it is unlikely, to some zeros). Nevertheless, Theorem 3.1
(see proof in Appendix A) ensures us that, under mild conditions, the previous intuition about the
set of (non)zero patterns is correct. Before stating the result more precisely, we need to introduce
the concept ofG-adapted hull, or simply hull, that represents the granularity associated to the set
of groupsG. For any subsetI ⊆ {1, . . . , p}, we define

Hull(I) =







⋃

G∈(GI )c

G







c

,

with GI = {G ∈ G; G ∩ I 6= ∅}. Note that we always haveI ⊆ Hull(I). As we shall see later,
the hull has a clear geometrical interpretation for specificsetsG.

Theorem 3.1. Assume thatY = (y1, . . . , yn)⊤ is a realization of an absolutely continuous prob-
ability distribution. Let us consider the following optimization problem

min
w∈Rp

1

2n

n
∑

i=1

(yi − w⊤xi)
2 + µΩ(w), (3.2)

and let denote byQ the Gram matrix1
n

∑n
i=1 xix

⊤
i .

If for all solution ŵ of (3.2) with nonzero pattern̂I = {j ∈ {1, . . . , p}; ŵj 6= 0}, the matrix
QHull(Î)Hull(Î) is invertible, then the problem (3.2) has a unique solution whose set of zeros is in

Z =
{
⋃

G∈G′ G; G′ ⊆ G
}

almost surely.

It is important to note that Theorem 3.1 does not require the invertibility of the full matrixQ.
The result can therefore hold in high-dimensional settingswhere the number of observationsn is
smaller than the number of variablesp (in this case, Q is always singular).

Instead of considering the set of zero patternsZ, it is also convenient to manipulate nonzero
patterns, and we define

P =

{

⋂

G∈G′

Gc; G′ ⊆ G
}

= {Zc; Z ∈ Z} . (3.3)

We can equivalently useP orZ by taking the complement of each element of these sets. We have
the following usual special cases from Section 2 (we give more examples in Section 3.5):

• ℓ2-norm: the set of allowed nonzero patterns is composed of the emptyset and the full set
{1, . . . , p}.

• ℓ1-norm: P is the set of all possible subsets.

• ℓ2-norm and ℓ1-norm:P is also the set of all possible subsets.
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• Grouped ℓ1-norm: P = Z is the set of all possible unions of the elements of the partition
definingG.

• Hierarchical norms: the set of patternsP is then all setsJ for which all ancestors of
elements inJ are included inJ [Bach, 2008c].

Two natural questions arise: (1) starting from the groupsG, is there an efficient way to generate
the set of nonzero patternsP; (2) conversely, and more importantly, givenP, how can the groups
G—and hence the normΩ(w)—be designed?

3.2 General Properties ofG, Z andP
Closedness. The setZ (resp.P) is closed under union (resp. intersection), that is, for all K ∈ N
and allz1, . . . , zK ∈ Z,

⋃K
k=1 zk ∈ Z (resp. p1, . . . , pK ∈ P,

⋂K
k=1 pk ∈ P). This implies

that when “reverse-engineering” the set of nonzero patterns, we have to assume it is closed under
intersection. Otherwise, the best we can do is to deal with its intersection-closure.

Minimality. If a group inG is the union of other groups, it may be removed fromG without
changing the setsZ or P. This is the main argument behind the pruning backward algorithm in
Section 3.4. Moreover, this leads to the notion of aminimal setG of groups, which is such that
for all G′ ⊆ Z whose union-closure spansZ, we haveG ⊆ G′. The existence and unicity of a
minimal set is a consequence of classical results in set theory [Doignon and Falmagne, 1998]. The
elements of this minimal set are usually referred to as theatomsof Z.

Minimal sets of groups are attractive in our setting becausethey lead to a smaller number of
groups and lower computational complexity—for example, for 2 dimensional-grids with rectan-
gular patterns, we have a quadratic possible number of rectangles, i.e.,|Z| = O(p2), that can be
generated by a minimal setG whose size is|G| = O(

√
p).

Hull. We recall the definition of theG-adapted hull, namely, for any subsetI ⊆ {1, . . . , p},

Hull(I) =







⋃

G∈(GI )c

G







c

,

with GI = {G ∈ G; G ∩ I 6= ∅}. It basically represents the granularity associated to theset of
groupsG.

If the setG is formed by all vertical and horizontal half-spaces when the variables are organized
in a 2 dimensional-grid (see Figure 4), the hull of a subsetI ⊂ {1, . . . , p} is simply the axis-
aligned bounding box ofI. Similarly, whenG is the set of all half-spaces with all orientations
(e.g., orientations±π/4 are shown in Figure 5), the hull is the regular convex hull. Note that those
interpretations of the hull are possible and valid only whenwe have geometrical information at
hand about the set of variables.

Graphs of patterns. We consider the directed acyclic graph (DAG) stemming from the Hasse
diagramof the partially ordered set (poset)(G,⊃). The nodes of this graph are the elementsG of
G and there is a directed edge fromG1 to G2 if and only if G1 ⊃ G2 and there exists noG ∈ G
such thatG1 ⊃ G ⊃ G2 [Cameron, 1994]. We can also build the corresponding DAG forthe set
of zero patternsZ ⊃ G, which is a super-DAG of the DAG of groups (see Figure 2 for examples).
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Figure 2: The DAG for the setZ associated with the2× 2-grid. The members ofZ are the
complement of the areas hatched in black. The elements ofG (i.e., the atoms ofZ) are highlighted
by bold edges.

Note that we obtain also the isomorphic DAG for the nonzero patternsP, although it corresponds
to the poset(P,⊂): this DAG will be used in the active set algorithm presented in Section 4.

Prior works with nested groups [Zhao et al., 2009, Bach, 2008c] have used a similar DAG,
which was isomorphic to a DAG on the variables because of the specificity of the hierarchical
norm. As opposed to those cases where the DAG was used to give an additional structure to the
problem, the DAG we introduce here on the set of groups naturally and always comes up, with no
assumption on the variables themselves (for which no DAG is defined in general).

3.3 From Groups to Patterns

The forward procedure presented in Algorithm 1, taken from Doignon and Falmagne [1998], al-
lows the construction ofZ from G. It iteratively builds the collection of patterns by takingunions,
and has complexityO(p|Z||G|2). The general scheme is straightforward. Namely, by considering
increasingly larger subfamilies ofG and the collection of patterns already obtained, all possible
unions are formed. However, some attention needs to be paid while checking we are not generat-
ing a pattern already encountered. Such a verification is performed by theif condition within the
inner loop of the algorithm. Indeed, we do not have to scan thewhole collection of patterns already
obtained (whose size can be exponential in|G|), but we rather use the fact thatG is the base ofZ.
Note that in general, it is not possible to upper bound the size of |Z| by a polynomial term inp,
even whenG is very small (indeed,|Z| = 2p for theℓ1-norm).

3.4 From Patterns to Groups

We now assume that we want to impose a priori knowledge on the sparsity structure of̂w. This
information can be exploited by restricting the patterns allowed by the normΩ. Namely, from
an intersection-closed set of zero patternsZ, we can build back a minimal set of groupsG by
iteratively pruning away in the DAG corresponding toZ, all sets which are unions of their parents.
See Algorithm 2.

This algorithm can be found under a different form in [Doignon and Falmagne, 1998]—we
present it through a pruning algorithm on the DAG, which is natural in our context (the proof of

6



Algorithm 1 Forward procedure
Input: Set of groupsG = {G1, . . . , GM}
Output: Collection of zero patternsZ and nonzero patternsP
Intialization: Z = {∅}
for m = 1 to M do
C = {∅}
for eachZ ∈ Z do

if (Gm * Z) and
(∀G ∈{G1, . . . , Gm−1}, G ⊆ Z ∪Gm ⇒ G ⊆ Z) then
C ← C ∪ {Z ∪Gm}

end if
end for
Z ← Z ∪ C

end for
P = {Zc; Z ∈ Z} .

Algorithm 2 Backward procedure
Input: Intersection-closed family of nonzero patternsP
Output: Set of groupsG
Initialization: ComputeZ = {P c; P ∈ P} and setG = Z.
Build the Hasse diagram for the poset(Z,⊃).
for t = minG∈Z |G| to maxG∈Z |G| do

for each node withG ∈ Z with |G| = t do

if
(

⋃

C∈Children(G) C = G
)

then

if (Parents(G) 6= ∅) then
Connect children ofG to parents ofG

end if
RemoveG from G

end if
end for

end for
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the minimality of the procedure can be found in Appendix B). The complexity of Algorithm 2 is
O(p|Z|2 +

∑

z∈Z
∑

c∈Children(z) |c|). The pruning may reduce significantly the number of groups
necessary to generate the whole set of zero patterns, sometimes from exponential inp to polyno-
mial in p (e.g., theℓ1-norm). We now give examples where|G| is also polynomial inp.

3.5 Examples

Figure 3: Groups (in blue) that select contiguous patterns in a sequence. On the right, an example
of such a pattern (in red).

Sequences Givenp variables organized in a sequence, if we want only contiguous nonzero pat-
terns, the backward algorithm will lead to the set of groups which are intervals[1, k]k∈{1,...,p−1}
and[k, p]k∈{2,...,p}, with both|Z| = O(p) and|G| = O(p) (see Figure 3).

Figure 4: Vertical and horizontal groups (the other half of the groups to formG are obtained by
symmetry) and an example of pattern (in red) that can be recovered in this setting.

Two-dimensional grids In Section 6, we consider forP, the set of all rectangles in two dimen-
sions, leading by the previous algorithm to the set of axis-aligned half-spaces forG (see Figure 4),
with |Z| = O(p2) and |G| = O(

√
p). This type of structure is encountered in object or scene

recognition, where the selected rectangle would correspond to a certain box inside an image, that
concentrates the predictive power for a given class of object/scene.

By adding more half-planes to|G| with different angles than0 andπ/2, the set of nonzero
patternsP tends to the convex sets in the two-dimensional grid [Soille, 2003]. See Figure 5.
The number of groups is linear in

√
p with constant growing linearly with the number of angles,

while |Z| grows more rapidly (typically non-polynomially in the number of angles). This type of
structure could be useful in vision as well as in neuroscience, in particular to retrieve brain activity
in EEG data, which is usually a small convex-like portion of the scalp.
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Figure 5: Oblique±π/4 groups (the other half of the groups to formG are obtained by symmetry)
and an example of pattern (in red) that can be recovered in this setting.

4 Active Set Algorithm

For moderate values ofp, one may obtain a solution for Eq. (2.1) using generic toolboxes for
second-order cone programming—in this paper, we useCVX [Grant and Boyd, 2008], whose time
complexity is equal toO(p3.5 + |G|3.5), which is not appropriate whenp or |G| are large.

We present in this section anactive set algorithm(Algorithm 3) that finds a solution for
Eq. (2.1) by considering increasingly larger active sets and checking global optimality at each
step, with total complexity inO(p1.5). Here, the sparsity prior can be used for computational
advantages.

It is simpler to derive the algorithm for the following constrained optimization problem—
which has the same solution set as the regularized problem ofEq. (2.1) whenµ andλ are allowed
to vary:

min
w∈Rp

1

n

n
∑

i=1

ℓ
(

yi, w
⊤xi

)

s. t.
∑

G∈G
‖dG ◦ w‖2 6 λ. (4.1)

In active set methods, the set of nonzero variables, denotedby J , is built incrementally, and
the problem is solved only for this reduced set of variables,adding the constraintwJc = 0
to Eq. (4.1). We denote byL(w) = 1

n

∑n
i=1 ℓ

(

yi, w
⊤xi

)

the empirical risk (which is by as-
sumption convex and continuously differentiable) and byL∗ its Fenchel-conjugate, defined as
L∗(u) = supw∈Rp{w⊤u−L(w)} [Boyd and Vandenberghe, 2003]. The restriction ofL to R|J | is
denotedLJ(wJ) = L(w̃) for w̃J = wJ andw̃Jc = 0, with Fenchel-conjugateL∗

J .
For a potential active setJ ⊂ {1, . . . , p} which belongs to the set of allowed nonzero pat-

ternsP, we consider the reduced normΩJ(wJ) =
∑

G∈G ‖dG
J ◦ wJ‖2 on R|J |, and itsdual norm

Ω∗
J(κJ ) = maxΩJ (wJ )61 w

⊤
J κJ . The next proposition gives the optimization problem dual to the

constrained reduced problem (Eq. (4.2) below):

Proposition 4.1. LetJ ⊆ {1, . . . , p}. The following two problems:

min
ΩJ (wJ )6λ

LJ(wJ), (4.2)

max
κJ∈R|J|

−L∗
J(−κJ )− λΩ∗

J(κJ), (4.3)

are dual to each other. In addition, at optimality, we have−κJ = ∇LJ(wJ).

Proof. The proposition comes from a classic result of Fenchel Duality [Borwein and Lewis, 2006,
Theorem 3.3.5 and Exercise 3.3.9] when we consider the convex function

hJ : wJ 7→
{

0 if ΩJ(wJ ) 6 λ,

∞ otherwise.
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The Fenchel conjugate ofhJ is given byκJ 7→ λΩ∗
J(κJ ) [Boyd and Vandenberghe, 2003, Exercise

3.26]. Since the set

{wJ ∈ R|J |; hJ(wJ) <∞} ∩ {wJ ∈ R|J |; LJ(wJ) <∞ andLJ is continuous atwJ}

is not empty, we get the first part of the proposition. At optimality, we have moreover the following
relationship between the primal-dual variables

−κJ ∈ ∂LJ(wJ) = {∇LJ(wJ)}

where the equality is a consequence of the differentiability of LJ atwJ . We thus have the second
part of the proposition.

The duality gap of the previous optimization problem is

LJ(wJ) + L∗
J(−κJ) + λΩ∗

J(κJ )

=
{

LJ(wJ )+L∗
J(−κJ )+w⊤

J κJ

}

+
{

λΩ∗
J(κJ)−w⊤

J κJ

}

,

which is a sum of two nonnegative terms (the first nonnegativity is from the Fenchel-Young in-
equality, while the second one is from the definition of the dual norm). For any feasiblewJ ,
i.e., such thatΩJ(wJ) ≤ λ, if we chooseκJ = −∇LJ(wJ), the duality gap then reduces to
λΩ∗

J(κJ )− w⊤
J κJ .

In order to check that the reduced solutionwJ is optimal for the full problem in Eq. (4.1),
we padwJ with zeros onJc to definew, computeκ = −∇L(w), which is such thatκJ =
−∇LJ(wJ), and get a duality gap for the full problem equal to

λΩ∗(κ)−w⊤κ = λΩ∗(κ)−w⊤
J κJ = λ[Ω∗(κ)−Ω∗

J (κJ)].

Computing this gap requires solving an optimization problem which is as hard as the original one,
prompting the need for upper and lower bounds. Given a setJ ∈ P, we denote byGJ the set of
active groups, i.e., the set of groupsG ∈ G such thatG ∩ J 6= ∅.

In the light of Theorem 3.1, we can interpret the active set algorithm as a walk through the
DAG of nonzero patterns allowed by the normΩ. The parentsΠP(J) of J are exactly the patterns
containing the variables that may enter the active set at thenext iteration of Algorithm 3. The
groups that are exactly at the boundaries of the active set (referred to as thefringe groups) are
FJ = {G ∈ (GJ)c ; ∄G′ ∈ (GJ)c, G ⊆ G′}. Those groups are not contained by any other inactive
groups of(GJ)c. We are interested in a particular subset ofFJ defined as

⋃

K∈ΠP(J) GK\GJ (see
Figure 6 and Figure 7). This subset can be viewed as the equivalent ofΠP(J) for groups.

We have the following optimality conditions (see proofs in Appendix C) that control the
progress of Algorithm 3 :

Proposition 4.2(Necessary condition). If w is optimal for the full problem in Eq. (4.1), then

λ max
K∈ΠP(J)











∑

j∈K\J

|∇L(w)j |2
(

∑

H∈GK\GJ ,H∋j d
H
j

)2











1
2

6 −w⊤∇L(w). (N )
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Figure 6: The active set (black) and the candidate patterns of variables, i.e. the variables inK\J
(hatched in black) that can become active. The fringe groupsare exactly the groups that have the
hatched areas (i.e., here we haveFJ =

⋃

K∈ΠP (J) GK\GJ = {G1, G2, G3}).

Figure 7: The active set (black) and the candidate patterns of variables, i.e. the variables inK\J
(hatched in black) that can become active. The groups in blueare those in

⋃

K∈ΠP (J) GK\GJ ,
while the green group is inFJ\(

⋃

K∈ΠP(J) GK\GJ).

Proposition 4.3(Sufficient condition). If

λ max
G∈FJ











∑

j∈G

|∇L(w)j |2
(

∑

H∈(GJ )c,H∋j d
H
j

)2











1
2

6ε− w⊤∇L(w), (Sε)

thenw is a solution whose duality gap for Eq. (4.1) is less thanε ≥ 0.

Note that for the Lasso, the conditions(N) and(S0) (i.e., the sufficient condition taken with
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ε = 0) are both equivalent to the condition‖∇L(w)Jc‖∞ 6 −w⊤∇L(w), which is the usual
optimality condition [Wainwright, 2006, Tibshirani, 1996]. Moreover, when they are not satisfied,
our two conditions provide good heuristics for choosing whichK ∈ ΠP(J) to add in the active
set.

More precisely, since the necessary condition (N ) directly deals with thevariables(as opposed
to groups) that can become active at the next step of Algorithm 3, it suffices to choose theK ∈
ΠP (J) that violates the condition most.

The heuristic for the sufficient condition (Sε ) implies to go from groups to variables. When we
haveFJ =

⋃

K∈ΠP (J) GK\GJ , we simply consider the groupsG ∈ FJ that violates the sufficient
condition most and then take the largest pattern of variablesK ∈ ΠP(J), K ∩ G 6= ∅, to enter
the active set. Note that this situation always happens whenwe deal with the rectangular groups.
In general, we just have the inclusion(

⋃

K∈ΠP(J) GK\GJ) ⊆ FJ and the group that achieves the
maximum in(Sε) might not be a group that is allowed (according to the DAG of nonzero patterns)
to become active at this step (see Figure 7). For such a groupH ∈ FJ\(

⋃

K∈ΠP (J) GK\GJ ), we
look at all the groupsG ∈ (

⋃

K∈ΠP(J) GK\GJ ), H ∩ G 6= ∅ and follow the scheme described
before.

A direct consequence of this heuristic is that it is possiblefor the algorithm tojump overthe
right active set and to consider instead a (slightly) largeractive set as optimal. However if the
active set is larger than the optimal set, then (it can be proved that) the sufficient condition(S0)
is satisfied, and the reduced problem, which we solve exactly, will still output the correct nonzero
pattern.

Moreover, it is worthwile to notice that in Algorithm 3, the active set may sometimes be in-
creased only to make sure that the current solution is optimal (we only check a sufficient condition
of optimality).

Algorithm 3 Active set algorithm
Input: Data{(xi, yi), i = 1, . . . , n}, regularization parameterµ

Duality gapε, maximum number of variabless
Output: Active setJ , loading vectorŵ
Intialization: J = {∅}, ŵ = 0
while (N) is not satisfiedand |J | 6 s do

replaceJ by violatingK ∈ ΠP(J)
solve the reduced problemminΩJ (wJ )6λ LJ(wJ) to getŵ

end while
while (Sε) is not satisfiedand |J | 6 s do

replaceJ by violatingK ∈ ΠP(J)
solve the reduced problemminΩJ (wJ )6λ LJ(wJ) to getŵ

end while

Algorithmic complexity. We analyse in detail the time complexity of the active set algorithm
when we consider the rectangular groups with|G| = O(

√
p). The running time necessary to

obtain the solution of the reduced problem depends on the number of active groups|GJ | = |{G ∈
G; G ∩ J 6= ∅}|, i.e., the groups that contain at least one variable of the active set. Thus, if the
number of active variables is upper bounded bys≪p (which is true if our target is actually sparse),
the time complexity of Algorithm 3 is the sum of:

• the computation of the gradient,O(s n p) for the square loss.

12



• the cost of the solver,O(smaxJ∈P,|J |6s |GJ |3.5 + s4.5).

• t1 times the computation of(N), that isO(t1(
√
p + s) + p1.5). Indeed, computingΠP(J)

costsO(1) with |ΠP (J)| ≤ 4 (i.e., the four edges of the hull for the rectangular groups)and
for K ∈ ΠP (J), |K| = O(s) (corresponding to the stripe of variables around the activeset)
with |GK\GJ | = 1. Besides, without elaborated data structures, the cost of getting GK is
O(
√
p).

During the initialization (i.e.,J = ∅), we have|ΠP(∅)| = O(p) (since we can start with
any singletons), and|GK\GJ | = |GK | = O(

√
p), which leads to a complexity ofO(p1.5) for

the sum
∑

G∈GK ,j∈G. Note however that this sum does not depend onJ and can therefore
be cached if we need to make several runs with the same set of groupsG.

• t2 times the computation of(Sε), that isO(t2(
√
p+ p1.5)) with t1 + t2 ≤ s. ComputingFJ

requiresO(
√
p) with |FJ | ≤ 4 (i.e., the four edges of the hull for the rectangular groups)

and for allG ∈ FJ , |G| is upperbounded byO(p). In addition,|(GJ)c| ≤ |G| = O(
√
p), so

that the computation of
∑

G∈(GJ )c,G∋j costsO(p1.5).

We finally get complexity inO(p1.5), which is much better thanO(p3.5), without an active set
method. Note that the terms4.5 could be improved upon by using warm-restart strategies forthe
sequence of reduced problems.

In our experiments, i.e., with rectangular and±π
4 groups on a 2 dimensional-grid (and more

generally, for collections of nested groups alongnδ different directions), we still have a complexity
in O(p1.5). The main change lies in the computation of the parentsΠP(J). It requires to call upon
the forward algorithm (see Algorithm 1), from the fringe groupsFJ (whose size is nownδ) reduced
to the set of variables

h

S

G∈(GJ )c\FJ
G

ic
\J, whose size is inO(s). Hence, the cost of obtaining the

patternsK ∈ ΠP(J) becomesO(s n2
δ maxJ∈P,|J |6s |ΠP(J)|), as opposed to a constant time

before.

Nonzero pattern intersection. We have seen so far how overlapping groups can encore prior
information about a desired set of (non)zero patterns. In practice, controlling these overlaps may
be delicate and hinges on the choice of the weights(dG)G∈G (see the experiments in the Section 6).

Hovewer, it is possible to keep the benefit of overlapping groups whilst limiting their side
effects, by taking up the idea of support intersection [Bach, 2008a]. First introduced to stabilize
the set of variables recovered by the Lasso, we reuse this technique in a different context, based on
the following remark. When dealing with collections of nested groups along multiple directions,
the two procedures described below actually lead to the sameset of (non)zero patterns:

a) Considering one model with the normΩ composed of all the groups (i.e., the groups for all
directions).

b) First considering one model per direction (the normΩ of this model being only comprised
of the nested groups corresponding to that direction) and then taking the intersection of the
nonzero patterns obtained for each of those models. In the example of the sequence (see
Figure 3), it boils down to consider one model with the groupsstarting from the left and one
model with the groups starting from the right1.

Note that, in this second setting, although the training of several models is required (a number
of times equals to the number of directions considered, e.g., 2 for the sequence and 4 for the

1To be more precise, in order to regularize every variable, wehave to add the group{1, . . . , p} to each model.
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rectangular groups), each of those trainings involves a smaller number of groups. The experiments
(see Section 6) will show the superiority of this second approach.

5 Pattern Consistency

In this section, we analyze the model consistency of the solution of Eq. (2.1) for the square loss.
Considering the set of nonzero patternsP derived in Section 3, we can only hope to estimate the
correct hull of the generating sparsity pattern, since Theorem 3.1 states that other patterns occur
with zero probability. We derive necessary and sufficient conditions for model consistency in a
low-dimensional setting, and then consider a high-dimensional result.

We consider the square loss and a fixed-design analysis (i.e., x1, . . . , xn are fixed); we assume
that for all i ∈ {1, . . . , n}, yi = w⊤xi + εi where the vectorε is an i.i.d vector with Gaussian
distributions with mean zero and varianceσ2 > 0, andw ∈ Rp is the population sparse vector;
we denote byJ theG-adapted hull of its nonzero pattern. Note that for allP ∈ P, Hull(P ) = P ;
in other words, if our prior is correctly encoded throughG, estimating the hullJ is equivalent to
estimating the nonzero pattern of the population vector.

5.1 Consistency Condition

We begin with the low-dimensional setting wheren is tending to infinity withp fixed. In addition,
we also assume that the design isfixedand that the Gram matrixQ = 1

n

∑n
i=1 xix

⊤
i is invertible

with
lim

n→∞
Q = Q ≻ 0.

In this setting, the noise is consequently the only source ofrandomness. We denote byrJ the
vector defined as

∀j ∈ J, rj = wj





∑

G∈GJ,G∋j

(dG
j )2 ‖dG ◦w‖−1

2



 ,

or equivalently in the more compact form

r =
∑

G∈GJ

dG ◦ dG ◦w
‖dG ◦w‖2

.

Besides, we recall that we defineΩc
J
(wJc) =

∑

G∈(GJ)c ‖dG
Jc ◦ wJc‖2 (which is the norm com-

posed of inactive groups) with its dual norm(Ωc
J
)∗; note the difference with the norm reduced to

Jc, defined asΩJc(wJc) =
∑

G∈G ‖dG
Jc ◦ wJc‖2.

In the following Theorem, we give the sufficient and necessary conditions under which the hull
of the generating pattern is consistently estimated. Thoseconditions naturally extend the results of
Zhao and Yu [2006] and Bach [2008b] for the Lasso and the groupLasso respectively (see proof
in Appendix D).

Theorem 5.1(Consistency condition). Assumeµ → 0, µ
√
n → ∞ in Eq. (2.1). If the hull is

consistently estimated, then(Ωc
J
)∗[QJcJQ

−1
JJ

rJ] 6 1. Conversely, if(Ωc
J
)∗[QJcJQ

−1
JJ

rJ] < 1,
then the hull is consistently estimated, i.e.,

P ({j ∈ {1, . . . , p}, ŵj 6= 0} = J) −→
n→+∞

µ→0, µ
√

n→∞

1.
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The two previous propositions bring into play the dual norm(Ωc
J
)∗ that we cannot compute in

closed form, but requires to solve an optimization problem as complex as the inital problem (4.1).
However, we can prove the following bounds similar to those obtained in Propositions 4.2 and 4.3
for the necessary and sufficient conditions:

(Ωc
J)∗[κJc ] > max

K∈ΠP(J)











∑

j∈K\J

|κj |2
(

∑

H∈GK\GJ,H∋j d
H
j

)2











1
2

,

(Ωc
J)∗[κJc ] 6 max

G∈FJ











∑

j∈G

|κj |2
(

∑

H∈(GJ)c,H∋j d
H
j

)2











1
2

.

Comparison with the Lasso. Note that for theℓ1-norm, our two bounds lead to the usual con-
sistency conditions for the Lasso, i.e., the quantity‖QJcJQ

−1
JJ

sign(wJ)‖∞ must be less or strictly
less than one.

Let us consider that the Lasso is inconsistent because of variables inJc whose hull would
form a nonzero pattern which is “far” (in the DAG of nonzero patterns) from the hull of relevant
variables. Because of the term

∑

G∈(GJ)c,G∋j d
G
j , the condition for our structured sparsity will tend

to be more easily satisfied (see examples in Section 6).

5.2 High-Dimensional Analysis

We prove a high-dimensional variable consistency result (see proof in Appendix E) that extends
the corresponding result for the Lasso [Zhao and Yu, 2006, Wainwright, 2006], by assuming that
the consistency condition in Theorem 5.1 is satisfied.

Theorem 5.2. Assume thatQ has unit diagonal,κ = λmin(QJJ) > 0 and (Ωc
J
)∗[QJcJQ

−1
JJ

r] <
1 − τ , with τ > 0. If τµ

√
n ≥ σC3(G,J), and |J|1/2µ ≤ C4(G,J), then the probability of

incorrect hull selection is upper-bounded by:

exp

(

−nµ
2τ2C1(G,J)

2σ2

)

+ 2|J| exp

(

−nC2(G,J)

2|J|σ2

)

whereC1(G,J), C2(G,J), C3(G,J) andC4(G,J) are constants defined in Appendix E, which
essentially depend on the groups, the smallest nonzero coefficient ofw and how close the support
{j ∈ J : wj 6= 0} of w is to its hullJ, that is the relevance of the prior information encoded byG.

In the Lasso case, we haveC1(G,J) = O(1),C2(G,J) = O(|J|−2),C3(G,J) = O((log p)1/2)
andC4(G,J) = O(|J|−1), leading to the usual scalingn ≈ log p. In our situation, we may have
better scalings, but these are problem-dependent: by reducing the number of allowed zero patterns,
we would allow more irrelevant variables (a careful analysis of the group-dependent constants
would still be needed in all cases).

6 Experiments

In this section, we carry out several experiments to illustrate the behavior of the sparsity-inducing
normΩ.
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Active set algorithm. We first focus on the active set algorithm (see Section 4) and compare
its time complexity to the SOCP solver when we are looking fora sparse target. More pre-
cisely, for a fixed level of sparsity|J| and a fixed number of observationsn, we analyze the
complexity w.r.t. the number of variablesp. To this end, we consider a linear modelY =
w⊤X + ε, where the true vectorw ∈ Rp has only|J| = 9 nonzero components andp varies
in {100, 225, 400, 900, 1600, 2500, 3600}. In addition, bothX andε are centered and normally
distributed, the variance of the noise being set to verify

∥

∥w⊤X
∥

∥

2
= ‖ε‖2 (i.e., the SNR equals 1).

The |J| nonzero components ofw are generated once from a centered Gaussian distribution and
are kept fixed for the rest of the procedure.

The linear model is mapped onto a square 2-dimensional grid where the nonzero components
of w form a3×3 square; we therefore consider the rectangular groups forG. Note that here, we are
not especially interested in the statistical behavior of the algorithm w.r.t. different datasets, we just
care about the computational aspect, so that it does not matter to focus on a single dataset. We thus
considern = 5500 (500 of them dedicated to the test) i.i.d observations{(xi, εi) ∈ Rp × R, i =
1, . . . , n}. For each value ofp and for both the active set algorithm and the SOCP solver, we
compute an approximate regularization path for 30 values ofλ, then compute the average CPU
time over these 30 runs and finally take the best prediction error on this path. We assume that
we have a rough idea of the level of sparsity of the true vectorand we set the stopping criterion
s = 5|J| (see Algorithm 3), which is a rather conservative choice. Weshow on the Figure 8 that
for the same level of performance, we considerably lower thecomputational cost. In practice (and
as the Figure 8 illustrates it), we have noticed that the active set algorithm scales inO(

√
p), which

is in agreement with the analysis Section 4 where the constant before the term inO(
√
p) can be

much larger than the one before the term inO(p1.5).

10
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10
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log(Number of variables)
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ds

)

 

 

SOCP
Active set

Figure 8: Time complexity comparison: for each value ofp, we plot the average CPU time over
30 runs and take the best prediction error. Note we do not display the latter since both algorithms
reached exactly the same performance{2.89, 3.88, 1.42, 2.31, 3.64, 1.75, 2.71}. We can see that
the active set algorithm significantly reduces the requiredcomputational time.

Not surprisingly, for small values ofp, the SOCP solver performs better since it does not have
to compute the necessary and sufficient bounds required for the progress of the active set algorithm.
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Weight influence and consistency. We illustrate now the influence of the weights(dG)G∈G . We
present in the Figure 9 several settings of(dG)G∈G that we will use in the following experiments.

The high-dimensional analysis of the consistency has advocated the choice of weights(dG)G∈G
that let the summaxj∈J

{

∑

G∈GJ,G∋jd
G
j

}

bounded and independent ofp. We will show the im-

portance of this criterion by considering three cases, namely a uniform weighting (∀G ∈ G, ∀j ∈
G, dG

j = 1) and two kinds of weights depending on the size of the groups (∀j ∈ G, dG
j = 1

|G| and

∀j ∈ G, dG
j = 1

|G|2 ). Note that only the latter satisfies the previous criterion.

Figure 9: Different choices for the weights(dG)G∈G : on the left, for all groups, the weights are
identical. In the center, we let the groups depend on their sizes, namely for allG ∈ G,∀j ∈
G, dG

j = |G|−2. On the right, we use an exponential weighting that takes into account the geom-
etry of G (with the factorα ∈ (0, 1); in our experiments, we takeα = 0.5). The latter will be
referred to as the exponential weights.

We consider the modelY = w⊤X+ε, where the vectorw ∈ R5 (i.e.,p = 5) has 2 contiguous
relevant variables{X1,X2} andε is a centered Gaussian noise with the variance fixed to make the
SNR equal to 1. We sampled i.i.d. observations(x, y) whereX ∼ N (0,Σ) is normally distributed
and the covariance matrixΣ is designed so thatX5 is highly correlated with{X1,X2} (the design
of Σ follows the first experiment of [Zhao and Yu, 2006]).

In this way,X5 tends to prevent the consistent estimation of the contiguous pattern{X1,X2}.
The normΩ(w) =

∑

G∈G ‖dG ◦ w‖2 is built to allow only contiguous patterns (as defined in
Section 3.5, see Figure 3). For a uniform weighting, the model is inconsistent and all the variables
become active together asµ decreases, includingX5, which is an undesirable behavior. By letting
the weights depend on group size, we succeed in creating a consistent regime (see Figure 10) and
avoiding that all variables come in together.

Convex pattern recovery. We now turn to the ability of the normΩ to encode a prior that
enforces the selection of convex patterns. To this end, we consider a15×15 grid (i.e.,p = 225)
where we are looking for a sparse convex pattern (whose size is |J| = 40) in the presence of
remote perturbations at the edges of the grid. For the sake ofsimplicity, we work with the limiting
pattern obtained in the asymptotic regimep fixed andn → ∞ (i.e., the pattern of the first order
development of the minimizer of (2.1); see the proof of Theorem 5.1 in Appendix D for more
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Figure 10: Influence of weights: with uniform weights, all variables enter the active set together,
including X5 that is irrelevant (left); this situation is partially fixedwith weightsdG

j = |G|−1

(middle) and totally fixed whendG
j = |G|−2 (right): the model consistently selects the correct

variables{X1,X2}, and variables enter the model one at a time whenµ decreases.

details), so that our experiments depend only onw, J and the covariance matricesQ (note that
the results obtained in this way could be reproduced forn large enough and the noise variance
small enough). The|J| nonzero components ofw are generated once from a centered Gaussian
distribution and are kept fixed for the rest of the procedure.To simulate the remote perturbations,
we procceed as follows:

a) We generate a random covariance matrixQ ∈ Rp×p according to a Wishart distribution with
p degrees of freedom. Its diagonal is then re-normalized to one. For such matrices, the Lasso
consistency condition is known not to hold with high probability [Zhao and Yu, 2006].

b) We compute the vectorzJc = QJcJQ
−1
JJ

sign(wJ) ∈ R|Jc|. We randomly permute the vari-
ables ofJc, with the constraint that the4(p1/2 − 1) (i.e., the perimeter of the grid) largest
components ofzJc (in absolute value) must be located at the boundaries of the grid.

We present in the Figure 11 the probabilities of variable selection on the grid for different
models, based on an average over 100 covariance matrices generated according to the scheme
described above. We compare the average nonzero pattern recovered by the Lasso with our model
(referred to assubsetlasso) for different choices of the weights(dG)G∈G .

Although the correct pattern belongs to the active set obtained with the Lasso, the remote
variables are also selected, which violates the convex prior. This point may be pivotal in many
applications like neuroscience where convex patterns are needed for the sake of interpretation.

Similarly to the previous experiment, the model with the uniform weights fails to recover the
correct nonzero pattern, which results in the selection of all the variables. When we consider the
weights depending on the size of the groups, we are able to better discriminate the hull of the
generating pattern. In addition, we can see the effect of adding the±π

4 groups to the rectangular
groups, namely the rectangular hull becomes theG-adapted hull (to the new set of groupsG) that
approximates the generating pattern more precisely.

Finally, by considering the procedure (introduced at the end of Section 4 and referred to as
intersected subsetlasso, or simply I-subsetlasso) that consists in intersecting the nonzero patterns
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|G|−2 |G|−2 + π/4 groups

∩ |G|−2 ∩ |G|−2 + π/4 groups

Figure 11: Convex pattern estimation: we plot the probabilities of variable selection for different
models, by considering their limiting patterns. The black color indicates a probabilty of one, while
the light blue color corresponds to probability of zero. In addition, those probabilities are obtained
from an average over 100 covariance matrices generated according to the scheme described before.

obtained for different models, we improve significantly theestimation of the hull by being more
discriminative.

Prediction error. In this last experiment, we show that the prior we put throughthe normΩ is
also a source of improvements for the predictive power. Notethat we are currently working on
theoretical analyzes to back these experimental results. We are getting to grips with the simplest
setting where we can express a prior throughΩ, namely the selection of a contiguous pattern on a
sequence. More specifically, we consider a sequence of sizep = 100 with a contiguous generating
patternJ corresponding to the variables 20 to 35, i.e., with|J| = 16. As previously, we are
interested in the underlying linear modelY = w⊤X + ε, where the true vectorw belongs toR100.
Again, bothX andε are centered and normally distributed, the variance of the noise being set to
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verify
∥

∥w⊤X
∥

∥

2
= ‖ε‖2 (i.e., the SNR equals 1). The|J| nonzero components ofw are generated

once from a centered Gaussian distribution and are kept fixedfor the rest of the procedure.
We will compare the Lasso with the subsetlasso and the I-subsetlasso (set for different types of

weights(dG)G∈G). For each of those models and for a given pair{X, ε}, we compute an approx-
imate regularization path and pick up the best prediction error on this path. The prediction error
is understood here as being the prediction error of the OLS performed on the nonzero pattern ob-
tained by the model considered (note that it is actually a fair way to compare the I-subsetlasso with
the other models). For the corresponding value of the regularization parameter (i.e., where the min-
imum prediction error is reached), we compute the hull estimation error, defined as

∥

∥δJ − δĴ
∥

∥

2
,

whereδI ∈ Rp represents the indicator vector of the hull ofI.
For several values ofn ∈ {80, 150, 250, 500, 1000, 1500} (while keepingp = 100 fixed),

we repeat this procedure 50 times and we present in the Figure12 the average error for both the
prediction and the hull estimation.

Using the normΩ results in an improvement, both in terms of prediction and hull estima-
tion error. The improvement is sharper for the latter, sinceit is exactly the task why the norm
Ω has been designed for. The experiment underlines again the importance of the choice of the
weights(dG)G∈G . The uniform weights perform poorly compared to the exponential and the size-
dependent weights. Moreover, the results show the superiority of the I-subsetlasso procedure.

7 Conclusion

We have shown how to incorporate prior knowledge on the form of nonzero patterns for linear
supervised learning. Our solution relies on a regularizingterm linearly combiningℓ2-norms of
possibly overlapping groups of variables. We have studied the design of these groups, efficient
algorithms and theoretical guarantees of the structured sparsity-inducing method. Natural exten-
sions to this work are to consider bootstrapping since this may improve theoretical guarantees and
lead to better variable selection [Bach, 2008a], or to combine this work with the recent approach
of Jacob et al. [2009] to handle more general families of (non)zero patterns. Our regularization
scheme could also be used for multi-task learning [Argyriouet al., 2008] or multiple kernel learn-
ing [Micchelli and Pontil, 2005] when prior knowledge on thestructure of the sparse representation
is available. Finally, although we have mostly explored in this paper the algorithmic and theoreti-
cal issues related to these norms, this type of prior knowledge is of clear interest for the spatially
structured data typical in bioinformatics, computer vision and neuroscience applications.

References

R. J. Adler. An introduction to continuity, extrema, and related topicsfor general Gaussian pro-
cesses, volume 12 ofLect. Notes. IMS, Hayward, 1990.

A. Argyriou, T. Evgeniou, and M. Pontil. Convex multi-task feature learning.JMLR, 73(3):243–
272, 2008.

F. Bach. Bolasso: model consistent Lasso estimation through the bootstrap. InProc. ICML, 2008a.

F. Bach. Consistency of the group Lasso and multiple kernel learning.JMLR, 8:1179–1225, 2008b.

F. Bach. Exploring large feature spaces with hierarchical multiple kernel learning. InAdv. NIPS,
2008c.

20



10
2

10
3

10
−1

10
0

10
1

10
2

log(n)

lo
g(

P
re

di
ct

io
n 

er
ro

r)

 

 

Lasso

uniform

exp

|G|−2

∩ exp

∩ |G|−2

10
2

10
3

10
1

log(n)

lo
g(

H
ul

l e
st

im
at

io
n 

er
ro

r)

 

 

Figure 12: Prediction and hull estimation error versusn: on the top figure, we plot the evolution of
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correct contiguous generating pattern.
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A Proof of Theorem 3.1

Proof. We recall thatL(w) = 1
n

∑n
i=1 ℓ

(

yi, w
⊤xi

)

. For the square loss, the Hessian ofL is Q.
SinceQ is positive semidefinite,L is convex. In addition,w 7→ Ω(w) is convex and goes to infinite
when‖w‖2 goes to infinite, so that we can restrict the minimization problem to a compact set of
Rp. By Weierstrass’ theorem, (3.2) admits a global solution, that we will writewY to stress on its
dependence on the observed output vectorY . Note that, at this stage of the proof, we do not have
the uniqueness of the solution.

Uniqueness:Let us suppose that (3.2) admits more than one solution and let denote byΘY this
convex set of solutions. We considerwY,1 = argmaxw∈ΘY |IY (w)|, the solution having the largest
nonzero pattern. We need to discuss two possible cases

a) IY (wY,1) =
⋃

w∈ΘY IY (w)

b) IY (wY,1) 6= ⋃w∈ΘY IY (w).

If we are in the situation a), we can directly use the assumption on the invertibility of
QHull(IY (wY,1))Hull(IY (wY,1)) with any other solutionswY,2 in ΘY . The strong convexity of the
problem reduced toHull(IY (wY,1)) leads to the desired conclusion.

The previous argument cannot be reused immedialty in the scenario b). We consider instead
wY,2 ∈ ΘY with |IY (wY,1) ∪ IY (wY,2)| > |IY (wY,1)|. By convexity ofΘY , we can consider in
turn the solutionwY,3 = β wY,2 + (1− β)wY,1. Forβ > 0 sufficiently small, we have

IY (wY,3) = IY (wY,1) ∪ IY (wY,2),

which contradicts the definition ofwY,1. Thus, the scenario b) is impossible and we have the
uniqueness of the solution.

Stability of the zero patterns:We now prove by contradiction that the zero patternZ(wY ) of
wY almost surely satisfiesZ(wY ) ∈ Z. Let us assume that

P(Z(wY ) /∈ Z) =
∑

K /∈Z
P(K = Z(wY )) > 0,

so that there existsI ⊂ {1, . . . , p} such thatIc /∈ Z with P(Z(wY ) = Ic) > 0. So, for a large
enough compactS, we haveP(A) > 0 with A = {Y ∈ S;Z(wY ) = Ic}.

We now show that this cannot be true by studying the behavior of wY around points inA. Let
GI = {G ∈ G : G∩ I 6= ∅} be the set of active groups and we refer toHull(I) asJ . We recall that
the restrictionLJ of L is given byLJ(w) = L(w̃) wherew̃J = w andw̃Jc = 0 for all w ∈ R|J |.

The optimality ofwY whenZ(wY ) = Ic ⊇ Jc implies

∇LJ(wY
J ) + rJ(wY

J ) = 0,

where we define the vectorrJ(wY
J ) ∈ R|J | as

rj(w
Y
J ) = wY

j





∑

G∈GI ,G∋j

(dG
j )2
∥

∥dG ◦ wY
∥

∥

−1

2



 , ∀j ∈ J.

Let vY ∈ R|J | be the solution off(v, Y ) = 0, with

f(v, Y ) = ∇LJ(v) + rJ(v).
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Let ỹ ∈ A andf1, . . . , f|J | be the components off .

On a small enough ball around(wỹ
J , ỹ), f is continuously differentiable since none of the

norms vanishes atwỹ
J . Let HJJ be the matrix whosej-th row is (∇vfj)

⊤. The matrixHJJ is
actually the sum of

a) the hessian ofLJ , i.e.,QJJ that we assumed positive definite, and

b) the hessian of the normΩ around(wỹ
J , ỹ) that is positive semidefinite on this small ball

according to the hessian characterization of convexity [Borwein and Lewis, 2006, Theorem
3.1.11].

Consequently,HJJ is invertible. We can now apply the implicit function theorem to obtain that
for Y in a neighborhood of̃y,

vY = ψ(Y ),

with ψ = (ψ1, . . . , ψ|J |)
⊤ a continuously differentiable function satisfying the matricial relation

(. . . ,∇ψj , . . . )HJJ + (. . . ,∇yfj, . . . ) = 0.

Since we supposed thatIc /∈ Z, we can consider a fixedα ∈ Ic ∩ J .
LetCα denote theα-th column ofH−1

JJ andXJ ∈ Rn×|J | be the matrix whose(i, j)−element
is thej-th component ofxi. Sincen(. . . ,∇yfj, . . . ) = −XJ , we have

n∇ψα = XJCα.

Now, sinceXJ has full rank andCα 6= 0, we have∇ψα 6= 0.
Without loss of generality, we may assume that∂ψα/∂y1 6= 0 on a neighborhood of̃y. We

can apply again the implicit function theorem to show that ona neighborhood of̃y the solution to
ψα(Y ) = 0 can be writteny1 = ϕ(y2, . . . , yn) with ϕ a continuously differentiable function.

By Fubini’s theorem and by using the fact that the Lebesgue measure of a singleton inRn

equals zero, we have shown that there existsδỹ > 0 such thatP(Y ∈ B(ỹ, δỹ) ∩ A) = 0, where
B(u, ρ) is the open ball inRn centered atu and of radiusρ.

Now we haveP(A) = sup{P(F );F closed, F ⊂ A}. ForF ⊂ A closed, we haveF closed
and in the compactS, henceF is compact. Besides it can be written asF = ∪ỹ∈F{B(ỹ, δỹ) ∩
F}. By compacity ofF , there exists a sequence(um)m∈N of elements inF such thatF =
∪m∈N{B(um, δum)∩F}. So we haveP(F ) ≤∑m∈N

P{B(um, δum)∩F} = 0, henceP(A) = 0.
This concludes the proof by contradiction.

B Proof of the minimality of the Backward procedure (see Algorithm 2)

Proof. There are 2 points to show:

• G spansZ.

• G is minimal.

The first point can be shown by a proof by recurrence on the depth of the DAG. At stept, the base
G(t) verifies{⋃G∈G′ G, ∀G′ ⊆ G(t)} = {G ∈ Z, |G| 6 t} because an elementG ∈ Z is either
the union of itself or the union of elements strictly smaller. The initializationt = minG∈Z |G| is
easily verified, the leafs of the DAG being necessarily inG.
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As for the second point, we proceed by contradiction. If there exists another baseG∗ that spans
Z such thatG∗ ⊂ G, then

∃ e ∈ G, e /∈ G∗.
By definition of the setZ, there exists in turnG′ ⊆ G∗, G′ 6= {e} (otherwise,e would belong to
G∗), verifying e =

⋃

G∈G′ G, which is impossible by construction ofG whose members cannot be
the union of elements ofZ.

C Proof of Propositions 4.2 and 4.3

In order to check that the reduced solutionwJ is optimal for the full problem in Eq. (4.1), we com-
plete with zeros onJc to definew, computeκ = −∇L(w), which is such thatκJ = −∇LJ(wJ),
and get a duality gap for the full problem equal to

λΩ∗(κ)−w⊤κ = λΩ∗(κ)−w⊤
J κJ = λ[Ω∗(κ)−Ω∗

J (κJ)].

By designing upper and lower-bounds forΩ∗(κ), we get sufficient and necessary conditions.

C.1 Proof of Proposition 4.2

Proof. For eachK ∈ ΠP(J), we simply need to lower boundΩ∗(κ) = maxΩ(v)61 v
⊤κ. Starting

from the Lemma F.7, we have

Ω∗(κ) = min
γ∈Γ

max
G∈G







∑

j∈G

γ2
Gj(d

G
j )−2|κj |2







1
2

(C.1)

= max
G∈G







∑

j∈G

(γ∗Gj)
2(dG

j )−2|κj |2






1
2

(C.2)

whereγ∗ is a solution of the previous minization. According to Appendix G, all theγ∗ corre-
sponding to active groups (w∗

G 6= 0) and inactive variables (w∗
j = 0) are equal to zero.

We derive a lower-bound onΩ∗(κ) by restricting the maximum over the groupsG ∈ G to
those inGK\GJ . We also restrict the sum

∑

j∈G to the sum
∑

j∈G∩(K\J). Note that for all groups
G in GK\GJ , we have(K\J) ⊆ G (see Lemma F.9), so that

∑

j∈G∩(K\J) =
∑

j∈K\J .
To sum up, for allγ ∈ Γ with the added constraint thatγGj = 0 for G ∈ GJ andj ∈ Jc, we

have

max
G∈G







∑

j∈G

γ2
Gj(d

G
j )−2|κj |2







1
2

≥ max
G∈GK\GJ







∑

j∈K\J
γ2

Gj(d
G
j )−2|κj |2







1
2

.

Moreover, for allj ∈ K\J ,
∑

G∈G
G∋j

γGj =
∑

G∈GK\J

G∋j

γGj =
∑

G∈GK\GJ
G∋j

γGj = 1,

where we use the added constraint on the active groups and inactive variables. Hence, the quantity

max
G∈GK\GJ







∑

j∈K\J
γ2

Gj(d
G
j )−2|κj |2







1
2
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is minimized for

γ̂Gj =
dG

j
∑

H∈GK\GJ , H∋j d
H
j

.

By plugging back̂γ into (C.1), we obtain

Ω∗(∇L(w)) ≥











∑

j∈K\J

|∇L(w)j |2
(

∑

H∈GK\GJ ,H∋j d
H
j

)2











1
2

.

The result follows then from optimality condition forwJ , i.e.,−w⊤∇L(w) = −w⊤
J ∇L(w)J =

λΩ∗
J(κJ ). Thus, the duality gap is greater than

λ











∑

j∈K\J

|∇L(w)j |2
(

∑

H∈GK\GJ ,H∋j d
H
j

)2











1
2

+ w⊤∇L(w).

If ŵ is optimal, this quantity must be nonpositive, hence the condition (N).

C.2 Proof of Proposition 4.3

Proof. We reuse techniques from [Bach, 2008c] to get an upper-boundon the dual normΩ∗(κ).
We have that(Ωc

J)∗(κJc) is equal to (see Lemma F.7)

min
γ∈ΓJc

max
G∈(GJ )c







∑

j∈G∩Jc

γ2
Gj(d

G
j )−2|κj |2







1
2

.

As opposed to the necessary condition, we cannot resort to the optimality condition to derive good
candidates for the dual variablesγ. In addition, we wish to find an upper-bound onΩc

J(wJc) that
takes into account the effect of all inactive variables, while in the necessary condition, we only scan
the direct parents of the current nonzero patternJ . To this end, we will consider the minimizer
when we replace

∑

j∈G by maxj∈G (see Lemma F.8), i.e.,

γGj =
dG

j
∑

H∈(GJ )c,H∋j d
H
j

,

from which we get

(Ωc
J)∗(κJc) 6 max

G∈(GJ )c











∑

j∈G

(dG
j )−2

|κi|2(dG
j )2

(

∑

H∈(GJ )c,H∋j d
H
j

)2











1
2

.

Among all groupsG ∈ (GJ)c, the ones with the maximum values are the ones in the fringe
groupsFJ = {G ∈ (GJ )c ; ∄G′ ∈ (GJ)c, G ⊆ G′}. We can now upper-bound:

Ω∗(κ) = max
P

G∈GJ
‖dG◦v‖2+

P

G∈(GJ )c‖dG◦v‖261
v⊤κ

6 max
P

G∈GJ
‖dG

J ◦vJ‖2+
P

G∈(GJ )c‖dG◦v‖261
v⊤κ

= max
ΩJ (vJ )+(Ωc

J )(vJc )61
v⊤κ

= max {Ω∗
J(κJ), (Ωc

J )∗[κJc ]} .
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where in the last line, we use the Lemma F.11. Thus the dualitygap is less than

λ[Ω∗(κ)−Ω∗
J (κJ)] 6 λmax{0, (Ωc

J )∗[κJc ]−Ω∗
J(κJ )}.

Using−w⊤∇L(w) = −w⊤
J∇L(w)J = λΩ∗

J(κJ), we get the desired result.

D Proof of Theorem 5.1

Proof. Necessary condition:We mostly follow the proof of Bach [2008b], Zou [2006]. Let
ŵ ∈ Rp be the unique solution of

min
w∈Rp

L(w) + µΩ(w) = min
w∈Rp

F (w).

The quantity∆̂ = (ŵ −w)/µ is the minimizer ofF̃ defined as

F̃ (∆) =
1

2
∆⊤Q∆− µ−1q⊤∆ + µ−1 [Ω(w + µ∆)− Ω(w)] ,

whereq = 1
n

∑n
i=1 εixi. The random variableµ−1q⊤∆ is a centered Gaussian with variance

√

∆⊤Q∆/(nµ2). SinceQ→ Q, we obtain that for all∆ ∈ Rp,

µ−1q⊤∆ = op(1).

Sinceµ→ 0, we also have by taking the directional derivative ofΩ atw in the direction of∆

µ−1 [Ω(w + µ∆)− Ω(w)] = r⊤J ∆J + Ωc
J(∆Jc) + o(1),

so that for all∆ ∈ Rp

F̃ (∆) = ∆⊤Q∆ + r⊤J ∆J + Ωc
J(∆Jc) + op(1) = F̃lin(∆) + op(1).

The limiting functionF̃lin being stricly convex (becauseQ ≻ 0) andF̃ being convex, we have that
the minimizer∆̂ of F̃ tends in probability to the unique minimizer of̃Flin [Fu and Knight, 2000]
referred to as∆∗.

By assumption, with probability tending to one, we haveJ = {j ∈ {1, . . . , p}, ŵj 6= 0},
hence for anyj ∈ Jc µ∆̂j = (w + µ∆̂)j = 0. This implies that the nonrandom vector∆∗ verifies
∆∗

Jc = 0.
As a consequence,∆∗

J
minimizes∆⊤

J
QJJ∆J + r⊤

J
∆J, hencerJ = −QJJ∆∗

J
. Besides, since

∆∗ is the minimizer ofF̃lin , by taking the directional derivatives as in the proof of Lemma F.10,
we have

(Ωc
J)∗[QJcJ∆∗

J] ≤ 1.

This gives the necessary condition.

Sufficient condition:We turn to the sufficient condition. We first consider the problem reduced
to the hullJ,

min
w∈R|J|

LJ(wJ) + µΩJ(wJ).

that is strongly convex sinceQJJ is positive definite and thus admits a unique solutionŵJ. With
similar arguments as the ones used in the necessary condition, we can show that̂wJ tends in prob-
ability to the true vectorwJ. We now consider the vector̂w ∈ Rp which is the vector̂wJ padded

27



with zeros onJc. Since, from Theorem 3.1, we almost surely haveHull({j ∈ {1, . . . , p}, ŵj 6=
0}) = {j ∈ {1, . . . , p}, ŵj 6= 0}, we have already that the vector̂w consistently estimates the
hull of w and we have that̂w tends in probability tow. From now on, we thus consider thatŵ
sufficiently close tow, so that for anyG ∈ GJ, ‖dG ◦ ŵ‖2 6= 0. We may thus introduce

r̂ =
∑

G∈GJ

dG ◦ dG ◦ ŵ
‖dG ◦ ŵ‖2

.

It remains to show that̂w is indeed optimal for the full problem (that admits a unique solution due
to the positiveness ofQ). By construction, the optimality condition (see Lemma F.10) relative to
the active variablesJ is already verified. More precisely, we have

∇L(ŵ)J + µ r̂J = QJJ(ŵJ −wJ)− qJ + µ r̂J = 0.

Moreover, for alluJc ∈ R|Jc|, by using the previous expression and the invertibily ofQ, we have

u⊤Jc∇L(ŵ)Jc = u⊤Jc

{

−µQJcJQ
−1
JJ
r̂J +QJcJQ

−1
JJ
qJ − qJc

}

The terms related to the noise vanish, having actuallyq = op(1). SinceQ→ Q andr̂J → rJ, we
get for alluJc ∈ R|Jc|

u⊤Jc∇L(ŵ)Jc = −µu⊤Jc

{

QJcJQ
−1
JJ

rJ

}

+ op(µ).

Since we assume(Ωc
J
)∗[QJcJQ

−1
JJ

rJ] < 1, we obtain

−u⊤Jc∇L(ŵ)Jc < µ(Ωc
J)[uJc ] + op(µ),

which proves the optimality condition of Lemma F.10 relative to the inactive variables:̂w is there-
fore optimal for the full problem.

E Proof of Theorem 5.2

Throughout the following proof, we will have to find lower andupper-bounds for the dual norms
(Ωc

J
)∗ and(ΩJ)∗. Since our analysis takes place in a finite-dimensional space, all the norms defined

on this space are equivalent. Therefore, for any norm‖.‖ on R|J| (e.g.,‖.‖1 , ‖.‖2 or ‖.‖∞), we
introduce some equivalence parametersc,C > 0 such that

∀u ∈ R|J|, c(ΩJ,‖.‖) ‖u‖ ≤ (ΩJ)[u] ≤ C(ΩJ,‖.‖) ‖u‖.

We similarly define suchc,C > 0 for the norm(Ωc
J
) on R|Jc|. In addition, we immediatly get by

order-reversing
∀u ∈ R|J|, C−1

(ΩJ,‖.‖) ‖u‖∗ ≤ (ΩJ)∗[u] ≤ c−1
(ΩJ,‖.‖) ‖u‖∗.

Note that those parametershidea dependance on the dimension of the space,|J| or |Jc|, and the
weights(dG)G∈G of the norms. Since we will intensively use suchc(ΩJ,‖.‖),C(ΩJ,‖.‖) in the proof,
it will be crucial to control precisely their scaling w.r.t.|J| (or |Jc|) and the weights(dG)G∈G .

Moreover, our proof will rely on the control of theexpected dual norm for isonormal vectors:
E [(Ωc

J
)∗(W )] with W a centered Gaussian random variable with unique covariancematrix. In the

case of the Lasso, it is of order(log p)1/2, but could be much less in our settings, showing that
restricting the set of allowed patterns leads to better sampling complexities.
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Following [Bach, 2008b] and [Nardi and Rinaldo, 2008], we consider the reduced problem
onJ,

min
w∈Rp

LJ(wJ) + µΩJ(wJ)

with solutionŵJ, which can be extended toJc with zeros. From optimality conditions (see Lemma
F.10), we know that

Ω∗
J[QJJ(ŵJ −wJ)− qJ] 6 µ. (E.1)

We denote byν = min{|wj|; wj 6= 0} the smallest nonzero components ofw. We first prove
that we must have with high-probability‖ŵG‖2 > 0 for all G ∈ GJ, proving that the hull of the
active set ofŵJ is exactlyJ (i.e., no active groups are missing).

We have

‖ŵJ −wJ‖2 6
∥

∥Q−1
JJ

∥

∥

2
‖QJJ(ŵJ −wJ)‖2

6 κ−1|J|1/2 (‖QJJ(ŵJ −wJ)− qJ‖∞ + ‖qJ‖∞) ,

hence from (E.1) and the definition ofC(ΩJ,‖.‖1),

‖ŵJ −wJ‖2 ≤ κ−1|J|1/2
(

µC(ΩJ,‖.‖1) + ‖qJ‖∞
)

. (E.2)

Thus, if we assumeµ 6 κν
3|J|1/2C(ΩJ,‖.‖1)

and

‖qJ‖∞ 6
κν

3|J|1/2
, (E.3)

we get
‖ŵJ −wJ‖∞ 6 ‖ŵJ −wJ‖2 6 2ν/3, (E.4)

so that for allG ∈ GJ, ‖ŵG‖2 >
ν
3 , hence the hull is indeed selected.

This also ensures that̂wJ satisfies the equation (see Lemma F.10)

QJJ (ŵJ −wJ)− qJ + µr̂J = 0, (E.5)

where

r̂ =
∑

G∈GJ

dG ◦ dG ◦ ŵ
‖dG ◦ ŵ‖2

.

We now prove that thêw padded with zeros onJc is indeed optimal for the full problem with
high probability. According to Lemma F.10, since we have already proved (E.5), it suffices to show
that

(Ωc
J)∗[∇L(ŵ)Jc ] ≤ µ.

DefiningqJc|J = qJc −QJcJQ
−1
JJ
qJ, we can write the gradient ofL onJc as

∇L(ŵ)Jc = −qJc|J − µQJcJQ
−1
JJ
r̂J = −qJc|J − µQJcJQ

−1
JJ

(r̂J − rJ)− µQJcJQ
−1
JJ

rJ,

which leads us to control the differencêrJ − rJ. Consider a fixedj ∈ J. We haver̂j − rj =
R(ŵ)−R(w) with R(w) =

∑

G∈GJ
(dG

j )2wj ‖dG ◦ w‖−1
2 . Since for anyk ∈ J

∂R

∂wk
(w) =

∑

G∈GJ

(dG
j )2

‖dG ◦ w‖2
Ij=k −

∑

G∈GJ

(dG
j )2wj

‖dG ◦ w‖32
(dG

k )2wk,
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with Ij=k = 1 if j = k and0 otherwise, the mean value theorem gives that for somew ∈ [ŵ,w] =
{u ∈ Rp; uj ∈ [ŵj,wj]}, we have

|r̂j − rj | 6
∑

k∈J

∣

∣

∣

∣

∂R

∂wk
(w)

∣

∣

∣

∣

|ŵk −wk|

6 ‖ŵJ −wJ‖∞





∑

G∈GJ

(dG
j )2

‖dG ◦ w‖2
+
∑

k∈J

∑

G∈GJ

(dG
j )2|wj |

‖dG ◦ w‖32
(dG

k )2|wk|



 ,

hence

‖r̂J − rJ‖1 6 ‖ŵJ −wJ‖∞





∑

G∈GJ

‖dG
J
‖22

‖dG ◦ w‖2
+
∑

G∈GJ

‖dG ◦ dG ◦ w‖21
‖dG ◦ w‖32



 .

Let K = {k ∈ J : wk 6= 0} and

ϕ = sup
u∈R

p:K⊂{k∈J:uk 6=0}⊂J

G∈GJ

‖dG ◦ dG ◦ u‖1
‖dG

K
◦ dG

K
◦ uK‖1

> 1.

By using (E.4), we have

‖dG ◦ w‖22 > ‖dG
K ◦ wK‖22 > ‖dG

K ◦ dG
K ◦ wK‖1

ν

3
> ‖dG ◦ dG ◦ w‖1

ν

3ϕ
,

‖dG ◦ w‖2 > ‖dG
K ◦ wK‖2 > ‖dG

K‖2
ν

3
> ‖dG

J‖2
ν

3
√
ϕ

and

‖w‖∞ 6
5

3
‖w‖∞ .

Therefore we have

‖r̂J − rJ‖1 6 ‖ŵJ −wJ‖∞
∑

G∈GJ

(

‖dG
J
‖22

‖dG ◦ w‖2
+

5ϕ

ν

‖w‖∞ ‖dG
J
◦ dG

J
‖1

‖dG ◦ w‖2

)

6
3
√
ϕ ‖ŵJ −wJ‖∞

ν

(

1 +
5ϕ‖w‖∞

ν

)

∑

G∈GJ

‖dG
J‖2 .

IntroducingL = 18ϕ3/2‖w‖∞
ν2

∑

G∈GJ
‖dG

J
‖2 , we thus have proved

‖r̂J − rJ‖2 ≤ L‖ŵJ −wJ‖2 . (E.6)

By writing the Schur complement ofQ on the block matricesQJcJc andQJJ, the positiveness
of Q implies that the diagonal termsdiag(QJcJQ

−1
JJ
QJJc) are less than one, which implies that

∥

∥

∥
QJcJQ

−1/2
JJ

∥

∥

∥

∞
6 1. We then have

∥

∥QJcJQ
−1
JJ

(r̂J − rJ)
∥

∥

∞ =
∥

∥

∥QJcJQ
−1/2
JJ

Q
−1/2
JJ

(r̂J − rJ)
∥

∥

∥

∞
(E.7)

6

∥

∥

∥QJcJQ
−1/2
JJ

∥

∥

∥

∞

∥

∥

∥Q
−1/2
JJ

∥

∥

∥

2
‖r̂J − rJ‖2 (E.8)

6 κ−1/2 ‖r̂J − rJ‖2 (E.9)

6 κ−3/2L|J|1/2
(

µC(ΩJ,‖.‖1) + ‖qJ‖∞
)

, (E.10)
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where the last line comes from Eq. (E.2) and (E.6). We get

(Ωc
J)∗[QJcJQ

−1
JJ

(r̂J − rJ)] 6 c−1
(Ωc

J
,‖.‖1)

L|J|1/2

κ3/2

(

µC(ΩJ,‖.‖1) + ‖qJ‖∞
)

.

Thus, if the following inequalities are verified

L|J|1/2

κ3/2c(Ωc
J

,‖.‖1)

µC(ΩJ,‖.‖1) 6
τ

4
, (E.11)

L|J|1/2

κ3/2c(Ωc
J

,‖.‖1)

‖qJ‖∞ 6
τ

4
, (E.12)

(Ωc
J)∗[qJc|J] 6

µτ

2
, (E.13)

we obtain

(Ωc
J)∗[∇L(ŵ)Jc ] 6 (Ωc

J)∗[−qJc|J − µQJcJQ
−1
JJ

rJ]

6 (Ωc
J)∗[−qJc|J] + µ(1− τ) + µτ/2 6 µ,

i.e.,J is exactly selected.
Combined with earlier constraints, this leads to the first part of the desired proposition.
We now need to make sure that the conditions (E.3), (E.12) and(E.13) hold with high-probability.

To this end, we upperbound, using Gaussian concentration inequalities, two tail-probabilities.
First,qJc|J is a centered Gaussian random vector with covariance matrix

EqJc|Jq
⊤
Jc|J = E

(

qJcq⊤Jc − qJcq⊤JQ
−1
JJ
QJJc −QJcJQ

−1
JJ
qJq

⊤
Jc +QJcJQ

−1
JJ
qJq

⊤
JQ

−1
JJ
QJJc

)

=
σ2

n
QJcJc|J,

whereQJcJc|J = QJcJc −QJcJQ
−1
JJ
QJJc . In particular,(Ωc

J
)∗[qJc|J] has the same distribution as

ζ(W ), with ζ : u 7→ (Ωc
J
)∗(σn−1/2Q

1/2
JcJc|Ju) andW a centered Gaussian random variable with

unique covariance matrix.

Since for anyu we haveu⊤QJcJc|Ju 6 u⊤QJcJcu 6
∥

∥Q1/2
∥

∥

2

2
‖u‖22, by using Sudakov-

Fernique inequality [Adler, 1990, Theorem 2.9], we get:

E[(Ωc
J)∗[qJc|J] = E sup

Ωc
J
(u)61

u⊤qJc|J 6 σn−1/2‖Q‖1/2
2 E sup

Ωc
J
(u)61

u⊤W

6 σn−1/2‖Q‖1/2
2 E[(Ωc

J)∗(W )]

We have|ζ(u)| 6 σn−1/2c−1
(Ωc

J
,‖.‖2)
‖Q1/2

JcJc|Ju‖2 and‖Q1/2
JcJc|Ju‖2 6 ‖Q1/2‖2‖u‖2, henceζ is

a Lipschitz function with Lipschitz constant upper boundedby σn−1/2c−1
(Ωc

J
,‖.‖2)
‖Q‖1/2

2 . Thus by
concentration of Lipschitz functions of multivariate standard random variables [Massart, 2003,
Theorem 3.4], we have:

P
[

(Ωc
J)∗[qJc|J]> t+σn−1/2‖Q‖1/2

2 E [(Ωc
J)∗(W )]

]

6 exp

(

− nt2

2‖Q‖2σ2c−2
(Ωc

J
,‖.‖2)

)

.
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Applied for t = µτ/2 > 2σn−1/2‖Q‖1/2
2 E [(Ωc

J
)∗(W )], we get (because(u − 1)2 > u2/4 for

u > 2):

P
[

(Ωc
J)∗[qJc|J]> t

]

6 exp

(

− nµ2τ2

32‖Q‖2σ2c−2
(Ωc

J
,‖.‖2)

)

6 exp

(

−
nµ2τ2c2

(Ωc
J

,‖.‖1)

32‖Q‖2σ2

)

.

It finally remains to control the termP(‖qJ‖∞ > ξ), with

ξ =
κν

3|J|1/2
min

{

1,
3τκ1/2c(Ωc

J
,‖.‖1)

4Lν

}

.

We can apply classical inequalities for standard random variables [Massart, 2003, Theorem 3.4]
that directly lead to

P(‖qJ‖∞ > ξ) 6 2|J| exp

(

−nξ
2

2σ2

)

.

To conclude, Theorem 5.2 holds with

C1(G,J) =
c2
(Ωc

J
,‖.‖1)

16‖Q‖2
, (E.14)

C2(G,J) =

(

κν

3
min

{

1,
τκ1/2νc(Ωc

J
,‖.‖1)

24ϕ3/2‖w‖∞
∑

G∈GJ

∥

∥dG
J

∥

∥

2

})2

, (E.15)

C3(G,J) = 4‖Q‖1/2
2 E [(Ωc

J)∗(W )] , (E.16)

and

C4(G,J) =
κν

3C(ΩJ,‖.‖1)

min

{

1,
τκ1/2c(Ωc

J
,‖.‖1)

24ϕ3/2
∑

G∈GJ

∥

∥dG
J

∥

∥

2

ν

‖w‖∞

}

,

where we recall the definitions:W a centered Gaussian random variable with unit covariance
matrix,K = {j ∈ J : wj 6= 0}, ν = min{|wj|; j ∈ K},

ϕ = sup
u∈Rp:K⊂{k∈J:uk 6=0}⊂J

G∈GJ

‖dG ◦ dG ◦ u‖1
‖dG

K
◦ dG

K
◦ uK‖1

,

κ = λmin(QJJ) > 0 andτ > 0 such that(Ωc
J
)∗[QJcJQ

−1
JJ

r] < 1− τ .

F Technical lemmas

In this last section of the appendix, we give several technical lemmas, mostly relative to the opti-
mization results. In addition, we considerI ⊆ {1, . . . , p} andGI = {G ∈ G; G ∩ I 6= ∅} ⊆ G,
i.e., the set of active groups when the variablesI are selected. We will need to deal with two
specific convex sets,E andΓ, defined as

EI = {η ∈ R|GI |; ηG ≥ 0 and
∑

G∈GI

ηG ≤ 1},

and
ΓI = {γ ∈ R|GI |×|I|; γGj ≥ 0,

∑

G∈GI
G∋j

γGj = 1 and γGj = 0 if j /∈ G}.
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Furthemore, we assume that
u

v
is defined by continuation at zero by

u

0
= ∞ if u 6= 0 and0

otherwise.
We first start with two lemmas based on the Cauchy-Schwartz inequality [Hardy et al., 1988].

Lemma F.1. For all vectorsx, y in Rm such that∀j ∈ {1, . . . ,m}, xj ≥ 0 andyj ≥ 0, we have
the following variational equality

x⊤y = min
z∈Rm

zj≥0

(
Pm

j=1 z2
j y2

j )
1/2≤1







m
∑

j=1

z−2
j x2

j







1
2

, (F.1)

and the minimum is obtained for

zj =



















(x⊤y)−
1
2

x
1/2
j

y
1/2
j

if yj 6= 0,

0 if xj = yj = 0,

∞ otherwise.

(F.2)

Similarly, we have for all vectorsx, z in Rm

max
y∈R

m

(
Pm

j=1 z2
j y2

j )
1/2≤1

x⊤y =







m
∑

j=1

z−2
j x2

j







1
2

, (F.3)

whose maximum is obtained for

yj =







{

∑

zi 6=0 z
−2
i x2

i

}− 1
2
z−2
j xj if zj 6= 0,

∞ otherwise.
(F.4)

Proof. We apply the Cauchy-Schwartz inequality on

x⊤y =
∑

xj ,yj 6=0

zjyjz
−1
j xj

≤







∑

xj ,yj 6=0

z2
j y

2
j







1
2






∑

xj ,yj 6=0

z−2
j x2

j







1
2

,

where the right side of the equality becomes infinite if one ofthezj equals zero. The equality in the
Cauchy-Schwartz inequality happens when there existsk > 0 such that for allj, z2

j y
2
j = kz−2

j x2
j .

Put together with the normalization of the vectorz, we get the desired result.
The second part of the Lemma follows along similar lines.
If for all j, zj 6= 0, note that this second result comes down to the computation of the dual

norm of a weightedℓ2-norm.
Moreover, in the degenerated case where one of thezj is infinite, the corresponding component

of yj ∝ z−2
j is necessarily put to zero (with the added convention that0 · ∞ = 0) to ensure the

feasibility of the problem (i.e.,
∑m

j=1 z
2
j y

2
j ≤ 1).
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Lemma F.2. For all vectorx in Rm, we have the following variational equality

1

‖x‖22
= min

z∈Rm

zj≥0
Pm

j=1 zj=1







m
∑

j=1

z2
j |xj |−2







, (F.5)

and the minimum is obtained for

zj =
|xj |2

∑m
i=1 |xi|2

. (F.6)

Proof. We apply the Cauchy-Schwartz inequality, starting from

1 =

m
∑

j=1

zj =
∑

zj 6=0

zj |xj |−1|xj|

≤







∑

zj 6=0

z2
j |xj |−2







1
2

‖x‖2 ,

where the right side of the equality becomes infinite if one ofthexj equals zero. The equality in
(F.5) is trivial forx = 0 and obtained forzj = |xj |2/ ‖x‖22 otherwise.

Throughout this section, we will use a variational representation ofuI 7→
∑

G∈GI
‖dG

I ◦ uI‖2
in terms of the vectorsη ∈ EI :

Lemma F.3. For all uI ∈ R|I|,

∑

G∈GI

‖dG
I ◦ uI‖2 = min

η∈EI







∑

G∈GI

‖dG
I ◦ uI‖22
ηG







1
2

. (F.7)

and the minimum is obtained for

ηG =
‖dG

I ◦ uI‖2
∑

H∈GI

∥

∥dH
I ◦ uI

∥

∥

2

. (F.8)

Proof. The result comes from the Lemma F.1 when we take the followingvectors

x = [‖dG
I ◦ uI‖2]G∈GI

, y = [1]G∈GI

and

z =

[

η
1
2
G

]

G∈GI

.

It suffices to notice that for all vectorsη ∈ EI , the vectorz =

[

η
1
2
G

]

G∈GI

is feasible.
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For all η ∈ EI , we introduce the vectorζ(η) ∈ R|I| defined for allj ∈ I as

ζj(η) =









∑

G∈GI
G∋j

η−1
G (dG

j )2









−1

.

We can then rewrite the term
∑

G∈GI
‖dG

I ◦ uI‖2 in terms ofζ(η) and we have

∑

G∈GI

‖dG
I ◦ uI‖2 = min

η∈EI







∑

j∈I

ζj(η)
−1|uj|2







1
2

. (F.9)

As we shall see later, theη and ζ will be useful to characterize respectively the (in)active
groups and variables.

In the following lemma, we show thatη 7→ ζj(η) is a concave function ofη:

Lemma F.4. For all j ∈ I and allη ∈ EI , we have

ζj(η) = min
γ∈ΓI















∑

G∈GI
G∋j

γ2
Gj(d

G
j )−2ηG















,

andη 7→ ζj(η) is a concave function ofη. In addition, the optimalγ is given by

γGj =
(dG

j )2 η−1
G

∑

H∈GI
H∋j

(dH
j )2 η−1

H

=
(dG

j )2 η−1
G

ζj(η)−1
. (F.10)

Proof. The result is a direct application of the Lemma F.2 when we consider the vectors

x =

[

dG
j η

− 1
2

G

]

G∈GI ,G∋j

,

and
z = [γGj]G∈GI ,G∋j .

The concavity comes from the fact thatη 7→ ζj(η) is defined as the pointwise infimum of concave
(linear in fact) functions ofη.

Lemma F.5. We have, for allη ∈ EI and allκI ∈ R|I|,

max
(

P

j∈I ζj(η)−1|uj |2)
1/2≤1

u⊤I κI =







∑

j∈I

ζj(η)|κj |2






1
2

. (F.11)

Moreover, the maximum is obtained for

|uj | =
{

{
∑

i∈I ζi(η)|κi|2
}− 1

2 ζj(η)|κj | if ζj(η) <∞,
∞ otherwise.

(F.12)
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Proof. We just need to apply the Lemma F.1 with the vectors

x = κI

and
z =

[

ζj(η)
− 1

2

]

j∈I
.

We now establish a link between the dual norm ofuI 7→
∑

G∈GI
‖dG

I ◦ uI‖2 and the vectorζ.

Lemma F.6. For anyκI ∈ R|I|, we have the following relationship

max
P

G∈GI
‖dG

I ◦uI‖2≤1
u⊤I κI = max

η∈EI







∑

j∈I

ζj(η)|κj |2






1
2

.

Proof. Thanks to the Lemma F.5, we can write

max
η∈EI

max
(

P

j∈I ζj(η)−1|uj |2)
1/2≤1

u⊤I κI = max
η∈EI







∑

j∈I

ζj(η)|κj |2






1
2

.

The maximization problem on the left side of the equality canbe first solved w.r.t.η ∈ EI , letting
u fixed [Boyd and Vandenberghe, 2003, page 133]. The relationship (F.9) then provides

max
η∈EI

(
P

j∈I ζj(η)−1|uj |2)
1/2≤1

u⊤I κI = max
P

G∈GI
‖dG

I ◦uI‖2≤1
u⊤I κI ,

which leads to the desired result.

We are now in position to express the dual norm ofuI 7→
∑

G∈GI
‖dG

I ◦ uI‖2 through the
variablesγ ∈ ΓI .

Lemma F.7. We have the following relationship

max
P

G∈GI
‖dG

I ◦uI‖2≤1
u⊤I κI = min

γ∈ΓI

max
G∈GJ







∑

j∈G∩I

γ2
Gj (dG

j )−2|κj |2






1
2

.

Proof. Starting from the Lemma F.6,

max
P

G∈GI
‖dG

I ◦uI‖2≤1
u⊤I κI = max

η∈EI







∑

j∈I

ζj(η)|κj |2






1
2

,

we use the variational characterization ofζj(η) given by

ζj(η) = min
γ∈ΓI















∑

G∈GI
G∋j

γ2
Gj(d

G
j )−2ηG















.
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We minimize through a sum each column ofγ independently over the setΓI (that also constraints
each column ofγ independently). We thus get the following max-min problem [Sion et al., 1957,
Theorem 4.2]

max
η∈EI

min
γ∈ΓI















∑

j∈I

∑

G∈GI
G∋j

ηG γ2
Gj (dG

j )−2|κj |2















1
2

= max
η∈EI

min
γ∈ΓI

ψ(η, γ).

The function
η 7→ ψ(η, γ),

is concave and continuous for allγ ∈ ΓI . Similarly, the function

γ 7→ ψ(η, γ),

is convex for allη ∈ EI . In addition, the convex setsEI andΓI are compact.
One can invert the max and min, so that we obtain

max
η∈EI

min
γ∈ΓI

ψ(η, γ) = min
γ∈ΓI

max
η∈EI

ψ(η, γ),

and the right-hand side can be rewritten as

min
γ∈ΓI

max
η∈EI







∑

G∈GI

ηG

∑

j∈G∩I

γ2
Gj (dG

j )−2|κj |2






1
2

.

The optimization overEI can be performed in closed form and leads to the desired result.

We provide a lemma to derive a lower-bound onminγ∈ΓI
maxG∈GI

{

∑

j∈G∩I γ
2
Gj(d

G
j )−2|κj |2

}
1
2
.

The underlying idea of this lemma is to replace the sum
∑

j∈G∩I by maxj∈G∩I .

Lemma F.8. The quantity

min
γ∈ΓI

max
G∈GI







∑

j∈G∩I

γ2
Gj (dG

j )−2|κj |2






1
2

is lowerbounded by
min
γ∈ΓI

max
G∈GI

max
j∈G∩I

{

γGj (dG
j )−1|κj |

}

,

and this minimum is obtained for

γGj =
dG

j
∑

H∈GI
H∋j

dH
j

.

Proof. The first part of the Lemma is straightforward since we have for all γ ∈ ΓI ,

max
G∈GI







∑

j∈G∩I

γ2
Gj (dG

j )−2|κj |2






1
2

≥ max
G∈GI

{

max
j∈G∩I

(

γ2
Gj (dG

j )−2|κj |2
)

}
1
2

.
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Let us notice that for allγ ∈ ΓI , sincet 7→ t1/2 is stricly increasing,

max
G∈GI

{

max
j∈G∩I

(

γ2
Gj (dG

j )−2|κj |2
)

} 1
2

= max
G∈GI

max
j∈G∩I

{

γGj (dG
j )−1|κj |

}

.

We now need to show thatγGj =
dG

j
P

H∈GI
H∋j

dH
j

is indeed optimal, i.e., for allγ ∈ ΓI ,

max
G∈GI

max
j∈G∩I

{

γGj(d
G
j )−1|κj |

}

≥ max
G∈GI

max
j∈G∩I







(dG
j )−1

dG
j

∑

H∈GI
H∋j

dH
j

|κj |







= max
j∈I







|κj |
∑

H∈GI
H∋j

dH
j







.

We denote byj0 ∈ I one of the indices that achieves the latter maximization. Bycontradiction, if
there exists̃γ ∈ ΓI such that

max
G∈GI

max
j∈G∩I

{

γ̃Gj(d
G
j )−1|κj |

}

<
|κj0|

∑

H∈GI
H∋j0

dH
j0

,

then, we notably have for allG ∋ j0,

γ̃Gj0(d
G
j0)

−1|κj0 | <
|κj0 |

∑

H∈GI
H∋j0

dH
j0

,

which implies in turn that for allG ∋ j0,

γ̃Gj0 <
dG

j0
∑

H∈GI
H∋j0

dH
j0

.

A summation overG ∋ j0 leads to the contradiction1 < 1.

Given an active setJ ⊆ {1, . . . , p} and a direct parentK ∈ ΠP(J) of J in the DAG of nonzero
patterns, we have the following result:

Lemma F.9. For all G ∈ GK\GJ , we have

K\J ⊆ G

Proof. We proceed by contradiction. We assume there existsG0 ∈ GK\GJ such thatK\J * G0.
Given thatK ∈ P, there existsG′ ⊆ G verifying K =

⋂

G∈G′ Gc. Note thatG0 /∈ G′ since by
definitionG0 ∩K 6= ∅.

We can now build the patterñK =
⋂

G∈G′∪{G0}G
c = K ∩Gc

0 that belongs toP. Moreover,

K̃ = K ∩Gc
0 ⊂ K since we assumedGc

0 ∩K 6= ∅. In addition, we have thatJ ⊂ K andJ ⊂ Gc
0

becauseK ∈ ΠP(J) andG0 ∈ GK\GJ . This results in

J ⊂ K̃ ⊂ K,

which is impossible by definition ofK.
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We give below an important Lemma to characterize the solutions of (2.1).

Lemma F.10. The vectorŵ ∈ Rp is a solution of

min
w∈Rp

L(w) + µΩ(w)

if and only if
{

∇L(ŵ)Ĵ + µ r̂Ĵ = 0

(Ωc
Ĵ
)∗[∇L(ŵ)Ĵc ] ≤ µ,

with Ĵ the hull of{j ∈ {1, . . . , p}, ŵj 6= 0} and the vector̂r ∈ Rp defined as

r̂ =
∑

G∈G
Ĵ

dG ◦ dG ◦ ŵ
‖dG ◦ ŵ‖2

.

In addition, the solution̂w satisfies
Ω∗[∇L(ŵ)] ≤ µ.

Proof. The problem
min
w∈Rp

L(w) + µΩ(w) = min
w∈Rp

F (w)

being convex, the directional derivative optimality condition are necessary and sufficient [Borwein
and Lewis, 2006, Propositions 2.1.1-2.1.2]. Therefore, the vectorŵ is a solution of the previous
problem if and only if for all directionsu ∈ Rp, we have

lim
ε→0
ε>0

F (ŵ + εu)− F (ŵ)

ε
≥ 0.

Some algebra leads to the following equivalent formulation

∀u ∈ Rp, u⊤∇L(ŵ) + µu⊤
Ĵ
r̂Ĵ + µ (Ωc

Ĵ
)[uĴc ] ≥ 0. (F.13)

The first part of the lemma then comes from the projections onĴ andĴc.
An application of the Cauchy-Schwartz inequality onu⊤

Ĵ
r̂Ĵ gives for allu ∈ Rp

u⊤
Ĵ
r̂Ĵ ≤ (ΩĴ)[uĴ ].

Combined with the equation (F.13), we get

∀u ∈ Rp, u⊤∇L(ŵ) + µΩ(u) ≥ 0,

hence the second part of the lemma.

We end up with a lemma regarding the dual norm of the sum of twodisjoint norms ( See
[Rockafellar, 1970] ):

Lemma F.11. LetA andB be a partition of{1, . . . , p}, i.e.,A∩B = ∅ andA∪B = {1, . . . , p}.
We consider two normsuA ∈ R|A| 7→ ‖uA‖A anduB ∈ R|B| 7→ ‖uB‖B , with dual norms‖vA‖∗A
and‖vB‖∗B . We have

max
‖uA‖A+‖uB‖B≤1

u⊤v = max {‖vA‖∗A, ‖vB‖∗B} .
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G Interpretation of the dual variables γ at optimality

The necessary and sufficient conditions we derive for our active set algorithm mostly rely on lower
and upper-bounds forΩ∗(∇L(w)), wherew is a primal solution. Such bounds can be obtained via
the dual parametersγ.

More precisely, when we have an optimal solutionw∗ whose active set isJ , we will show that
the correspondingγ∗Gj are necessarily equal to zero forG ∈ GJ andj ∈ Jc.

When the duality gap for the full problem equals zero, we knowthat

λΩ∗(∇L(w∗)) = −∇L(w∗)⊤w∗

and
∑

G∈G
‖dG ◦ w∗‖2 ≤ λ.

Therefore,w∗ is a solution of the problem

max
Ω(v)≤1

−v⊤∇L(w∗).

Following the Lemmas F.4 and F.6 , we consider the(η∗, ζ(η∗), γ∗) associated with thew∗. At
optimality and according to the equations (F.8) and (F.12),we haveζj(η∗) = 0 for the inactive
variablesj ∈ Jc andη∗G > 0 for the active groupsG ∈ GJ (such thatG ∩ J 6= ∅).

The relationship (F.10) eventually shows thatγ∗Gj is necessarily equal to zero forG ∈ GJ and
j ∈ Jc.
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