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Abstract

We introduce a notion of Kripke model for classical logic fanich we constructively
prove soundness and cut-free completeness. We discusewbkyrof the notion and
its potential applications.
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1. Introduction

Kripke models have been introduced as means of giving seesdntmodal logics
and were later used to give semantics for intuitionistiddoas well, cf. [22, 23].
The purpose of the present paper is to show that Kripke ma@gisalso be used as
semantics foclassicallogic. Of course, Kripke semantics can be indirectly assijn
to classical logic by means of some appropriate doubletiag@anslation, as in [3],
but our goal here is to providedirect presentation of a notion of Kripke semantics for
classical logic.

We will use the LK; sequent calculus of [8] to represent proofs, but the conclu-
sions given apply to any complete formal system for classicpgc. There are at least
two reasons for choosing LK first, it is a typing system for a calculus very close to
A-calculus and we are ultimately interested in the compantati content of classical
logic; second, the symmetry of Igfight distinguished formulae of Ll allows to give
two dual notions of models, of which only one needs to be, angriesented in this
paper, while the other can be derived by analogy.

This paper is organised as follows. Section 2 introducestit®mn of classical
Kripke model, based on two modifications to the traditionation, and discusses the
relationship between the traditional and our notion. $&c8 introduces the sequent
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calculus LK; and gives a soundness theorem for it. Section 4 proves a etenplss
theorem for a universal model constructed from the dedo&ystem itself. Section 5
is the concluding section which discusses related anddwtork.

We use the standard inductive definition of predicate logiiciulae for the connec-
tives{T, L, A, Vv, —,3,V¥}. The language has infinitely many constants. A sentence is a
formula where all variables are bound by quantifiers. An adormula is one which
is not built up from logical connectives, i.e. it is one buift of a predicate symbol.
The shorthanehA stands folA — L.

All statements and proofs are constructive.

2. Classical Kripke Models

Kripke models can be considered as the “most classical’ladhalsemantics for
intuitionistic logic, for two reasons: first, each of the §sible worlds’ that define a
Kripke model is a classical world in itself (where either aora or its negation are
true); second, it is the single of the semantics for intaistic logic which has only
a classical proof of completeness, when disjunction anstexiial quantification are
considered.

In the last two decades, the Curry-Howard correspondertveeke intuitionistic
proof systems and typed lambda-calculi has been extenddddsical proof systems
[17, 29, 8]. The idea for introducing direct-style Kripke deds for classical logic came
from their usefulness in providing normalisation-by-ewlon for intuitionistic proof
systems [6, 7]. To account for a classical proof system weiintite traditional notion
of Kripke model in the following two ways.

Not taking the forcing relation as primitiveWe take as primitive the notion of “strong
refutation”, and define forcing in terms of4t.The forcing definition we get in this
way partly coincides with the traditional definition of famg, as explained in subsec-
tion 2.1.

Allowing certain nodes to validate absurdityVe allow certain possible worlds to be
marked as “fallible”, or “exploding”. This approach has heaken for Kripke models
in [35], for Beth models by Friedman [31] and is necessaryriteoto have a con-
structive proof of completeness, in the view of the metahmatatical results from
[21, 26, 27], which preclude constructive probés completeness in case one wants to
retain that absurdity must never be valid in a possible vorld

Definition 1. A classical Kripke moddk given by a quintupléK, <, D, Is, I, ), K in-
habited, such that

1There is an intuitionistic proof in [35], but it makes use bétfan theorem which is not universally
recognised as constructive.

2For an alternative, see the discussion on dual models ifoBet

3Strictly speaking, the cited results show that having awansve proof of completeness implies having
a proof of Markov’s Principle.

4Extending the class of Boolean models with inconsistentetsoig also the key to the constructive proof
of the classical completeness theorem in [24]. For an aisabfshat result, see [4].



(K, <) is a poset of “possible worlds”;

D is the “domain function” assigning sets to the elements @ugh that
Yw,w € K, (w<w = D(w) C D(W))

i.e., D is monotone;
Let the language be extended with constant symbols for danfeat ofD :=
U{D(w) : w € K}.

(-) : (-) is abinary relation of “strong refutation” between worldsid atomic
sentences in the extended language such that

— w: X(dy,...,dn) s = d € D(w) foreachie{l,...,n}

— (Monotonicity) w: X(dg, ...,dn) s & W<W = W : X(dy, ..., dn) Ik,
(=) +. is a unary relation on worlds labelling a world as “explodifygvhich is

also monotone:
Wi, E&WSW =W Ik, .

The strong refutation relation is extended from atomic tmposite sentences in-
ductively and by mutually defining the relationsfofcingand (non-strongjefutation

Definition 2. The relation(-) : (-) s of strong refutation is extended the relation
between worlds w andomposite sentencésin the extended language with constants
in D(w), inductively, together with the two new relations:

A sentence A iforcedin the world w (notation wir A) if any world W > w,
which strongly refutes A, is exploding;

A sentence A isefutedin the world w (notation w A ) if any world w > w,
which forces A, is exploding;

wW:AABKifw:Arorw: Bl
w:AVBKifw:Arandw: Bi;

wW:A—- Bifw:i- Aandw: BIr;

w: VYXA(X) Iksif w : A(d) I~ for some de D(w);

w: AX.A(X) Ik if, for any w > w and de D(w'), w : A(d) Ir;

1 is always strongly refuted;

T is never strongly refuted.



The notions of forcing and refutation can be somewhat utodedsas the classical
notions of being true and being false. However, a statenféotim P = w i+, should
not be thought of as negation Bfat the meta-level, because in the concrete model we
provide in section 4w I, is always an inhabited set. In other words, we neveraxse
falso quodlibett the meta-level to handle exploding nodes.

The notion of strong refutation is more informative thantio¢gion of (non-strong)
refutation, not only because the former implies the laliteralso because, for example,
havingw : A A B I tells us which one oA, Bis refuted, whilew : A A B - does not.

A more detailed characterisation of the notions is givemarest of this section.

Lemma 3. Strong refutation, forcing and refutation are monotone imy alassical
Kripke model.

Proof. The monotonicity of strong refutation can be proved by irgurcon the for-
mula in question, while that of forcing and refutation is @usly true. O

Lemma 4. Strong refutation implies refutation: In any world w and famy sentence
A, w: Al impliesw: Alr.

Proof. Supposev : Ak, W > wandw :I- A. Thenw is exploding because’ : A I
by monotonicity. Sincev was arbitraryw : A I. O

2.1. Relation to Traditional Forcing and Further Propertie

Itis natural to ask what is the relationship between tradéi intuitionistic forcing[31]
and our forcing whose definition relies on a more primitivéioro. Lemmas 5 and 8
give that the two notions (superficially) coincide on thegfreent of formulae con-
structed by(—, A, VY, T}

Lemma 5. The following statements hold.

wirA—-B < forallw >ww +rA=w B (1)
wirAAB < w:iAandwi B (2)
Wik YXA(X) < forallw’ >wandde D(w),w i+ A(d) 3)
wirAvB < w:iAorw: B 4)
wiF AXA(X) < for some de D(w), w - A(d) (5)

Proof. Lemma 3 and Lemma 4 are used implicitly in the following proof

(1) Left-to-right: Suppos&’ > w andw’ :+ A. To showw’ I+ B we letw” > w
andw” : B s and have to show that” is exploding. Since thew” : A — B Ig
holds by monotonicity and Lemma 4, the claim follows from thefinition of
w:r A— B.

Right-to-left: Suppos& > wandw’ : A — B I, i.e.,w - Aandw : B I-.

We have to showv is exploding. But, this is immediate, singg :+ B by
assumption.



(2) Left-to-right: Suppose’ > wandw' : Al. Thenw : A, and sov' : AA Bk,
This implies thatv' is exploding, that isw :- A. Similarly, we can show - B.

Right-to-left: Suppos&’ > wandw : A A B is. Therefore we haver : A or
W : BIr. Each case leads W :I-, sincew : A andw :I- B by monotonicity.

(3) Left-to-right: Supposev’ > w > w, d € D(W), andw” : A(d) k. Then
W’ VYXA(X) I, SOW” is exploding.
Right-to-left: Supposey > w andw’ : YXA(X) I, i.e.,w : A(d) I~ for some
d € D(w). Sow is exploding by assumption.

The rest of the cases are obvious. O

Note, however, that although the definitions of our and tianistic forcing “match”
on the fragment—, A, V, T}, that does not mean that a formula in that fragment is
forced in our sense if and only if it is forced in the intuitistic sense. The law of
Peirce (A — B) — A) — Aiis one counterexample to that, it is classically but not in-
tuitionistically forced,; this is so because in our forcihgdden under the surface, there
is a notion of refutation which can be used.

Remark 6. The following do not hold in general, even if reasoning dlzay.
e Wi-rAvB=w:- Aorw:r B.
e W AX.A(X) = for some te D(w), w :I- A(t).

The explanation is deferred to Remark 20.

Lemma 7. Given a classical Kripke modé(, the following hold.

1.w:A->BF ifw: A—> Bk

2. W:AVBIF iff w: AV Bk

3. wAXAX) i wi AXA(X) ks

4. Ifw:Arorw: B, thenw: AABI.

5. If w: A(d)  for some de D(w), then w: YX.A(X) I.

Proof. 1. Right-to-leftis Lemma 4.

Left-to-right: Suppos&’ > wandw : A k. In order to show that/ is exploding
it suffices to showv - A — B. For this assum&”’ > w andw”’ : A — B Ik,
i.e.,w’ i+ Aandw’ : B Ir. Thenw” is exploding since we hawe” : A I by
monotonicity. Similarly, we can show : B I-.

2. Right-to-leftis Lemma 4.
Left-to-right: Suppos&’ > wandw’ - A. Then by Lemma 5y :+ Av B holds.
Sow is exploding. Thatisv: A . Similarly,w : B i holds.

3. Right-to-leftis Lemma 4.
Left-to-right: Supposev’ > w > w, d € D(w) andw” :+ A(d). Then by
Lemma 5w’ I AX.A(X). Sow” is exploding since we hawe” : AX.A(X) I+ by
monotonicity.

4. Suppose w.l.o.gv: A, W > wandw I+ AA B. Then by Lemma 5y - A.
Sow is exploding because we hawé: A I by monotonicity.



5. Supposev > w andw I YX.A(X). Then by Lemma 5w :+ A(d). Sow is
exploding because we haweé : A(d) - by monotonicity.

O

We can also say that forcing af and T behaves like expected with respect to
exploding nodes [35, 24]:

Lemma8. 1.w:r Tandw: L.
2. wis explodingffw - L.
3. wis explodingffw: T I.

Proof. 1. Obvious.
2. Letw be an arbitrary world.

Wikl < YW>2wWW:Lik= W k,)
= YWzwWW iIr,) & Wi,

3. Similar.
O

We can use the previous lemmas to show that the forcingoal&r classical logic
behaves “classically” indeed:

Lemma 9. The following hold in the classical Kripke semantics.

1. WwWirA & wW:-Al.

AR &= Wi -A.

CAF &= wirF A

CAF &= W -Alk.

A = Wi —--A.

AR &= w:--Al.

oA = Wik —AlF &< W A.

NogakwN

w
w
w
w
w
w

Proof. 1. Obvious by definition because: L .
2. It follows from Lemma 5.
3. Obvious by Lemma 7 and the previous claims.
4. ~ 7. Obvious from the previous claims.

Corollary 10. In any classical Kripke model, the following holds.

W: Ak Wi A & WA



We now consider the following double-negation translafigh which is the one of
Godel-Gentzen[16, 15], except that atomic formula@nd T are not doubly negated:

X* = X (Xisatomic,LorT)
(AAB)" = A"AB*
(A->B) = A -PB
(VXA = VxA"
(AvB)" = =(=A"A-BY)
AxA)" = SYX-AT

Proposition 11. Every classical Kripke mod& = (K, <, D, Ik, I-,) gives rise to an
intuitionistic Kripke model with exploding worlds = (K, <, D, I, IF, ), which inherits
all components of’, except for-;, which is defined for atomic formulae by non-strong
forcing, i.e.

Wik X ifw ik X

The translation(-)* relatesC and 7, that is, for any world w and any formula A we
have
Wik A" iffw - A

Proof. By induction on the complexity oA and by using (1)-(3) from Lemma 5 and
(2) from Lemma 8. We detail only the induction case ¥omhich is the most involved
one:

wir (Av B)*

W IH =(=A" A =B*)
(YW =w) W I -ALW I Bt = W I L]
YW >w)[ (YW >wW)W I AF = w I L],
(YW’ = wW)[W’ Ik B* = W’ I L]
=W I 1] ="

VW >w)[ (YW >w)W r A=W ],

(YW =wW)[W - B= w’ ]

111

= W ] —
(YW > w) W:AFW : BFr= W ] =
(YW > w) [W:AVBk= W IF,] =
w:i-AvB

3. LK,z and Soundness

To emphasise the symmetries of classical logic, we use aese¢galculus in the
style of Gentzen’s LK as proof system. We could have direetlgd LK or one of its
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Table 1: The sequent calculus [K

variants with implicit structural rulesy la Kleene-Kanger. In practise, even though the
current paper does not go into the details of the computalticontent of proofs, we
rely here on LK, which has a simple symmetrical varianttalculus as underlying

language of proofs [8, 18]

LK,z is presented on Table 1. Itféers from LK in the following points:

e Sequents come with an explicitly dis

tinguished formulateright or on the left,

or no distinguished formula at all, resulting in three kimdsequents: I' + A”,
“TI|A+ A”and T + AJA”. Especially, the distinguished formula plays an “active”

role in the rules.

e Accordingly, the axiom rule splits into two variants (Axand (Axz) depending
on whether the left active formula or the right active foreid distinguished.

5Note that even if not based arcalculus, there are

calculi of proof-terms for LK too, seg {82, 25, 34].



There are also two new ruleg;)(@nd (i), for making a formula active

e There are no explicit contraction rules: contractions aggvdble from a cut
against an axiom as follows:

— Left contraction:

S )
TArA[A LLA|ARA (Contr)

C
TAFA (cu

— Right contraction:

(AxL)

FrAIAA  TIAFAA (Contrg)

I'rAA

e Consequently, the notion of normal proof, or cut-freenesslightly different
from the notion of cut-freeness in LK:reormal proofis a proof whose only cuts
are of the form of a cut between an axiom and an introductitef rThis is the
notion that we refer to when below, very often, we say “ceefror “provable
without a cut”.

The correspondence between normal proofs of LK and norroalfgof LK,; is di-
rect. If we present LK with weakening rules attached to themaxulesa la Kleene's
G4 or Kanger’s LC, we obtain an LK proof from an LK proof by erasing the bars
serving to distinguish active formulae, and by removingttieal inferences coming
from the rules 4) and (). In the other way round, every introduction rule of LK can
be derived in LK; by applying the rulesy) and (i) on the premises and a (possibly
dummy) contraction (i.e. a cut against an axiom) on the agich of the rule. Simi-
larly for the axiom rule (for which there are two possibleidations) and the cut rule.
For more details we refer the reader to [8].

For a constant, let I'¢(t), Ac(t), Ac(t) be obtained fronT', A, A by replacing each
constant with a termt.

Lemma 12 (Weakening) Suppos& C I andA C A'.

e '+ AimpliesI” + A".

e ' A|AimpliesT” - A| A.

e '| Ar AimpliesI” | A+ A’.
Moreover, no further cuts in the derivations on the rightdaside are necessary.
Lemma 13. Let ¢ be a constant and y a variable which does not appe&y in A.

e T+ AimpliesTc(y) + Ac(y).

6Note that we have to define the contexts of formullandA as ordered sequences to get a non ambigu-
ous interpretation of LK; as a typedi-calculus.
"The rules f) and (i) are not introduction rules, because they do not introduceraula constructor.



o '+ A| AimpliesIc(y) + Acly) | Ac(y).
o I'| A+ AimpliesI¢(y) | Ac(y) + Ac(Y).

Moreover, no further cuts in the derivations on the rightdaside are necessary.

The following lemma says that a fresh constant is as good essh fariable and
will play an important role in the proof of cut-free compleéss below.

Lemma 14 (Fresh constants)Let ¢ be a constant and y a variable which does not
appear inl, A, A. Assume furthermore that ¢ does not appedr,in.

e I'+ A(C) | AimpliesT + A(y) | A.

e T'| A(c) + AimpliesT” | A(y) + A.
Moreover, no further cuts in the derivations on the rightdaside are necessary.
Proof. It follows directly from the lemma just before. O

The fact that Lemma 12 Lemma 14 need not introduce any new cuts in the deriva-
tions on the right-hand side of the implication will be imtzort for the proof of cut-free
completeness.

We now show the soundness of |;Kwith respect to the Kripke semantics. First
we need some preparations.

Let (K, <,D, Ik, I-,) be a Kripke model.Associationsare functions from a finite
set of free variables tp),,.x D(w). The letters, , ... vary over associations. Given an
associatiom and a free variablg, p~* denotes the function obtained frgnbby deleting
x from its domain, i.e.dom(p~*) = dom(p)\{x}. Letp(x — d) denote the functiop’
such thap’(y) = p(y) if y # x andd otherwise.

Let ¢y be a distinguished constant of the language. Given a forfulat Alp]
denote the sentence in the extended language with freskacos$or each element of
D obtained fromA by replacing each free variablewith p(x) if x € dom(p) and with
Co otherwiseITp] is the context obtained from by replacing eact e T with A[p].

We writew I+ ' whenw forces all sentences fromandw : A  whenw refutes
all sentences from.

The intuitive meaning of the following theorem is that if eydormula in the as-
sumption is forced, then not all formulae in the conclusian be refuted.

Theorem 15(Soundness)Let A be a formula and’, A contexts of formulae. In any
classical Kripke mode(K, <, D, I, I, ) the following holds: Let we K andp be an
associations with the values from(\i).

o IfTF A, wiI'[p] and w: Alp] ¥, then wiir, .
o IfT"'+ AA, W T'[p] and w: A[p] i, then w:i- Alp].
o IfTIA+ A, Wi I[p] and w: A[p] , then w: Alp] I.

Proof. One proves easily the three statements simultaneously dyciion on the
derivations. We demonstrate two non-trivial cases. Supwas I'[p] andw : A[p] I.

10



e Case {.): Supposev’ > wandw’ :I+ Alp] vV B[p]. We have to showv is
exploding. But this follows from the fact that : Alp] v B[p] . Note just that
w : Alp] + andw : B[p] I follow from the |.H. using monotonicity.

e Case fl,): Supposev > wandw : (IX.A)[p]. We have to show is explod-
ing. For this it sdifices to showv : (AXAX)[p] k, i.e., W’ : Alp(X — d)])
for all w/ > w andd € D(w”). Note first thatw” I+ I'[p(x — d)] and
w”’ : Alp(x — d)] + by monotonicity because of the freshnesxofBy I.H.
the claim follows.

O

4. Completeness

As usual when constructively proving completeness of Keipkmantics for a frag-
ment of intuitionistic logic [6, 19, 30], we define a special pusgamodel, called the
universal modelbuilt from the deduction system itself. Once we show conepless
for this special model, completeness for any model follo@srbllary 19).

Definition 16. TheUniversal classical Kripke modé&¥ is obtained by setting:
e K to the set of pairgI’, A) of contexts of Li;
e (IA) < (I”,A) iffbothl C I” andA C A’;
o (I, A) : X Isiff the sequeri|X + A is provable without a cut in Lfg;
e (I, A) 1+, iff the sequerl + A is provable without a cut in LJ;
o for any w, Ow) is the set of closed terms of | K

Note that the domain function D is a constant function, winilthe abstract definition
of model we allow for non-constant domain functions becahaeallows building
more counter-models in applications.

Monotonicity of strong refutation on atoms follows from Lera 12.

Theorem 17 (Cut-Free Completeness fd@¥). For any sentence A and contexts of
sentencef andA, the following hold inis:

LA +rA = TrAA Q)
(ILA):Ar = TJA+A (2

Moreover, the derivations on the right-hand sidgbfand(2) are cut-free.

8As previously remarked, there is no constructive proof édirifituitionistic predicate logic.

11



Proof. We proceed by simultaneously proving the two statementadbydtion on the
complexity of A. When quantifiers are concernefi(t) has lower complexity than
AX.A(X) andV x.A(X).

The derivation trees in this proof use meta-rules (*) andtinstiép derivations
(Contr_, Contr) in addition to the derivation rules of the calculus from &l in
order to make the proofs easier to read.

We also remind the reader that the notion of cut-freenesisne of LK, intro-
duced in the previous section.

Base case for atomic formulaén the base case we have forcing and refutation on
atomic sentences, which by definition reduce to strongaéfut on atomic sentences,
which by definition reduces just to statements about the ctehs in LK.

(1) Suppose
YI',A) = (T,A),{T'X+AN =T+ A} *
where the RHS is cut-free. Then the following holds¥oe= I andA” = X, A:

S
MXr XA O

' XA W
'+ XA

(2) Supposel(,A) : X I, i.e.,
VI, A) = (C,A){(,A)r X = T'+A'} *

We use §) to provel’, X + A without introducing a cut from which the claim
follows by the fi)-rule. For this, we need to showI{(X),A) = X. Assume
(', A”) = ((T', X), A) such that there is a cut-free proof fof | X + A”. Then by
(Contr), I + A, that is, [, A”) is exploding.

Base cases for and_L. Obvious.

Induction case for implication.

(1) Supposel(|,A) i+ Ay — Ay, i.e.,
YT, A) > (T,A){(T,A): A > Al = T A} *

We use ¢) to provel’, A; + Ay, A without introducing a cut from which the claim
follows by the f) and (»g) rules. We need to showlI{(A;), (A2, A)) : Ay —
Ao i, i.e. ([T, A1), (A2, A)) - Ap and ([, A1), (A2, A)) : Az IF. We show the first
one. The second case is similar.

Assume 7, A’) = (T, Ay), (A, Ap)) such that[”, A’) : A1 Is. Using the induction
hypothesis we get the following cut-free proof:

| Ak A

' r A (Contr)

That s, {7, A”) is exploding.

12



(2) Supposel(,A) : Ay —» Ay I, i.e.,
VI, A) > (AT A) AL - Ay = T FA) *

We use £) to provel’, A; — A, + A without introducing a cut from which the
claim follows by the (J-rule. We need to showI((A; — A2),A) I Ay — A,
Assume [”",A”) > ((,A1 — Az),A) such that{”,A”) + A and [',A”) :
A, I-. Then, using the induction hypotheses we have the followtrigree proof:

rALA T A A
I | AL — Ak A )
(Contr.)
I“// '_ A//
Thatis, (", A”) is exploding.
Induction case fow.

(1) Supposel(,A) I+ Ay vV Ay, ie.,

VI, A) = (C,A){(T,A) : AavVAL s = (T7,A") .} *)

First we use£) to showI” + A, Az, A1 V Az, A without introducing a cut. For this
we setl” =T andA’ = Ag, A, A1 V Ap, A, that is, we need to shoW((A”) : A I
fori = 1,2. Assumel”,A”) > (I, A’) such that{”’, A”) I+ A;, then by induction
hypothese§” + A | A”. Therefore, byContrg), (I, A”) is exploding.

Now we can prove the claim.

't A, ALALY A A
'k AplA, ALV Ax, A
't ALV AALALY A A

()

D)

Cont|
' AL, ALV ALA w (Contr)
I'r AlJALV A A )
't AL VAJALY Ao, A -
(Contrg)
't A1V ALA W
I'r AV AIA

(2) The claim follows directly from the\()-rule and the induction hypothesis be-
causel,A) : Ay v Ay I-implies both [, A) : A -and (,A) : A, - by Lemma 7,
which does not need to introduce new cuts.

Induction case fon.

(1) The claim follows directly from theAg)-rule and the induction hypotheses be-
causel(,A) i A; A Ay implies both [, A) - A; and (T, A) - Ay, by Lemma 5,
which does not need to intruduce new cuts.

(2) Supposel(,A) : Ay A Az I, ie.,

YT, A) = (DA (T, A) - ALA A, = (T, A) kL) *

We use £) to showI, A; A A + A without introducing a cut from which the claim
follows by the {i)-rule. By Lemma 5, we need to show (s A Ap), A) - A for

i =1,2. Assumel”,A”) = ((T, AL A A2),A) such that{”,A”) : A k. Using
induction hypotheses we get the following cut-free proof:

13



I |AFA
I | AL AA A
| NG
Therefore, [, A”) is exploding.

(D)
(Contr.)

Induction case fo¥.

(1) Assume [[,A) = YXA(X). Then, by Lemma 5,I(A) = A(t) for all closed
terms. In particular, we havé&(A) = A(c) for some fresh constaetwhich does
not occur inl’, A, A. Using the induction hypothesis we get a cut-free proof of
'+ A(c) | A. By Lemma 14, this implies a cut-free proof Bf+ A(X) | A for any
fresh variablex, so the claim follows.

(2) Supposel(, A) : YX.A(X) I, i.e.,

VI, A) = (T,A) (T, A) - VXAKX) = ([, A) 1) *

We use §) to showI', YX.A(X) + A without introducing a cut from which the claim
follows by the i)-rule, that is, we need to showl{((*x.A(X)), A) I+ A(t) for any
closed termt. Assume [, A”) > ((I', YX.A(X)), A) such that [, A”) : A(t) k.
Using the induction hypothesis we get the following cuefpeoof:

I | A) - A
I | YXAX) F A”
l"ll = All
Therefore, [, A”) is exploding.

(V1)
(Contr.)

Induction case fod.
(1) Suppoself, A) - AX.A(X), i.e.,

VI, A = (0,A) (T, A) : XA Ik = 7,A) -} *

We use §) to showI” + Ax.A(X), A without introducing a cut from which the claim
follows using the g)-rule. We need to showl'((A, AX.A(X))) : A(t)  for any
closed ternt.

Assume [, A”) = ([, (A, IX.A(X))) such that [, A”) i+ A(t). Using the induc-
tion hypothesis we get the following cut-free proof:

I AR | A
’’ 144 (BR)
I FAXAX) | A
v n (Contrg)
I'"+rA

Therefore, [, A”) is exploding.

(2) AssumeT, A) : AXA(X) I, then (, A) : AXA(X) ik by Lemma 7. That is,I(, A) :
A(t) i for all closed terms. In particular, we havg Q) : A(c) I~ for some fresh
constantt which does not occur i, A, A. Using induction hypotheses we have
a cut-free proof of” | A(c) + A. By Lemma 14, this implies a cut-free proof of
I'| A(X) + A for any fresh variable, so the claim follows.

O
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Corollary 18. For any sentence A and contexts of senteric@s the following hold
in U:

1. If AeT then(T, A) 1+ A.

2. IfBe Athen(l',A) : BI-.

Proof. 1. AssumeAeT, (I",A") > (T,A) and (7, A’) : Ak. Then by Theorem 17,
I | A+ A, so we obtain a cut-free proof féf + A’ using Contr). That is,
(", A”) is exploding.
2. AssumeB e A, (", A’) = (I',A) and (7, A’) .+ B. Then by Theorem 17} + B |
A’, so we obtain a cut-free proof f@f + A’ using Contrg). That s, {7,A’) is
exploding.

O
Corollary 19 (Completeness of Classical Logiclf in every Kripke model, at every
possible world, the sentence A is forced whenever all thieseas of" are forced and

all the sentences af are refuted, then there exists a cut-free derivatiohilf); of the
sequent” + AJA.

Proof. If the hypothesis holds for any Kripke model, so does it hald®. Theorem
17 and Corollary 18 lead to the claim, sindeA) ;- T and (", A) : A . O

Remark 20. The following are false, even if reasoning classically.
e W AV Bimpliesw:- A orw:r B.
e W - AX.A(X) implies w:ir A(d) for some de D(w).

Because of the completeness of classical logic with redpettte universal model,
the claims correspond to Disjunction property (DP) and EoipHefinability property
(ED), respectively, which are in general not true in classiogic.

A constructive cut-free completeness theorem can also éxe fos proof normali-
sation.

Corollary 21 (Semantic Cut-Elimination)For all contextsl’, A of sentences, if there
is a derivation off" + A, then there is a cut-free derivation bfi A.

Proof. From the hypothesiE + A, the soundness theorem appliedifogives us that
there is indeed a cut-free derivation ior- A because the world(A) forces all for-
mulae ofl" and refutes all formulae of as shown in Corollary 18. O

5. Discussion, Related and Future Work

5.1. Normalisation by Evaluation

The last corollary is at the origin of our work, where we waltedo a normalisation-
by-evaluation (NBE) proof for computational classicalibbgThe general idea of the
NBE method is to use an “evaluation” (soundness) functiomfthe object-language
to a constructive meta-language and then use a “reificaicorhpleteness) function
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from the meta-language back to the object-language. Thkepirgtation of the object-
language inside the meta-language, that goes via eval/gdimdness, is usually done
using some form of Kripke models.

So far, NBE has been used to show normalisation of variougiimistic proof sys-
tems [5, 11, 2, 1, 28, 30] as well as purely computationalda]é2]. One advantage
of taking this approach to that of studying a reduction refafor a proof calculus for
classical logic, explicitly as a rewrite system, is that omeumvents both diiculties of
rewrite systems and validating equalities arising frpitonversion. For more details
on these dficulties the reader is referred to [33], for classical prostems, and [13]
for intuitionistic proof systems. Another advantage id thase kinds of proofs manip-
ulate finite structures only and avoid working with satudateodels as, for example, in
[31].

Note also that, although as output from the NBE algorithm eeag-reduced;-
long normal form, we proved a weak NBE result, as we did nov@tbat the output
can be obtained from the input by a number of rewrite stepisisigone in [6].

5.2. Dual Notion of Model

Thanks to the symmetry of the LiKrules for left-distinguished and right-distinguished
formulae, it is possible to define a dual notion of model inafhi

e “strongforcing’ is taken as primitive and “refutation” and non-strong ‘dorg”
are defined from it by orthogonality like in Definition 2,

e for the universal model, strong forcing is defined as cue-frivability ofright-
distinguished formulae (instead of left-distinguishe@®for strong refutation),

and prove, completely analogously to the proofs presemtéis paper, that we have
the same soundness and completeness theorems holding.

The reader interested in the computational behaviour ofdingpleteness theorem,
should look at its partial Coq formalisation[20]. From thatrk it follows that the NBE
theorem computes the normal forms of proofs in call-by-ndiseipline. We mention
this work because we would like to conjecture that the prieskriassical Kripke model
always gives rise to call-by-name behaviour for proof ndisation, while the dual
notion gives rise to call-by-value behaviour. As one of tferees remarked, there is a
variety of diferent strategies for doing proof normalisation, of whiclrbg-name and
call-by-value are the simplest ones to describe, but alsaortbst standard ones. For
a general study of cut-elimination strategies that are moneplex than call-by-name
and call-by-value, the reader is referred to [10].

5.3. Using Intuitionistic Kripke Models on Doubly-Negatemmulae

Although one can define a double-negation interpretafionf formulae and use
intuitionistic Kripke models and an intuitionistic comfgaess theorem to obtain a
normalisation result, one would have to pass through thinafanferences

A= HA' = HA = A= A
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where “I” stands for “intuitionistic”, “c” for “classical’and “nf” for “in normal form”,
in which how to do the last inference is not obvious. We cossttat to be aletour
since we can prove, simply, the chain of inferences

f
FeA= A= K A

The interest in having a direct-style semantics for claddagic is the same as the
interest in having a proof calculus for classical logic @t of restricting oneself to
an intuitionistic calculus and working with doubly-negaftermulae; or, in the theory
of programming languages, to having a separate consadlatc instead of writing all
programs in continuation-passing style.

Avigad shows in [3] how classical cut-elimination is a spéciase of intuitionistic
one, work which resembles the first chain of inferences of $bsection. However,
his work is specialised to “negative” formulae, that issihiot clear how to extend it to
formulae that use& and1.

Finally, we remark that an interpretation through intuifgtic Kripke models and a
double-negation interpretation would have to be done ipk&imodels with exploding
nodes, because of the meta-mathematical results from 2,72.

5.4. Boolean vs. Kripke Semantics for Classical Logic

We compare Boolean and Kripke semantics in a constructitiegebased on our
own observations (which we hope to submit for publicatiomrg@nd based on a strand
of works in mathematical logic from the 1960s.

Computational BehaviourThe only known constructive completeness proof of classi-
cal logic with respect to Boolean models is the one of Kri{24&, who used a double-
negation interpretation to translate Godel's originagdr Krivine's proof was later
reworked by Berardi and Valentini [4] to show that its maigriedient is a constructive
version of the ultra-filter theorem for countable Booleagehlras. This theorem, how-
ever, crucially relies on an enumeration of the memberseétbebra (the formulae).

In the work we mentioned as yet to be put into words, a forratits in construc-
tive type theory of the proof of Berardi and Valentini, we s#nat, as a consequence of
relying on the linear order, the reduction relation for frterms corresponding to im-
plicative formulae is noB-reduction, but an ad hoc reduction relation which depends
on the particular way one defines the linear order (enunmeratf formulae). As a
consequence, there is no clear notion of normal form sugddst the ad hoc reduc-
tion relation. The cut-free completeness theorem givehim paper, however, gives
rise to a normalisation algorithm which respectsghreduction relation of the object-
language, when the Kripke models are interpreted in a typerthwhich is based on
B-reduction itself.

ExpressivenessWe think of classical Kripke model validity as being more eegsive,
i.e. containing more information, than Boolean model vgfidThat is indicated by the
presented completeness theorem which is both simpler t@rsifuctive) complete-
ness theorems for Boolean models, and manipulates finitetstes directly, instead
of relying on structures built up by an infinite saturationgess.
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Also, only after submitting the first version of the presenttt we became aware
of the work done in the 1960s on using Kripke models to do mtidsdry of classical
logic [14]. Although conducted in elassicalmeta-language, the work indicates that it
is possible to use Kripke models to express elegantly sommetsome constructions
of model theory, like set theoretic forcing [9, 14]. Indedide connection between
the two had been spotted already by Kripke [23] and henceetme tforcing” ap-
peared in Kripke semantics. We hope that looking at thosg éditonstructions inside
Kripke models, but this time inside @nstructivemeta-language, might be an inter-
esting venue to finding out the constructive content of teples of classical model
theory.

In this respect, our work can also be seen as a contributitirettield of construc-
tive model theory of classical logic.
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