Multiscale approximations for ocean equations: theoretical and numerical results
Carine Lucas, Christine Kazantsev

To cite this version:
Carine Lucas, Christine Kazantsev. Multiscale approximations for ocean equations: theoretical and numerical results. 2009. inria-00370065

HAL Id: inria-00370065
https://inria.hal.science/inria-00370065
Preprint submitted on 23 Mar 2009

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
MULTISCALE APPROXIMATIONS FOR OCEAN EQUATIONS:
THEORETICAL AND NUMERICAL RESULTS.

CARINE LUCAS† AND CHRISTINE KAZANTSEV‡

Abstract. We study a stationary Quasi-Geostrophic type equation in one or two dimensional spaces, with a quickly varying topography. We consider an asymptotic expansion of this equation on several space and time scales. At each expansion’s order, we split the approximated solution into an interior function, which represents the solution far from the western boundary, and a corrector function that takes into account the boundary layer. We derive the systems at each order for the two functions and prove mathematical properties on these systems. Then we present numerical tricks and results, with and without topography, in the one and two dimensional cases. The method is very efficient compared to classical ones (finite differences, finite elements) which are very expensive due to the quickly varying topography and thin boundary layer.
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1. Introduction.

Introduced by Charney [4] in 1948 for the atmospheric motion, used in 1950 by Charney et al. [5] for the first computer weather forecasts on the ENIAC computer, the Quasi-Geostrophic potential vorticity equation (QG equation) is adapted to the motion of a wind-driven ocean by Bryan [2] in 1963. During the 70s, more realistic models are developed, like multilayer quasigeostrophic models (see [7]). Thanks to more powerful computers, primitive equations have replaced them for ocean forecasts. But QG models are still very useful simplified models, especially for preliminary studies.

In this paper, we are interested in the stationary QG equation in a domain with an $\varepsilon$-periodic bathymetry. Numerically, two problems occur: the first one is to resolve correctly the boundary layer, that implies to work with a rather small space scale near the western boundary. The second difficulty is due to the $\varepsilon$-periodic bathymetry, which imposes a very small space scale everywhere. The cost of usual methods (finite difference, finite elements) explodes. In this work, we follow the multiscale approach of R. Klein, E. Mikusky, A. Owinoh [9], P. Ailliot, E. Frénot, V. Monbet [1], D. Gérard-Varet [6] and D. Bresch, D. Gérard-Varet [3] and develop an asymptotic expansion of the QG equation. Writing the first order terms in $\varepsilon$, we get an approximate solution of this equation. But for each order, due to the presence of a boundary layer, we split the function in two parts: one deals with the interior of the domain, and the other one is a corrector which takes into account the western part of the domain. The systems obtained in this way are well-posed from a mathematical point of view, and easy to solve numerically. Notice that we only need to compute the first two orders of expansion to get a good approximation.

The paper is organized as follows: in Section 2, we start with a derivation of the systems based on a multiple scale approximation of the QG equation. We also give mathematical results for both the one dimensional and two dimensional QG-type
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Section 3 presents the numerical method and results for the stationary equation in dimension one or two, without and with the $\varepsilon$-periodic topography. In Section 4, we come back to the one dimensional equation with topography. We show that the effects of the topography can be computed separately as a corrector-like function we must add to the solution of the equation with flat bottom. Consequently, the cost of the $\varepsilon$-periodic topography is low.

2. Theoretical developments.

In this part, we derive the systems based on a multiscale approximation of a Quasi-Geostrophic type equation. First, we present the equation itself and its main characteristics, and then we introduce the multiscale asymptotic developments, starting with a simple example in one dimension. In this case, we also prove some properties of well-posedness before giving the equations satisfied at each order. At this point, we are able to come back to the complete two dimensional stationary Quasi-Geostrophic equation and express the systems which give the first orders of the approximation of the solution.

2.1. The Quasi-Geostrophic equation.

The main goal of this paper is the study of the following stationary Quasi-Geostrophic type equation:

$$-\varepsilon^2 \Delta^2 \psi + J(\psi, \varepsilon^2 \Delta \psi + b(\xi, y) + \varepsilon^{-1} \xi) = \varepsilon^{-1} f(x, y) \quad \text{in } D, \quad \psi = 0 \quad \text{on } \partial D, \quad \Delta \psi = 0 \quad \text{on } \partial D,$$

where the unknown $\psi$ is called the stream function, $J$ is the jacobian defined by $J(f, g) = \partial_x f \partial_y g - \partial_y f \partial_x g$, $b$ is a periodic function, of null mean value (it represents the topography) and $D = [0, 1] \times [0, 1]$. The parameter $\varepsilon$ denotes a small number. We choose $b$ such that, for $x$ from 0 to 1, $b(x/\varepsilon)$ has an entire number of periods. The function $f$ will vanish on the boundaries corresponding to $y=0$ and $y=1$ and is at the main order (in $\varepsilon$). We recall that the stream function $\psi$ is given by $\psi = \nabla^\perp u$, where $u$ is the velocity of the fluid.

Let us give a comment about this equation. When $\varepsilon$ tends to zero, the type of the equation is modified: we do not need the boundary condition on the western part of the domain. So we have a boundary layer on the outflow boundary (for $x=0$).

2.2. The one dimensional case: mathematical results and multiscale system.

We start with the study of a restriction of Equation (2.1) to one dimension in space in order to introduce the method on a simple model (we add an evolution in time as it does not bring any real difficulty):

$$\partial_t \psi(t, x) - \partial_x^2 \psi(t, x) - \varepsilon^{-1} \partial_x \psi(t, x) = \varepsilon^{-1} f(t, x) \quad \text{in } [0, T] \times D, \quad \psi(t, 0) = \psi(t, 1) = 0 \quad \forall t \in [0, T], \quad \psi(0, x) = 0 \quad \forall x \in D,$$

for $T \in \mathbb{R}_+^*$, $D = ]0, 1[$ and $f \in L^2(0, T; H^{-1}(D))$. The parameter $\varepsilon$ is supposed to be small.

2.2.1. Mathematical properties.

Let us give some mathematical properties of the solution of Equation (2.2). First, thanks to a classical analysis, if the source term $f$ is in $L^2(0, T; H^{-1}(D))$, the solution
\( \psi \) is in \( L^\infty (0, T; L^2(D)) \cap L^2 (0, T; H^1_0(D)) \).

We can also prove the following theorem using Lions theorem for parabolic equations (see [10]):

**Theorem 2.1.** We denote by \( (,) \) the usual \( L^2(D) \) scalar product and we define the bilinear form \( a^\varepsilon \) by

\[
a^\varepsilon (u(t), v) = \int_D \partial_x u(t) \left( \partial_x v - \frac{1}{\varepsilon} v \right) \, dx.
\]

Then, for all \( \varepsilon \), there exists a unique solution \( \psi^\varepsilon \in C \left( [0, T]; L^2(D) \right) \cap L^2 (0, T; H^1_0(D)) \) such that, for all \( v \in H^1_0(D) \) and all \( f \in L^2 (0, T; H^{-1}(D)) \),

\[
\frac{\partial}{\partial t}(\psi^\varepsilon(t,x), v(x)) + a^\varepsilon (\psi^\varepsilon(t,x), v(x)) = \frac{1}{\varepsilon} < f(t,x), v(x) >_{H^{-1}(D) \times H^1_0(D)}
\]

with \( \psi^\varepsilon(0,x) = 0 \) for all \( x \in D \).

### 2.2.2. Approximate system based on a multiscale analysis.

In this part, we propose a new approximation method to solve Equation (2.2). We introduce a new space scale and we perform an asymptotic development, for a small \( \varepsilon \). This gives an approximate solution of our problem.

**Construction of the approximate solution.**

We seek an approximate solution \( \psi_{app} \) of the problem (2.2) as the sum of an 'interior' term and a 'corrector' term that depends on the quick scale \( x/\varepsilon \). We also decompose these two terms in powers of \( \varepsilon \) in order to write \( \psi_{app} \) as:

\[
\psi_{app}(t,x) = \sum_{i=0}^{\infty} \varepsilon^i \left( \psi_{i,\text{int}}(t,x) + \psi_{i,\text{cor}} \left( t, \frac{x}{\varepsilon} \right) \right).
\]

Let us suppose that the function \( f \) does not depend on the quick scale and write the equations satisfied by each \( \psi_{i,\text{int}} \) and \( \psi_{i,\text{cor}} \).

The interior function, defined by \( \psi_{\text{int}}(t,x) = \sum_{i=0}^{\infty} \varepsilon^i \psi_{i,\text{int}}(t,x) \), is solution of the equation:

\[
\partial_t \psi_{\text{int}}(t,x) - \partial_x^2 \psi_{\text{int}}(t,x) - \frac{1}{\varepsilon} \partial_x \psi_{\text{int}}(t,x) = \frac{1}{\varepsilon} f(t,x) \quad \text{in } [0,T] \times D,
\]

which reads:

\[
\sum_{i=0}^{\infty} \varepsilon^i \left( \partial_t \psi_{i,\text{int}}(t,x) - \partial_x^2 \psi_{i,\text{int}}(t,x) - \frac{1}{\varepsilon} \partial_x \psi_{i,\text{int}}(t,x) \right) = \frac{1}{\varepsilon} f(t,x) \quad \text{in } [0,T] \times D.
\]

We assume that \( f \) does not contain any term of order \( \varepsilon^j \) with \( j > 0 \) and we identify the powers of \( \varepsilon \); we find the equations:

- **terms in \( \frac{1}{\varepsilon} \)**
  \[
  \begin{cases}
  - \partial_x \psi_0^\text{int}(t,x) = f(t,x) & \text{in } [0,T] \times D, \\
  \psi_0^\text{int}(t,1) = 0 & \forall t \in [0,T],
  \end{cases}
  \]

- **terms of higher order \( (i \geq 1) \)**
  \[
  \begin{cases}
  \partial_x \psi_i^\text{int}(t,x) = \partial_t \psi_{i-1}^\text{int}(t,x) - \partial_x^2 \psi_{i-1}^\text{int}(t,x) & \text{in } [0,T] \times D, \\
  \psi_i^\text{int}(t,1) = 0 & \forall t \in [0,T],
  \end{cases}
  \]
We perform the same reasoning for the corrector term defined by the relation
\[ \psi_{\text{corrector}}(t, y) = \sum_{i=0}^{\infty} \varepsilon^i \psi_i^{\text{cor}}(t, y) \] solution of the homogeneous equation. Here, the boundary conditions are such that the sum of the corrector and the interior terms satisfy Equation (2.2), that is:

\[ \begin{cases} 
\psi_{\text{corrector}}(t, 0) = -\psi_{\text{interior}}(t, 0), & \forall t \in [0, T], \\
\psi_{\text{corrector}}(t, \frac{x}{\varepsilon}) \to 0 & \text{when } x \text{ is far from the boundary layer } (x \gg \varepsilon).
\end{cases} \]

**Remark 2.1.** These boundary conditions express the role of the corrector term. On the one hand, it must correct the interior solution such that their sum satisfies the conditions of the initial equation. On the other hand, far from the boundary layer, its influence should be very small.

We define \( X = x/\varepsilon \): for a fixed \( x \), when \( \varepsilon \to 0, X \to +\infty \). Then we can see the corrector \( \psi_{\text{corrector}}^{\text{app}} \) as a function of \( X \), which gives:

\[ \varepsilon^2 \partial_t \psi_{\text{corrector}}^{\text{app}}(t, X) - \partial_X^2 \psi_{\text{corrector}}^{\text{app}}(t, X) - \partial_X \psi_{\text{corrector}}^{\text{app}}(t, X) = 0 \quad \text{in } [0, T] \times \mathbb{R}^+, \]

\[ \psi_{\text{corrector}}^{\text{app}}(t, 0) = -\psi_{\text{interior}}^{\text{app}}(t, 0) \quad \forall t \in [0, T], \]

\[ \lim_{X \to +\infty} \psi_{\text{corrector}}^{\text{app}}(t, X) = 0. \]

If we use the development of the corrector \( \psi_{\text{corrector}}^{\text{app}} \), we get:

\[ \sum_{i=0}^{\infty} \varepsilon^i \left( \varepsilon^2 \partial_t \psi_i^{\text{cor}}(t, X) - \partial_X^2 \psi_i^{\text{cor}}(t, X) - \partial_X \psi_i^{\text{cor}}(t, X) \right) = 0 \quad \text{in } [0, T] \times \mathbb{R}^+, \]

\[ \sum_{i=0}^{\infty} \varepsilon^i \psi_i^{\text{cor}}(t, 0) = -\sum_{i=0}^{\infty} \varepsilon^i \psi_i^{\text{int}}(t, 0) \quad \forall t \in [0, T], \]

\[ \lim_{X \to +\infty} \sum_{i=0}^{\infty} \varepsilon^i \psi_i^{\text{cor}}(t, X) = 0. \]

As before, we identify the powers of \( \varepsilon \) to write a system for each \( \psi_i^{\text{cor}} \):

For \( i = 0 \) or \( 1 \)
\[ \begin{cases} 
\partial_X^2 \psi_i^{\text{cor}}(t, X) + \partial_X \psi_i^{\text{cor}}(t, X) = 0 & \text{in } [0, T] \times \mathbb{R}^+, \\
\psi_i^{\text{cor}}(t, 0) = -\psi_i^{\text{int}}(t, 0) & \forall t \in [0, T], \\
\lim_{X \to +\infty} \psi_i^{\text{cor}}(t, X) = 0,
\end{cases} \]

and for \( i \geq 2 \)
\[ \begin{cases} 
\partial_X^2 \psi_i^{\text{cor}}(t, X) + \partial_X \psi_i^{\text{cor}}(t, X) = \partial_t \psi_{i-2}^{\text{cor}}(t, X) & \text{in } [0, T] \times \mathbb{R}^+, \\
\psi_i^{\text{cor}}(t, 0) = -\psi_i^{\text{int}}(t, 0) & \forall t \in [0, T], \\
\lim_{X \to +\infty} \psi_i^{\text{cor}}(t, X) = 0.
\end{cases} \]

The condition \( \lim_{X \to +\infty} \psi_i^{\text{cor}}(t, X) = 0 \) will be replaced by \( \psi_i^{\text{cor}}(t, M) = 0 \), for \( M \) large enough.

**Existence of the \( \psi_i^{\text{int}} \) and \( \psi_i^{\text{cor}} \).**

We start by studying the conditions for the existence of the interior functions.

The function \( \psi_0^{\text{int}} \) is defined by \( \partial_x \psi_0^{\text{int}}(t, x) = -f(t, x) \) with \( \psi_0^{\text{int}}(t, 1) = 0 \). If we want \( \psi_0^{\text{int}} \) in the space \( L^\infty(0, T; L^2(D)) \cap L^2(0, T; H^1(D)) \), we have to take the source term \( f \) in \( L^\infty(0, T; L^1(D)) \cap L^2(0, T; L^2(D)) \) and then \( \psi_0^{\text{int}} \) is in \( L^\infty(0, T; C(D)) \). If we also
Remark 2.2. A priori we do not know that \( \psi_0 \) at the order \( N \) solution at the order \( \psi_0 \) depends on the \( f \). So we impose \( f \epsilon \) \( \psi \) seeks to define \( \psi \) the following equation: 

\[
\begin{align*}
W_i^{i,\infty} (0, T; L^1(D)) \cap \cdots \cap W^{1,\infty} (0, T; W^{i-1,1}(D)) \cap L^\infty (0, T; W^{i,2}(D))
\end{align*}
\]

to define \( \psi_i \) and if we want the continuity in time, we impose \( f \) to be in:

\[
C^1 ([0,T]; L^1(D)) \cap \cdots \cap C^1 ([0,T]; W^{i-1,1}(D)) \cap C ([0,T]; W^{i,2}(D)).
\]

Looking carefully at the formulae for the corrector, we see that the existence of the \( \psi_i^{int} \) directly gives the existence of the \( \psi_i^{cor} \).

**Remark 2.2.** A priori we do not know that \( \psi_0(0, x) = 0 \), for all \( x \) in \( D \), that is: 

\[
\sum_{i=0}^{\infty} \epsilon^i \left( \psi_i^{int}(0, x) + \psi_i^{cor}(0, x) \right) = 0, \ \forall x \in D.
\]

So we impose \( f(0, x) = 0 \), for all \( x \) in \( D \) that ensures that the boundary conditions of (2.2) are satisfied when \( \epsilon \) tends to zero.

**Convergence when \( \epsilon \) tends to zero.**

We choose an integer \( N \geq 0 \) and, for \( f \) regular enough, we define the approximation at the order \( N \) by:

\[
\tilde{\psi}^N_{app}(t, x) = \sum_{i=0}^{N} \epsilon^i \left( \psi_i^{int}(t, x) + \psi_i^{cor}(t, \frac{x}{\epsilon}) \right).
\]

With classical methods (see [10]), we prove that, when \( \epsilon \) tends to zero, the approximate solution at the order \( N \) \( \tilde{\psi}^N_{app} \) converges to the solution \( \psi \) of Equation (2.2).

**2.3. Systems in two dimensions.**

We now apply the previous method to the two dimensional case (2.1). The quick scale \( X \) is still defined by \( X = x/\epsilon \).

If we perform a classical asymptotic development in \( \psi \), at the order \( 1/\epsilon^2 \), we get the following equation:

\[
\begin{align*}
-\partial^2_X \psi_0(x, X, y) + \partial_X \psi_0(x, X, y) &= 0 \quad \text{in } D, \\
\partial_X \psi_0(x, X, y) &= 0 \quad \text{for } x = 0 \text{ and } x = 1, \\
\psi_0(x, X, y) &= 0 \quad \text{for } x = 0 \text{ and } x = 1.
\end{align*}
\]

Then we see that, as in one dimension, we can split \( \psi_0 \) into an 'interior' term \( \psi_0^{int}(x, X, y) \) and a 'corrector' term \( \psi_0^{cor}(X, y) \). The 'interior' term \( \psi_0^{int}(x, X, y) \), that depends on the \( X \) variable due to the \( X \) dependence of the topography function \( b \), must vanish for \( x = 1 \) and is periodic in \( X \). The 'corrector' term \( \psi_0^{cor}(X, y) \) has an influence only on the boundary layer (it vanishes far from the western coast) and must be equal to the opposite of \( \psi_0^{int} \) on the western boundary of the domain.

Now we are able to write the two systems for the two terms at the first order:

\[
\begin{align*}
-\partial^2_X \psi_0^{int}(x, X, y) + \partial_X \psi_0^{int}(x, X, y) &= 0 \quad \text{in } D, \\
\partial_X \psi_0^{int}(0, 0, y) &= 0 \text{ and } \partial^2_X \psi_0^{int}(1, \frac{1}{\epsilon}, y) = 0 \quad \text{for } y \in [0, 1], \\
\psi_0^{int}(1, y) &= 0 \quad \text{for } y \in [0, 1],
\end{align*}
\]
which means that $\psi_0^{\text{int}}$ does not depend on $X$ (due to the periodicity). Moreover, for the corrector, we have:

$$
\begin{aligned}
&-\partial_X^4 \psi_0^{\text{cor}}(X,y) + \partial_X \psi_0^{\text{cor}}(X,y) = 0 \quad \text{in } D, \\
&\partial_X^2 \psi_0^{\text{cor}}(X,y) = 0 \quad \text{for } X = 0 \text{ and } X = \frac{1}{\varepsilon}, \\
&\psi_0^{\text{cor}}(0,y) = -\psi_0^{\text{int}}(0,y), \quad \text{for } y \in [0,1]
\end{aligned}
$$

and can be computed as soon as we know the interior term. Note that the dependence in the $y$ variable is only related to $\psi_0^{\text{int}}(0,y)$ and can be added afterwards.

Up to now, we have written the first order term of Equation (2.1). We have expressed the corrector $\psi_0^{\text{cor}}$ as a function of $\psi_0^{\text{int}}$ and we know that $\psi_0^{\text{int}}$ does not depend on $X$. But we do not have any equation for $\psi_0^{\text{int}}$. So we are led to study the next order.

Equation (2.1) at the order $1/\varepsilon$ gives:

$$
\begin{aligned}
&-\partial_X^4 \psi_1 - 4\partial_X^3 \partial_x \psi_0 + \partial_X \psi_0 \partial_x \partial_X^2 \psi_0 + \partial_x \psi_0 + \partial_X \psi_1 \\
&\quad + \partial_X \psi_1 - \partial_x \psi_0 \partial_X^2 \psi_0 - \partial_y \psi_0 \partial_X b = f \quad \text{in } D, \\
&\partial_X^2 \psi_1 = 0 \quad \text{for } x = 0 \text{ and } x = 1, \\
&\psi_1 = 0 \quad \text{for } x = 0 \text{ and } x = 1.
\end{aligned}
$$

Like before, we split the first order $\psi_1$ into $\psi_1^{\text{int}}$, such that $\psi_1^{\text{int}}$ is periodic in $X$, and $\psi_1^{\text{cor}}$, equal to zero almost everywhere except near the boundary $\{0\} \times [0,1]$. We have the equality:

$$
-\partial_X^4 \psi_1^{\text{int}} + \partial_x \psi_1^{\text{int}} + \partial_X \psi_1^{\text{int}} - \partial_y \psi_0^{\text{int}} \partial_X b = f.
$$

We compute the mean value in $X$, using the periodicity and the fact that $\psi_0^{\text{int}}$ does not depend on $X$, and we get $\partial_x \psi_0^{\text{int}}(x,y) = f(x,y)$, so we have an expression of $\psi_0^{\text{int}}$ on $D$:

$$
\psi_0^{\text{int}}(x,y) = \int_1^x f(s,y) ds.
$$

Moreover, we have information on $\psi_1^{\text{int}}$: the $X$ variation is given by:

$$
-\partial_X^4 \psi_1^{\text{int}} + \partial_X \psi_1^{\text{int}} = \partial_y \psi_0^{\text{int}} \partial_X b \quad \text{in } D,
$$

with $\partial_X^2 \psi_1^{\text{int}}$ equal to zero on the left and right boundaries of the domain $D$, and $\psi_1^{\text{int}}$ vanishes for $X = 1/\varepsilon$.

Then, if we want to know $\psi_1^{\text{int}}$, we are led to identify the dependence of $\psi_1^{\text{int}}$ in $x$, that is the function $D(x,y)$ such that:

$$
\psi_1^{\text{int}}(x, X,y) = \int_0^x \partial_X \psi_1^{\text{int}}(x, \tilde{X}, y) d\tilde{X} + D(x,y),
$$

and with $D(1,y)$ given so that $\psi_1^{\text{int}}$ vanishes on the right boundary of the domain. We will compute $D$ thanks to Equation (2.1) at the order 1.
Before going to the next order, we can also express $\psi_{1}^{\text{cor}}$; it must vanish far from the boundary layer and satisfy:

\[
\begin{cases}
-\partial_{X}^{4} \psi_{1}^{\text{cor}} + \partial_{X} \psi_{1}^{\text{cor}} = -\partial_{X} \psi_{0}^{\text{cor}} \partial_{y} \partial_{X}^{2} \psi_{0}^{\text{cor}} + \partial_{y} \psi_{0}^{\text{cor}} \partial_{X} \psi_{0}^{\text{cor}} + \partial_{y} \psi_{0}^{\text{cor}} \partial_{X} b & \text{in } D, \\
\partial_{X}^{2} \psi_{1}^{\text{cor}} = 0 & \text{for } X = 0 \text{ and } X = \frac{1}{\varepsilon}, \\
\psi_{1}^{\text{cor}}(0,0,y) = -\psi_{1}^{\text{int}}(0,0,y) & \text{for } y \in [0,1].
\end{cases}
\]

We just need the first order and $\psi_{1}^{\text{int}}$ to get $\psi_{1}^{\text{cor}}$.

So we have to express the function $D$ to have the complete first order solution. To do so, we write Equation (2.1) at the order 1:

\[
\begin{cases}
-\partial_{X}^{4} \psi_{2} - 4 \partial_{X}^{3} \partial_{y} \psi_{1} - 6 \partial_{X}^{2} \partial_{y}^{2} \psi_{0} - 2 \partial_{X} \partial_{y} \psi_{0} + \partial_{x} \psi_{0} \partial_{y} \partial_{X} \psi_{0} + \partial_{X} \psi_{1} \partial_{y} \partial_{X} \psi_{0} + 2 \partial_{X} \psi_{0} \partial_{x} \psi_{0} + 2 \partial_{X} \psi_{1} \partial_{y} + \partial_{x} \psi_{1} b + \partial_{y} \psi_{1} b + \partial_{X} \psi_{1} b &= 0 & \text{in } D, \\
\partial_{X}^{2} \psi_{2} = -\partial_{y}^{2} \psi_{0} - \partial_{y}^{2} \psi_{0} & \text{for } x = 0 \text{ and } x = 1, \\
\psi_{2} = 0 & \text{for } x = 0 \text{ and } x = 1.
\end{cases}
\]

Again, we split into interior and corrector functions and we study the former:

\[-\partial_{X}^{4} \psi_{2}^{\text{int}} - 4 \partial_{X}^{3} \partial_{y} \psi_{1}^{\text{int}} + \partial_{x} \psi_{1}^{\text{int}} \partial_{y} b + \partial_{X} \psi_{1}^{\text{int}} \partial_{y} b + \partial_{X} \psi_{1}^{\text{int}} + \partial_{y} \psi_{1}^{\text{int}} b &= 0,\]

and we compute the mean value in $X$, with $\psi_{1}^{\text{int}}$ periodic as for the previous orders. Then we have:

\[-4 \partial_{X}^{3} \partial_{x} \psi_{1}^{\text{int}} X + \partial_{x} \psi_{1}^{\text{int}} \partial_{y} b X + \partial_{X} \psi_{1}^{\text{int}} \partial_{y} b X + \partial_{x} \psi_{1}^{\text{int}} X - \partial_{y} \psi_{1}^{\text{int}} \partial_{X} b X = 0,\]

which gives $\partial_{y} D(x,y)$. Since $D(1,y) = 0$ for all $y$ in $[0,1]$, a simple integration from $x = 1$ gives $D$ (we give its explicit formulation in the following, in some particular cases).

**Remark 2.3.** Note that it does not ensure that $\psi$ vanishes on the boundaries $[0,1] \times \{0\}$ and $[0,1] \times \{1\}$. In the following, we prove that, if we consider a topography that vanishes on these boundaries, this property is satisfied.

In the same way, Equation (2.1) at the order 1 gives the variation of $\psi_{2}^{\text{int}}$ in $X$. The dependence in $x$ will be expressed thanks to the average in $X$ of Equation (2.1) at the order $\varepsilon$. For the corrector, we just need the previous terms.

Then, writing Equation (2.1) at each order, we can obtain each term of the asymptotic development.

**2.3.1. A particular case: $b$ does not depend on $y$.**

We suppose that $b$ does not depend on $y$ and we study the first order interior equations. First, we define a function $G(X)$ solution of:

\[
\begin{cases}
-G^{(4)}(X) + G''(X) = b(X) & \text{in } [0,1/\varepsilon], \\
G''(X) = 0 & \text{for } X = 0 \text{ and } X = 1/\varepsilon, \\
G(X) = 0 & \text{for } X = 0 \text{ and } X = 1/\varepsilon.
\end{cases}
\]
Then $\psi_1^{int}$ reads $\psi_1^{int}(x,X,y) = \partial_y\psi_0^{int}(x,y) G(X) + \bar{D}(x,y)$ with the following equation for $\bar{D}$:

$$
\begin{align*}
\partial_x D(x,y) + \partial_x \partial_y \psi_0^{int}(x,y) G(X) X &- \partial_y^2 \psi_0^{int}(x,y) G(X) \partial_X \bar{b} X = 0 \quad \text{in } \mathcal{D}, \\
D(1,y) = 0 & \quad \text{for } y \in [0,1].
\end{align*}
$$

This system can be easily solved numerically.

### 2.3.2. Another particular case: $b$ with separable variables.

We choose $b$ as $b(X,y) = b_1(X)b_2(y)$, with $b_1$ periodic and with a null mean value.

As before, we define a function $\tilde{G}$ solution of:

$$
\begin{align*}
-\tilde{G}''(X) + \tilde{G}'(X) &= b_1'(X) \quad \text{in } [0,1/\varepsilon], \\
\tilde{G}''(X) &= 0 & \text{for } X = 0 \text{ and } X = 1/\varepsilon, \\
\tilde{G}(X) &= 0 & \text{for } X = 0 \text{ and } X = 1/\varepsilon,
\end{align*}
$$

and $\psi_1^{int}$ is given by $\psi_1^{int}(x,X,y) = \partial_y \psi_0^{int}(x,y) b_2(y) \tilde{G}(X) + \tilde{D}(x,y)$. The equation to solve to get $\tilde{D}$ is much more intricate than in the previous case:

$$
\begin{align*}
\partial_y \partial_y \psi_0^{int}(x,y) b_2(y) b_2'(y) b_1(X) \tilde{G}'(X) X &+ \partial_x \tilde{D}(x,y) + \partial_x \partial_y \psi_0^{int}(x,y) b_2(y) \tilde{G}(X) X \\
- b_2(y) (\partial_y \partial_y \psi_0^{int}(x,y) b_2(y) + \partial_y \psi_0^{int}(x,y) b_2'(y)) \tilde{G}(X) b_1'(X) &= 0 \quad \text{in } \mathcal{D}, \\
\tilde{D}(1,y) = 0 & \quad \text{for } y \in [0,1].
\end{align*}
$$

These relations can also be solved without any real difficulty.

### 3. Numerical results.

In this part, we give numerical results obtained thanks to the previous derivations. We study the first and the second orders of both the interior and corrector functions, in the one and two dimensional cases. We also explain how we changed the mathematical equalities into relations that can be implemented easily.

#### 3.1. One dimensional case.

**3.1.1. Implementation.**

The system have been implemented using Fortran. We define two different space steps (in the boundary layer and outside the boundary layer). We choose centered finite differences to compute the $\psi^{tor}_i$ and the $\psi^{int}_i$, and for the former we use the LU decomposition with derivatives at the second order. We also approximate the solution of Equation (2.2) by centered finite differences and LU decomposition but without asymptotic development.

**3.1.2. Stationary results.**

We consider the case $f(t,x) = x$ in order to be able to express the exact solution. One can also note that, in this case, the terms in the asymptotic development $\psi_i$ vanish from $i = 2$.

We find that the approximated solution is very close to the exact solution and, contrarily to the “usual” solution, we do not have a strong stability condition and we are less restricted to choose the parameters.
3.1.3. Improvements for the evolution equation.

Then, we introduce the evolution in time (we just have to add some time derivatives). We need to reduce the computation time of the corrector: the condition \( \lim_{X \to +\infty} \psi^{\text{cor}}_i(t,X) = 0 \) is replaced by \( \psi^{\text{cor}}_i(t,M) = 0 \) for \( M \) large enough. The question is: how to choose \( M \)? The first idea is to take \( M \) such that \( \varepsilon M \) is outside of the domain. If we look at the shape of the corrector, we see that its contribution is significant only on a small part of the domain, and more precisely only on the boundary layer. Unfortunately, the computation time is not significantly reduced. Consequently, another idea is to compute the corrector only in the boundary layer. This method will be validated and used in what follows.

![Graph showing the difference between exact corrector and truncated corrector](image)

**Fig. 3.1.** Difference between the correctors for \( f(t,x) = x \) (on the left) and \( f(t,x) = x + \sin(t) \) (on the right), for \( \varepsilon = 0.01 \) and a time step equal to 0.1. We define the boundary layer length as 0.1, and consider 31 points in the boundary layer, 51 points outside.

In order to prove the accuracy of the reduction of the support length, we compare the exact corrector and the corrector that vanishes after a bound, chosen as one and a half times the boundary layer size. The results, presented in Figure 3.1, prove that, for both the stationary and the evolution problems, the truncated corrector is close to the exact one, even for long times, but regarding the computation time, our approximation is much better.

Then, we have an efficient method to compute the solution of Equation (2.2), based on asymptotic developments and a truncation of the boundary layer corrector term. In the following, we consider the two dimensional case and give some numerical results.

3.2. Numerical results for the 2D case.

3.2.1. Programming issues.

The first difficulty due to this new equation is the complexity of the equation for the corrector, which is not of order two any more but of order 4. As noted above, we will add the \( y \) variation afterwards (we substitute \( \psi^{corr}_0(0,y) \) with 1). We use a centered scheme to express the fourth derivative. To get the second derivative on the
boundaries, we introduce a fictive point on the exterior of the domain, which can be combined with the relation for the fourth derivative.

The next problem occurs the computation of $\psi^{\text{cor}}_1$. We have an equation in the $X$ variable whereas $\psi^{\text{int}}_1$ depends on $x$ and $y$ and we recall that $X = x / \varepsilon$. We consider $\psi^{\text{int}}_1$ as a piecewise constant function in $X$, i.e. for $\varepsilon X \in [x_i, x_{i+1}]$, $\psi^{\text{int}}_1(\varepsilon X, y) = \psi^{\text{int}}_1(x_i, y)$.

### 3.2.2. Numerical results.
We take $f(x, y) = -\sin(2\pi y)$ on a $500 \times 500$ grid.

![Fig. 3.2. Plots of $\psi^{\text{int}}_0$ and $\psi^{\text{cor}}_0$ for $\varepsilon = 0.01$.](image)

![Fig. 3.3. Plot of $\psi = \psi^{\text{int}}_0 + \psi^{\text{cor}}_0$ for $\varepsilon = 0.01$.](image)

![Fig. 3.4. Level curves of $\psi = \psi^{\text{int}}_0 + \psi^{\text{cor}}_0$ for $\varepsilon = 0.01$.](image)

At the first order, the topography does not play any role, and, as for the one-dimensional case, the corrector can be considered as equal to zero beyond a given bound (we chose here $x = 0.2$, see Figures 3.2 to 3.4).
In Figures 3.6 to 3.8, we chose the bottom profile function $b(X,y) = 1/2 \cos(\pi X/10)$. Here again, we can remark that the bottom has a non-negligible influence over the whole domain but also in the boundary layer.

Fig. 3.5. Topography: $b(X) = \frac{1}{2} \cos \left( \frac{\pi X}{10} \right)$.

Fig. 3.6. Plots of $\psi_1^{\text{int}}$ and $\psi_1^{\text{cor}}$ for $\varepsilon = 0.01$.

Fig. 3.7. Plot of $\psi_0 + \varepsilon \psi_1 = \psi_0^{\text{int}} + \psi_0^{\text{cor}} + \varepsilon \psi_1^{\text{int}} + \varepsilon \psi_1^{\text{cor}}$ for $\varepsilon = 0.01$.

We have also tested the topography given by $b(X,y) = 1/2 \cos(\pi X/10) \sin(\pi y)$ and the results are plotted in Figures 3.10 to 3.12. As the topography vanishes on the boundaries $y = 0$ and $y = 1$, the boundary condition is satisfied by the sum $\psi_0 + \varepsilon \psi_1$.

Now we have a program that can compute quickly the solution of Equation (2.1), even for small $\varepsilon$ (such as 0.001). However, we cannot assert that the boundary conditions are satisfied for $y = 0$ or 1. In the following section, we compare our results to the classical Quasi-Geostrophic model.
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Fig. 3.8. Level curves of $\psi_0 + \epsilon \psi_1 = \psi_0^{\text{int}} + \psi_0^{\text{cor}} + \epsilon \psi_1^{\text{int}} + \epsilon \psi_1^{\text{cor}}$ for $\epsilon = 0.01$.

Fig. 3.9. Topography: $b(X,y) = \frac{1}{2} \cos \left( \frac{X}{10} \right) \sin(\pi y)$.

Fig. 3.10. Plots of $\psi_1^{\text{int}}$ and $\psi_1^{\text{cor}}$ for $\epsilon = 0.01$.

Fig. 3.11. Plot of $\psi_0 + \epsilon \psi_1 = \psi_0^{\text{int}} + \psi_0^{\text{cor}} + \epsilon \psi_1^{\text{int}} + \epsilon \psi_1^{\text{cor}}$ for $\epsilon = 0.01$. 
3.2.3. Comparison.

In order to compare our model to a classical Quasi-Geostrophic model, we consider the equation:

$$\partial_t \Delta \psi + \sigma \Delta \psi - \Delta^2 \psi + J(\psi, \Delta \psi + b(x, y) + \varepsilon^{-3}y) = f(x, y).$$

(3.1)

Note that multiplying Equation (3.1) by $\varepsilon^2$ and assuming $\sigma = 0$, $b(x, y) = \varepsilon^{-2} b(x, y)$ and $f(x, y) = \varepsilon^{-3} f(x, y)$, the stationary regime satisfies Equation (2.1).

In Figure 3.13, we present the differences between the two programs, discretized with 200 points in both cases.

We study separately the boundary layer. Outwards, the difference is very small, of order of 0.12%, see Figure 3.13, right. As $\varepsilon$ is equal to $10^{-2}$, we have a good approximation.

However, in the boundary layer, the approximation is not so accurate: let us study this phenomenon. The width of the boundary layer, following [8], is $2\pi \varepsilon / \sqrt{3} \approx 0.036$ which means that the classical program have only 7 points in this region, which is not well solved. Our approximation gives a better result thanks to the new variable $X$: the computation uses one hundred times more points in the boundary layer.

We can also prove that our approximation is at the second order: for large enough $\varepsilon$ (of order of 0.1 to have a good classical solution) we plot the infinite norm of the difference between the two results. In Figure 3.14, which represents the error as a function of $\varepsilon$ in a log-log scale, we get a line with a slope equal to 2, so the error is in $\varepsilon^2$. 
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4. Back to the one dimensional case: study of the topography.

We can add the topography in Equation (2.2) and consider the following problem:

\[\partial_t \psi(t,x) - \partial_x^2 \psi(t,x) + b\left(\frac{x}{\varepsilon}\right) \partial_x \psi(t,x) - \frac{1}{\varepsilon} \partial_x \psi(t,x) = \frac{1}{\varepsilon} f(t,x) \quad \text{in } [0,T] \times D,\]

\[\psi(t,0) = \psi(t,1) = 0 \quad \forall t \in [0,T], \]  \hspace{0.5cm} (4.1)

\[\psi(0,x) = 0 \quad \forall x \in D,\]

with \(D=[0,1], \quad T \in \mathbb{R}^*_+, \quad f \in L^2(0,T;H^{-1}(D)).\) The function \(b\) is periodic, its period is \(P\), its mean value is zero, and, for \(x\) from 0 to 1, \(b(x/\varepsilon)\) has an entire number of periods. Note that we could assert the same a priori estimates and existence results as in Section 2.2.

We are interested in the role of the topography in this equation: we write the asymptotic development as before and we isolate the bottom effect.

4.1. Asymptotic development.

As for a flat bottom, we split the unknown function into interior terms, that are periodic in \(x/\varepsilon\), and corrector terms. The time-dependence does not really change the problem, so, for the sake of simplicity, we consider the stationary equation. Thanks to the periodicity, we get a system for the interior function. We will write it at each order in \(\varepsilon\):

\[\begin{cases}
-\partial_x^2 \psi_{\text{interior}} \left(\frac{x}{\varepsilon}\right) + b\left(\frac{x}{\varepsilon}\right) \partial_x \psi_{\text{interior}} \left(\frac{x}{\varepsilon}\right) - \frac{1}{\varepsilon} \partial_x \psi_{\text{interior}} \left(\frac{x}{\varepsilon}\right) = \frac{1}{\varepsilon} f(x), \\
\psi_{\text{interior}} \left(\frac{x}{\varepsilon}=1\right) = 0.
\end{cases}\]  \hspace{0.5cm} (4.2)

The non-periodic part gives the system for the boundary layer corrector:

\[\begin{cases}
-\partial_x^2 \psi_{\text{corrector}} \left(\frac{x}{\varepsilon}\right) + b\left(\frac{x}{\varepsilon}\right) \partial_x \psi_{\text{corrector}} \left(\frac{x}{\varepsilon}\right) - \frac{1}{\varepsilon} \partial_x \psi_{\text{corrector}} \left(\frac{x}{\varepsilon}\right) = 0, \\
\psi_{\text{corrector}} \left(\frac{x}{\varepsilon}=0\right) = -\psi_{\text{interior}} \left(\frac{x}{\varepsilon}=0\right), \\
\psi_{\text{corrector}} \left(\frac{x}{\varepsilon}\right) \xrightarrow{X \to +\infty} 0.
\end{cases}\]  \hspace{0.5cm} (4.3)

Let us study separately these two systems at the first orders in \(\varepsilon\).

4.2. The interior function.

The function \(\psi_{\text{interior}}\) is periodic in \(x/\varepsilon\) and should satisfy Equation (4.2). We still denote by \(X\) the quick scale \(x/\varepsilon\), and we perform an asymptotic development of our function, writing \(\psi_{\text{interior}}\) as the sum of the \(\psi_{\text{int}}\).
At the order $1/\varepsilon^2$, we have $-\partial_x^2 \psi_0^{int}(x, X) - \partial_X \psi_0^{int}(x, X) = 0$. The function $\psi_0$ is assumed to be periodic in the quick scale, so it does not depend on $X$ and we have to study the next order to have more information.

At the order $1/\varepsilon$, Equation (4.2) reads:

$$-\partial_x^2 \psi_1^{int}(x, X) - \partial_x \psi_0^{int}(x) - \partial_X \psi_1^{int}(x, X) = f(x). \quad (4.4)$$

We integrate in $X$ and, with the periodicity, we find: $\psi_0^{int}(x) = \int_x^1 f(s) \, ds$.

Moreover, when we replace this value in Equation (4.4), we obtain (exactly as for $\psi_0^{int}$) that $\psi_1^{int}$ does not depend on $X$.

Since the functions $\psi_0^{int}$ and $\psi_1^{int}$ do not depend on $X$, Equation (4.2) at the order 1 gives:

$$-\partial_x^2 \psi_0^{int}(x) - \partial_x \psi_2^{int}(x, X) + b(X) \partial_x \psi_0^{int}(x) - \partial_x \psi_1^{int}(x) - \partial_X \psi_2^{int}(x, X) = 0.$$  

With the mean value in $X$, we find $\psi_1^{int}(x) = f(x) - f(1)$ and we have the $X$ derivative of $\psi_2^{int}$:

$$\partial_X \psi_2^{int}(x, X) = \partial_x \psi_0^{int}(x) \left[ \int_0^X b(s)e^s \, ds + \frac{1}{e^P - 1} \int_0^P b(s)e^s \, ds \right] e^{-X}.$$  

Then we know $\psi_2^{int}$ up to a function $D(x)$ that can be determined with the following order.

At the order $\varepsilon$, Equation (4.2) becomes:

$$-\partial_x^2 \psi_1^{int}(x) - 2\partial_x \partial_X \psi_2^{int}(x, X) - \partial_x^2 \psi_3^{int}(x, X) + b(X) \partial_x \psi_1^{int}(x)$$  

$$+ b(X) \partial_X \psi_2^{int}(x, X) - \partial_x \psi_2^{int}(x, X) - \partial_X \psi_3^{int}(x, X) = 0.$$  

Its mean value can be written as

$$-\partial_x^2 \psi_1^{int}(x) + b(X) \partial_X \psi_2^{int}(x, X) - \partial_x \psi_2^{int}(x, X) = 0,$$

where $\overline{g}^X$ is the mean value of the function $g$ in $X$.

Replacing the expression of $\partial_X \psi_2^{int}$ in this equality, we obtain:

$$-\partial_x \psi_2^{int}(x, X) = N \partial_x \psi_0^{int}(x) + M \partial_x \psi_1^{int}(x),$$

where $M$ and $N$ depend only on $b$:

$$M = b(X) \left[ \int_0^X b(s)e^s \, ds + \frac{1}{e^P - 1} \int_0^P b(s)e^s \, ds \right] e^{-X},$$

$$N = \int_0^X \left( \int_0^u b(s)e^s \, ds + \frac{1}{e^P - 1} \int_0^P b(s)e^s \, ds \right) e^{-u} \, du.$$  

Then $\psi_2^{int}$ is completely determined by the expression:

$$\psi_2^{int}(x, X) = \partial_x \psi_0^{int}(x) \int_0^X \left( \int_0^u b(s)e^s \, ds + \frac{1}{e^P - 1} \int_0^P b(s)e^s \, ds \right) e^{-u} \, du + D(x).$$
We could carry on this process to get $\psi^\text{int}_3$ and more generally each $\psi^\text{int}_i$ but we do not give the details here.

**Remark 4.1.** If we add the time dependence, $\psi^\text{int}_1$ is solution of:

$$\partial_x \psi^\text{int}_1(t,x) = -\partial_x^2 \psi^\text{int}_0(t,x) + \partial_t \psi^\text{int}_0(t,x)$$

and the equation for $D$ becomes

$$-\partial_x D(t,x) = N\partial_x^2 \psi^\text{int}_0(t,x) - M\partial_x \psi^\text{int}_1(t,x) + \partial_x^2 \psi^\text{int}_1(t,x) - \partial_x^2 \psi^\text{int}_1(t,x).$$

We have proved that we could give the expression of all the interior terms; let us consider now the boundary layer corrector terms.

**4.3. Corrector terms for the boundary layer.**

We develop the function $\psi^\text{corrector}$ as the sum of the $\psi^\text{cor}_i$ and we isolate each order of Equation (4.3).

At the order 1, the equation and the boundary conditions give the expression of $\psi^\text{cor}_0$ directly: $\psi^\text{cor}_0(X) = -\left(\int_1^0 f(s) \, ds\right) \exp(-X)$.

Equation (4.3) at the order $\varepsilon$ reads:

$$\partial_X^2 \psi^\text{cor}_1(X) + \partial_X \psi^\text{cor}_1(X) = b(X) \partial_X \psi^\text{cor}_0(X),$$

$$\psi^\text{cor}_1(0) = -\psi^\text{int}_1(0),$$

$$\psi^\text{cor}_1(X) \xrightarrow{X \to +\infty} 0.$$  

Consequently, $\psi^\text{cor}_1$ is completely determined by the value of $\psi^\text{int}_1$ for $x = 0$.

The next orders lead us to the same conclusion: if we know all the $(\psi^\text{cor}_i)_{i \leq j}$ and $(\psi^\text{int}_i)_{i \leq j+1}$, then we can compute $\psi^\text{cor}_{j+1}$.

**Remark 4.2.** If we consider the evolution equation, from the third order, we must add the term $\partial_t \psi^\text{cor}_{i-2}$ in the right hand side of the equation for $\psi^\text{cor}_i$.

We are now able to compute the first terms of the asymptotic development of the stationary solution of Equation (4.1) with the topography. In the following, we identify the topography effect through these equations and we show how to add this effect to the solution for a flat bottom.

**4.4. Topography effect.**

In this part, we denote by $\psi$ the solution for a flat bottom, as in section 2.2.2, and by a tilde the solution of Equation (4.1) that, as in the previous sections, depends on an oscillating bottom.

Our goal is to express the effect of the topography, that is the term we could add to $\psi$ to get $\tilde{\psi}$. To do so, we compare the first orders (we stop at the third one) of the solutions of the equations with and without topography, and we find the equation of a so-called 'topography effect'.

We remark that the two developments are equal at the first order, and at the second order for the interior. So we focus on the differences between $\tilde{\psi}^\text{int}_i$ and $\psi^\text{int}_i$ for $i \geq 2$ and between $\tilde{\psi}^\text{cor}_i$ and $\psi^\text{cor}_i$ for $i \geq 1$. 


4.4.1. Topography effect on the boundary layer at the order 1.

As we have previously mentioned, at the order 1 the two terms differ in the boundary layer only. If we denote by \( \phi_1 \) this difference, that is \( \phi_1(t,X) = \psi_1^{cor}(t,X) - \psi_1^{cor}(t,X) \), it must satisfy the following equation:

\[
\begin{align*}
\partial^2_X \phi_1(t,X) + \partial_X \phi_1(t,X) &= b(X) \partial_X \bar{\psi}_0^{cor}(t,X) = b(X) \left( \int_0^1 f(t,s) ds \right) \exp(-X), \\
\phi_1(t,X = 0) &= 0, \\
\phi_1(t,X) &\xrightarrow{X \to +\infty} 0.
\end{align*}
\]

So if we want an approximation of the solution with topography \( \bar{\psi} \) at the order 1, we just have to add the function \( \phi_1 \) to the solution \( \psi \) for a flat bottom.

4.4.2. Topography effect at the order 2.

At the order 2, we have to consider the corrector terms but also the interior terms, as they both differ.

In the boundary layer, we define \( \phi_{2CL}(t,X) = \psi_2^{cor}(t,X) - \psi_2^{cor}(t,X) \) the solution of the system

\[
\begin{align*}
\partial^2_X \phi_{2CL}(t,X) + \partial_X \phi_{2CL}(t,X) &= b(X) \partial_X \bar{\psi}_1^{cor}(t,X), \\
\phi_{2CL}(t,X = 0) &= \psi_2^{cor}(t,X = 0) - \psi_2^{cor}(t,X = 0), \\
\phi_{2CL}(t,X) &\xrightarrow{X \to +\infty} 0.
\end{align*}
\]

Since we are able to replace \( \partial_X \bar{\psi}_1^{cor}(t,X) \) by its value, namely:

\[
e^{-X} \int_0^1 f(t,s) ds \left[ \int_0^X b(s) ds - \int_0^{+\infty} e^{-y} \int_0^y b(s) ds dy \right] + e^{-X} (f(t,1) - f(t,0)),
\]

we have an expression of the boundary layer term that controls the topography effect at the order 2.

In the interior of the domain, the difference between the two solutions, \( \phi_{2int}(t,x,X) = \psi_2^{int}(t,x,X) - \psi_2^{int}(t,x,X) \), is periodic in \( X \). We define another function on \([0, +\infty[\), denoted by \( G \), periodic, with period \( P \), solution of the following system:

\[
\begin{align*}
\partial^2_X G(X) + \partial_X G(X) &= b(X), \\
G(0) &= G(P) = 0.
\end{align*}
\]

Then we can write \( \phi_{2int} \) as:

\[
\begin{align*}
\phi_{2int}(t,x,X) &= \partial_x \psi_0^{int}(t,x) G(X) + E(t,x) = -f(t,x) G(X) + E(t,x), \\
\text{with } \begin{cases} \\
\partial_x E(t,x) = G(X)^X \partial_x f(t,x) - b(X) \partial_X G(X)^X f(t,x), \\
E(t,1) = f(t,1) G \left( \frac{1}{2} \right). \\
\end{cases}
\end{align*}
\]

Thus we can compute the term due to the topography that should be added to modify the solution in the interior of the domain at the order 2.

In the same way, we could express the topography terms for the upper orders but the results proposed here already give the first three orders of the approximation.

In order to prove the accuracy of this method, we performed the computations and we give the main results in the following part.
4.5. Numerical experiments on the topography terms.

In this section, we compare the solution of the equation to the topography term to the solution of the equation for a flat bottom to which we add the topography terms we found in the previous section.

4.5.1. Computing details.

We consider the evolution equation but we choose \( f \) as a function of \( x \) only. We compute the solution with a flat bottom \( \psi \) and the solution with a varying bottom \( \tilde{\psi} \) using finite differences at the second order. As the stability condition (that reads \( dt \leq 2dx^2\varepsilon^2/(4\varepsilon^2+dx^2) \)) is strong, the computations are time expensive. We stop when the solution is stationary. Then we compare the function \( \tilde{\psi} \) and the sum of \( \psi \) and the topography terms \( \phi_k \) (we only compute these terms for the final time).

For the topography terms, we use a LU decomposition to get the function \( G \), with derivatives at the second order. We take a constant space step as \( G \) is periodic (the values of \( G \) have been compared with its theoretical expression for various bottoms).

We also need the expression of \( \tilde{\psi}^{\text{cor}} \): here we use the handwritten expression but in the following we will get it thanks to \( \tilde{\psi}^{\text{cor}} \) and \( \phi_1 \). At last, we get the values of \( E \) with finite differences at the first order.

4.5.2. Numerical results.

In the following figures, we present the results for the bottom given by \( 1/2\cos(\pi X/10)+1/2\cos(\pi X/5) \) (we studied two other choices and the conclusions are the same). We have plotted, for \( f(t,x) = x \), the differences between:

- \( \psi \) and \( \tilde{\psi} \),
- \( \psi + \varepsilon\phi_1 \) and \( \psi \),
- and between \( \psi + \varepsilon\phi_1 + \varepsilon^2\phi_2 \)
- and \( \psi + \varepsilon\phi_1 + \varepsilon^2\phi_2 + \varepsilon^2\phi_2 \)

![Contribution of the topography](image1)

**Fig. 4.1.** For \( \varepsilon = 0.01 \), \( dx = 10^{-4} \), \( dt = 10^{-9} \) and \( b(X) = 1/2\cos(\pi X/10)+1/2\cos(\pi X/5) \): difference between \( \tilde{\psi} \) and the function \( \psi \) to which we added the topography terms.

We remark that the difference between the solution of the equation with the topography and the solution for a flat bottom to which we added the topography terms is of the predicted order in \( \varepsilon \).
Remark 4.3. The curve of the difference $\psi - \tilde{\psi}$ represents the effect of the topography. We have a logical oscillation similar to the bottom. However we can note a large influence in the boundary layer.

4.6. Complete method.

The ultimate step is to replace the computation of the function $\psi$ with finite differences by its approximation given thanks to the first orders of the asymptotic development. The results are plotted on Figure 4.2 (the bottom is still equal to $1/2\cos(\pi X/10) + 1/2\cos(\pi X/5)$).

Approximations of the solution

Fig. 4.2. For $\varepsilon = 0.01$, $dx = 10^{-4}$, $dt = 10^{-4}$ and $b(X) = 1/2\cos(\pi X/10) + 1/2\cos(\pi X/5)$: difference between the function $\psi$ and the asymptotic approximation of $\psi$ to which we added the topography terms.

We see that we are able to get an approximation of the oscillating solution at the order $\varepsilon$ or $\varepsilon^2$.

Then we have an efficient method to compute the solution for a flat bottom. We can modify this function to get the solution of Equation (4.1) for any bottom. This program is rapid and can give an approximation of the solution at a determined order.

5. Conclusion

In this paper, we studied the Quasi-Geostrophic equation from two different points of view: first, with an oscillating topography, we introduced a new variable and a corrector term to take into account the quick scale and the boundary layer respectively. The first orders of the asymptotic development give us systems that have been implemented to get approximations of the solution. This method is efficient as it gives results comparable to those obtained with usual techniques but it is less expensive in time and computations.

In the second part, we studied the role of the topography: we manage to find the terms that must be added to the solution with a flat bottom to take into account the topography. So we can solve the Quasi-Geostrophic equation without the topography term, and then add the contribution of the topography.
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