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Abstract—Audio signals are represented via the sinusoidal model as quantization is suggested, but other methods could be wsému-t

a summation of a small number of sinusoids. This approach imbduces
sparsity to the audio signals in the frequency domain, whichs exploited
in this paper by applying Compressed Sensing (CS) to this spse
representation. CS allows sampling of signals at a much lowerate
than the Nyquist rate if they are sparse in some basis. In thisnanner,
a novel sinusoidal audio coding approach is proposed, whichliffers
in philosophy from current state-of-the-art methods which encode the
sinusoidal parameters (amplitude, frequency, phase) dimly. It is shown
here that encouraging results can be obtained by this apprazh, although
inferior at this point compared to state-of-the-art. Seveml practical
implementation issues are discussed, such as quantizatioof the CS
samples, frequency resolution vs. coding gain, error chedkg, etc., and
directions for future research in this framework are proposed.

I. INTRODUCTION

prove performance). Additional advantages are that CS riteereént
encryption and robustness to channel errors, and scalésowslilti-
channel cases. An issue that arises here is that as the egcdsdi
performed in the time-domain—rather than the Fourier dormahe
quantization error is not localized in frequency, and itherefore
more complicated to predict the audio quality of the recarsed
signal. At this point, it is noted that the paper deals onlythwi
encoding the sinusoidal part of the model. This is to our Kedge
the first attempt to exploit the sparse representation ositmgsoidal
model for audio signals using compressed sensing, and haars
here that several interesting questions arise in this gonte

Il. SINUSOIDAL MODEL

The growing demand for audio content far outpaces the corre-The sinusoidal model was initially applied in the analysisthesis

sponding growth in users’ storage space or bandwidth. Theset
is a constant incentive to further improve the compressibaudio
signals. This can be accomplished either by applying cossiwa
algorithms to the actual samples of a digital audio signalnivially

using a signal model and then encoding the model parameteas a

second step. In this paper, we explore a novel method fordémgo
the parameters of the sinusoidal model [1].

of speech [1]. A harmonic signal(¢) is represented as the sum of
a small numberK of sinusoids with time-varying amplitudes and
frequencies. This can be written as

s(t) =) au(t) cos(Bx(t)) (1)

where ay, (t) and i (t) are the instantaneous amplitude and phase,

The sinusoidal model represents an audio signal using al smakpectively. To estimate the parameters of the model, eeesnto

number of time-varying sinusoids. The remainder error aign
often termed the residual signal—can also be modelled ttheur
improve the resulting subjective quality of the sinusoidaidel [2].
The sinusoidal model allows for a compact representatiorihef
original signal and for efficient encoding and quantizati®tate-
of-the-art methods of encoding and compressing the paemmet
the sinusoidal model (amplitudes, frequencies, phasespased on
directly encoding these parameters [3]—[6]. In this paperpropose
using the emerging compressed sensing (CS) [7], [8] metbgyo
to encode and compress the sinusoidally-modelled audialsig

segment the signal into a number of short-time frames angutera
short-time frequency representation for each frame. Gpresgtly, the
prominent spectral peaks are identified using a peak deteetgo-
rithm (possibly enhanced by perceptual-based critenidgrpolation
methods can be used to increase the accuracy of the algoj2hm
Each peak at thé-th frame is represented as a triad of the form
{auk, fi,k, 01,5} (@mplitude, frequency, phase), corresponding to the
K-th sinewave. A peak continuation algorithm is usually evgptl in
order to assign each peak to a frequency trajectory usiegpolation
methods. A more accurate representation of audio signalshieved

Compressed sensing seeks to represent a signal using ameimbguhen a model for the sinusoidal error signal is included adl. we

linear, non-adaptive measurements. Usually the numbereafsore-

Practically, after the sinusoidal parameters are estihdtee noise

ments is much lower than the number of samples needed ifgnelsi component is computed by subtracting the harmonic compdrEn

is sampled at the Nyquist rate. CS requires that the signaérg

the original signal. It is noted that in this paper we are antgrested

sparse in some basis—in the sense that it is a linear combination pf encoding the sinusoidal part, and the error part is cemsitl as

a small number of basis functions—in order to correctly nstaict
the original signal. Clearly, the sinusoidally-modelleattof an audio
signal is a sparse signal, and it is thus natural to wonder 68w
might be used to encode such a signal.

available in our listening tests (as in [4]).

I1l. COMPRESSEDSENSING
In the compressed sensing methodology, a signal which isspa

Our method encodes the time-domain signal instead of the sirin some basis can be represented using much fewer sampieththa

soidal model parameters as state-of-art methods propdgé][3The
advantage is that the encoding operation is simplified iat@omly
sampling the time-domain sinusoidal signal, which is ai®di after
applying a psychoacoustic sinusoidal model to a monophaundio

Nyquist rate would suggest. Given that a sinusoidally-niedeaudio
signal is clearly sparse in the frequency domain, our mttimahas
been to encode such signal using a small part of its actugbleam
thus avoiding encoding a large degree of unnecessary iatgym In

signal. The random samples can be further encoded (herarsc#te following, we briefly review the CS methodology.
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Fig. 1. A block diagram of the proposed system. In the encatier sinusoidal part of the monophonic audio signal is eadday randomly sampling its
time-domain representation, and then quantizing the mansiample using scalar quantization.

A. Measurements can be guaranteed, where “perfect” defines some accepjatyilie-

Let z; be the N samples of the harmonic component in théia' typically a signal-to-distortion ratic_). This probétyi is d_epe_ndent
sinusoidal model in thé*" frame. It is clear thate; is a K-sparse on M, N, K and @, the number of bits used for_qua_ntlzatlon._
signal in the frequency domain. To facilitate our comprdssensing .An(.)ther 'mPO“a”‘ featgre of the reconstruction is that mv'hle
reconstruction, we require that the frequendigs are selected from a fails, it can fail catastrophically for the whple .frame. Nartly wil
discrete set, the most natural set being that formed by gwpiéncies the ampll'tudes. and phases of the §|nu50|ds n t.he frame bBQWfO
used in theN-point fast Fourier transform (FFT). Thus can be but the sinusoids selecte.d—or.equnvalently, t.hEI.r fr.e.qmm—wnl
written asxz; = X, whereW is an N x N inverse FFT matrix, _also be_\{vrong. In the _aUd'O _en\_/l_ronment, t_h'_s IS s@mﬁcemﬁ_m ear
and X, is the FFT ofz,. As z, is a real signal X, will contain 2K is sensmve_ _to such dlscontlnumes._ Thus it is essent)_almmlm_lze
non-zerocomplex entries representing the real and imaginary partst—he probability of frame reconstruction errors (FRESs), drbssible

or in an equivalent description, the amplitudes and phaséshe ellanlna;‘e ”t])em.h itive FET f indi . h
component sinusoids. et F; be the positive requency indices inx;, whose

In the encoder, we také// non-adaptive linear measurementSOMPONENtsF ;. are related to the frequencies in the by fi, =

of @, where M < N, resulting in the)M > 1 vector y,. This ?c;;i;?é]\é.rrc?rscgrlrelztilc(nzozlt\)mdtlert]e::r:ewﬁgtcr?:re;nV\lI:eR;ar:]ags:e(? ;\I/Zple
measurement process can be writteyas- &,z = WX, where nd that an 8-bit cyclic redundancy check (CRC) B det:cted
®, is an M x N matrix representing the measurement process. Fftgiru Y a cy che o
. . all the errors that occurred in our simulations.
the CS reconstruction to worlk®; and ¥ must beincoherent. In . .
S . . Once we detect an FRE, we can either re-encode and retrathemit
order to provide incoherence that is independent of theshased

. . . - frame in error or use some interpolation between the cofraotes
for reconstruction, a matrix with elements chosen in sonmeloen . .
. . . . . before and after the errored frame to estimate it. For thé oés
manner is generally used. As our signal of interest is sparse . .
. . . this work, we assume that any frames with error can be cauect
the frequency domain, we can simply take random samplesen

time domain to satisfy the incoherence condition, see [Bfdaher y retrgpsmlssmn. Given that W'th a wise choice of paramf'g%
discussion of random sampling (RS). Note that in this cdsejs probability of FRE (%re) can remain quite smalk(. below 10" ),

formed by randomly-selected rows of thé x N identity matrix. the additional bitrate burden due to retransmission wilhbgligible.
IV. SYSTEM DESIGN

A block diagram of our proposed system is depicted in Fig. 1.
Oncey, has been measured, it must be quantized and sent tdte audio signal is first passed through a psychoacoustirsial
decoder, where it is reconstructed. Reconstruction of apcessed modelling block to obtain the sinusoidal parametefg, «;, 6, } for
sensed signal involves trying to recover the sparse veXtorlt has the current frame. These then go through what can be thodigis @
been shown [7] [8] that “pre-conditioning” phase where the amplitudes are whiteras dis-
X, = ©) cussed in Section IV-A—and the frequencies remapped, asstisd
in Section IV-B. The modified sinusoidal parametdi®&;, a’;, 0,}
with p = 1 will recover X ; with high probability if enough measlure- are then reconstructed into a time domain signal, from wHi¢h
ments are taken. Thg, norm is defined agal|, = (Zi Iail”)g. samples are randomly selected. These random samples are the
It has recently been shown in [10], [11] that< 1 can outperform quantized toQ) bits by a uniform scalar quantizer, and sent over
the p = 1 case. It is these methods that we use for reconstructiontire transmission channel along with the side informati@mfrthe
this paper. Further discussion of the algorithms used isgmted in  spectral whitening, frequency mapping and cyclic redungarheck
Section IV-D (CRC) blocks.
A feature of CS reconstruction is that perfect reconstamctiannot In the decoder, the bit stream representing the random sampl
be guaranteed, and thus onlypm@bability of “perfect” reconstruction is returned to sample values in the dequantizer block, arsdeoh

B. Reconstruction

arg min || X ||p s.t. Yy, =®¥X,,
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Fig. 2. Probability of frame reconstruction erres the number of randol 0 5 10 15 20 25 30 35

samples per frame for three cases: no quantization and ntrapehitening
@ = 4 bits quantization and no spectral whitening, a@d = 4 bits
quantization and 3 bits for spectral whitening.

positive FFT frequency indicies

Fig. 3. Reconstructed frames showing the effects of 4-béintjmation and

. . . . spectral whitening.
to the compressed sensing reconstruction algorithm, wbidputs

an estimate of the modified sinusoidal parametdig;, &], ;}. . -
If the CRC detector determines that the block has been myrecmeasurements. The resuilt is seen the bottom plot in Fig. &ravh

reconstructed, the effects of the spectral whitening aeduency ::hr\e,EdSVS”Ilr iiccuormfﬁgexﬁt;:?nCl?:;gf??;%iﬁ}g:&”i? :nd thuesl no
mapping are removed to obtain an estimate of the originalssiil ' 9 P y

parameters{ﬁ‘l,&l,él}, which are passed to the sinusoidal mod E‘rK bits, but the savings in reduced and @ allow us to achieve a

. qower overall bitrate for a given probability of FRE.

resynthesis block. If the block has not been correctly rettanted, In the case of 4-bit quagtizatign and 3-ybit spectral whitgniour
then the current frame is either retransmitted or intetedlaas . . . P .

reviously discussed system again becomes feasible as illustrated in Fig. 2. df fhis
P T . . case only requires 10 more random samples than the case with n

In the tests employed in this paper, we investigated theopadnce o
. . . quantization.
of the proposed system usitig = 10 sinusoid components per frame
and anN = 256-point FFT. All the audio signals were sampled aB. Freguency Mapping
22 kHz with a 10 ms window and 50% overlapping between frames.The number of random sample3/, that must be encoded in-
The data used for the results this section are around 10/8@@6 creases withV, the number of bins used in the FFT. In other words,
of the audio data used in the listening tests of Section V. there is a trade-off between the amount of encoded infoomaghd
A. Spectral Whitening the frgquency. resolution of the smusqda! model (vyhlcretatﬁ the
) ) resulting quality of the modelled audio signal). This effean be

~ Once we quantize the/ samples that we send, we find tha&e  partly alleviated byfrequency mapping, which reduces the effective
increases significantly. Equivalently, thel required to achieve the nymber of bins in the model by a factor 6k, which we term the
samePrre increases. Fig. 2 illustrates this dramatically; tlig = 4, frequency mapping factor. Thus the number of bins after frequency
no SW” curve in Fig. 2 shows that our system becomes unusable fnapping is given byVew = N/Cen.
the 4-bit quantization with no spectral whitening case. We chooseru to be a power of two so that the resulting will

As our quantization is performed in the time domain, it has agsg pe a power of two, suitable for use in an FFT. We then ereat

effect sjmilar to adding noise to all of the frequencies i tcovered g/ 5 mapped version of';, whose components are calculated as
frame &;. We must then select th& largest components of; LFZ kJ
’ ®)

and zero the remaining components. This is illustrated i Bi F/,k = |~
The top plot shows the reconstruction without quantizatemd the .CFM

. . .~ where|-] denotes the floor function. We also need to calculate and
desired components are thé largest values in the reconstructlon.sendﬁ, with components? ven b
The middle plot shows the effect of 4-bit quantization, veheome ! por Lr 9 Y
of the undesired components are now larger than the desites o Fx = Fix mod Cem. (4)

and an FRE will occur. We sendF,—which amounts toK log, Cem bits—along with our

To alleviate this problem we implemented spectral whitgnin 5, measurements, and once we have performed the reconstructio
the encoder. We first tried to employ envelope estimationhef t ong optainedr”, we can calculate the elements Bf as
sinusoidal amplitudes based on [12], but we could not get@teble , .
performance without incurring too large an overhead. Owd fthoice Fir = CemFiy + Fi. ®)
was to simply divide each amplitude by a 3-bit quantized ivaref It is important to note that not all frames can be mapped by the
itself, and send this whitening information along with theagtized same value ofCrw, it is very dependent on each frame’s particular



109 f= —= L e Y — TABLE |
S . G ~e. —G—N — 256 - COMPRESSION ACHIEVED AFTER ENTROPY CODING(Q: CODEWORD
] i A Npw =128 | LENGTH IN BITS, Q: AVERAGE CODEWORDLENGTH IN BITS AFTER
S b\ AR —&— Ny = 64 ENTROPYCODING, PC: FERCENTAGE OFCOMPRESSIONACHIEVED)
3 NN N Signal ol o rc ol o] pclaol ol pc
E Violin 3 |2.64|11.9%]| 4 |3.70| 7.5%| 5 | 4.73| 5.4%
5 Harpsichord || 3 | 2.62| 12.7%]|| 4 | 3.67| 8.2%]|| 5 | 4.70| 6.1%
g Trumpet 3 |2.60| 13.6%]| 4 | 3.63| 9.3%|| 5 | 4.66| 6.8%
E Soprano 3259 13.7%]|| 4 | 3.62| 9.4%| 5 | 4.65| 7.0%
S SEREEEREC R IR TR N GO R T A NEEEERERE. Chorus 3[264|12.2%|| 4 |3.68|8.0%| 5 |4.71| 5.9%
% : Female speecf) 3 | 2.60| 13.2%]|| 4 | 3.64| 9.0%]|| 5 | 4.68| 6.5%
é A R VR Male speech || 3 | 2.60| 13.4%|| 4 | 3.63| 9.2%| 5 | 4.66| 6.8%
e D S Overall 3 |2.61|12.9%]| 4 |3.65|8.7%| 5 | 4.68| 6.3%
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Fig. 4. Probability of frame reconstruction erres the number of random
samples per frame for various values of frequency mappinigh W-bit
guantization of the random samples, and 3 bits for specthitening.

H
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distribution of F';. Essentially, eact#, , must map to a distincfy ..
However, this can easily be checked in the encoder so thataibe
of Crm chosen is the highest value for which (3) produces distincls 10-2}: :
values ofFy;, k =1,..., K. For the signals used in this paper, over 2

Frame Reconstruction Error

| —a— Smoothedso norm [

85% of the frames could be mapped by @av equal to 4, giving & o —s— {35 norm

an Ney = 64. g | —e— Hybrid L. ....... ........
The clear decrease in the requitktifor a given probability of FRE & 10-3 ; : ; ;

for various values ofVey is illustrated in Fig. 4. The final bitrates 25 30 35 40 45 50

achieved in all of the above cases are discussed in Secti@ IV Number of random sampled/

Fig. 5. Probability of frame reconstruction erres the number of random

C. Quantization and entropy coding of random samples samples per frame for different reconstruction algorithmigh 4-bit quanti-
zation of the random samples, 3 bits for spectral whitenarg] Npy = 64.

We employed a uniform scalar quantizer to quantize the nando
samples. To further reduce the number of bits required faheaD. Reconstruction Algorithms
quantization value, an entropy coding scheme [13] may bel use

fter th ntizer. Entr ding i loss| dat o In order to ensure we obtained the lowest-possible bitrate,
atter the que} Iz€r. Opy coding IS a 10SSiess data cessy! analyzed the performance of a variety of reconstructiomrétyms.
scheme, which maps the more probable codewords (quantiza

S . . . . tJl’he ones we found to perform best for our system were/theorm
indices) into shorter bit sequences and less likely codésvanto P Y A

longer bit sequences. In our implementation Huffman codsngsed with p = 1/2 and the smoothed, norm, described in [10] and [11],
- . - respectively. Fig. 5 presents the results of simulatiorib wr finally-

as an entropy encod_lng technique. Thus itis expected thmrage chosen parameters. We have included the results obtainied us
codeword length will be _reduc_ed after the Huffman COdIng-"Je-l—horthogonaI matching pursuit (OMP) [14] for reference. Thesthed
average codeword length is defined as £o norm is the best choice of algorithm as it is least complexirde

B 2’ the same order of complexity as OMP—and performs almost s we

I = Zpili7 (6) as thel, , norm. Thel, ,, norm is about 1000 times as complex as

i=1 the other two algorithms, although the authors do state[fltjtis a
wherep; is the probability of occurrence for theth codeword/; is  relatively naive implementation.
the length of each codeword agliis the total number of codewords, The final curve in Fig. 5—labelled “Hybrid"—is new reconstru
as b is the number of bits assigned to each codeword before then algorithm that we are proposing. In a sense, it can bsidered
Huffman encoding. as a “super” algorithm as it makes use of all the other algorit
Table | presents the percentages of compression that can Asewe can tell whether or not a particular algorithm has sssftaly

achieved through Huffman encoding for each audio signalfoe reconstructed a frame—by checking the CRC to see if an FRE has
3,4, and 5 bits of quantization. The possible compression Igleaoccurred—we can then try a different algorithm and checkthdre
decreases a§) increases, but for our chosen case @f= 4, a that succeeds. This is only possible as different algosttiail for
compression of about 8% is clearly achievable. It must bedhotdifferent frames. Thus for the hybrid algorithm to fadl| three of
though that this requires significant training—something prefer the other algorithms must fail. This clearly provides thsth@ossible
to avoid—so this is presented as an optional enhancement. performance, but incurs additional complexity due to thet fhat



TABLE II
PARAMETERS TO ACHIEVE A PROBABILITY OFFREOF APPROXIMATELY
10=3, FORN = 256, Ngm = 128, K = 10

raw overhead final per
Nem | | M | bitrate | CRC | FM | SW || bitrate | sinusoid

Q

128 5 | 60 300 8 11 50 369 36.9
4
3

128 60 240 8 11 50 319 31.9
128 70 210 8 11 50 279 27.9

—o— Harpsichord
10—2 f:|— Violin

| —— Trumpet

.| = Soprano :
'| -— Female Spee¢h

TABLE Il
PARAMETERS THAT ACHIEVE A PROBABILITY OF FREOF
APPROXIMATELY 1072 WITH N = 256 AND K = 10

Probability of Frame Reconstruction Error

raw overhead final per .
Nem | Q | M | bitrate | CRC | FM | SW || hitrate | sinusoid .| = Male Speech
—A— Chorus
256 4 68 272 8 0 30 310 31.0 5
10~ * * * *
128 4 55 220 8 11 30 269 26.9 25 30 35 40 45 50
64 4 | 43 172 8 23 30 233 23.3 Number of random sampled/

Fig. 6. Probability of frame reconstruction erres the number of random
samples for individual signals, with 4-bit quantizationtbé random samples,
3 bits for spectral whitening, ani/gy = 64.

multiple algorithms may need to be run.

In practice, this effect could be minimised by running theosthed
£o norm—the least-complex algorithm—and only running thesoth
if this fails. It is clear from Fig. 5 that using the hybrid alithm
would save about 2 random samples, and wWjtk= 4, and K = 10,
this equates to almost 1 bit per sinusoid. Nevertheless,hesecnot
to use this algorithm in the majority of our simulations daethe
increased complexity.

monophonic listening tests were performed, where volusteere
presented with audio files using high-quality headphonea quiet
office room. The first test was based on the ITU-R BS.1116 [15]
methodology, thus the coded signals were compared agdiest t
originally recorded signals using a 5-scale grading sy<tieam 1-
E. Bitrates “very annoying” audio quality compared to the original, té'riot

In Table II, three sets of/ and Q are given (per audio frame) perceived” difference in quality). No anchor signals wesed: The
that achieve a probability of FRE of approximatelg=—>, for the following seven signals were used (Signals 1-7): harpsahaolin,
N = 256, New = 128, and K = 10 case with differing values of rumpet, soprano, chorus, female speech, male speechalSityt
Q. The overhead consists of the extra bits required for the CR¥ere obtained from the EBU SQAM disc, Signal 5 was provided by
the frequency mapping and the spectral whitening. Thesetrare Prof. Kyriakakis of the University of Southern California fecording
parameters that were used for the listening tests of Settiddote ©Of the chorus of a classical music performance), while Sgy6a7
that at this point in the research we were aiming for a prdiwimf ~Were obtained from the VOICES corpus [16] of OGI's CSLU. The

FRE of approximatelyl0—* rather thanl0~2 and were using 5 bits audio signals used in the tests can all be found at our wébsite
for spectral whitening instead of 3 bits. is noted that for all listening tests the sinusoidal errgmal was

After the results of the first set of listening tests, we moved Obtained and added to the sinusoidal part, so that audiatyjusl
focus on@Q = 4, and Table Il presents the bitrates achievable fdedged without placing emphasis on the stochastic comporzel
a probability of FRE of approximately0~2 corresponding to the this is similar to other tests in this area [4], [6]. The signevere
curves in Fig. 4. It is clear that the overhead incurred fraceral downsampled to 22 kHz, so that the stochastic component miotes
whitening and frequency mapping is more than accounted yor gffect the resulting quality to a large degree. This is bseathe
significant reductions i\, resulting in overall lower bitrates. stochastic component is particularly dominant in highegérencies,

In Fig. 6 we present théPre vs M for the individual signals thus its effect would be more evident in the 44.1 kHz than th&l2z
used in our simulations and listening tests with for the cagta Sampling rate, while the focus of the paper is on the sinasoather
New = 64, Q = 4, 3-bit spectral whitening and the smoothégd than the stochastic component. The second type of test gathlo
norm reconstruction algorithm. It is clear that forfagre of 1072 Was a preference test (forced choice), where listenersateti their
the M does not vary much, say from 43 to 44. Equivalently, with &reference among a pair of audio signals at each time, instefm
fixed M of 43, the Pere only varies from abou®.008 to 0.018. This quality. The sinusoidal analysis/synthesis window was ¥0lomg,
supports our claim that our system does not require anyigims With 50% overlapping.
this is a wide variety of signals that perform similarly. Section vV~ One quality and one preference test were conducted to egalua
for more details on the signals used. the quality of the audio signals when modelled Ny= 256-point

It should also be noted that the lowest bitrate for fiigy = 64 FFT and K = 10 sinusoids per frame (no psychoacoustic model
case can be reduced to under 21 bits per sinusoid if entrogipngo employed). The goal was to evaluate the resulting qualitthis
and the hybrid reconstruction algorithm are used, althahghwill —case, regarding the effect of the number of bits of quaritimeand
require training and an increase in complexity in the decode number of random samples in the resulting audio qualityvétie

volunteers participated in this pair of listening testseTesults of

the quality test are shown in Fig. 7, where the vertical lines indicate
In this section, we examine the performance of our proposed

system, with respect to the resulting audio quality. Twoetymf Ihttp://www.ics.forth.grf mouchtar/cs4sm/

V. LISTENINGTESTS



Not perceived

Perceived
not annoyingy

Slightly
annoyingf

Annoying |

=zxz

w o
N O D
o O O

A
e
_E.

QOO

Very
annoying |

Harpsi- Violin Trumpet SoprancChorus Female Male
chord Speech Speech

Fig. 7. Results of quality rating listening test for 10 sioigs per frame, for
various choices of bits per sampl@) and number of random samples/{.

Harpsichord

Violin

Overall

0% 20% 40% 60% 80% 100%

Fig. 8. Results of the preference listening tests for 10ssids with@Q = 4,
M = 60 signals (black) ove = 3, M = 80 signals (grey).

the 95% confidence limits. Three different cases of encodiege
used. The resulting bitrates per audio frame for these theses
are given in Table IlI. It is clear from Fig. 7 that the qualityr fthe
Q=5 M=60andQ =4, M = 60 cases remains well above 4.0
grade (perceived, not annoying), even for the more comphexus
signals, while for the) = 3, M = 70 case—which represents the
lowest bitrate of the three cases—the quality deteriorakbsis we
can conclude that with a bitrate of 300 bits per audio framecam
achieve very good quality (above 4.0). It is not claimed hbaeg the
proposed approach can result in lower bitrates than custaieg-of-
the-art methods. Rather it shown that is possible to achsavéar
performance, with a system which is based on a novel appraadh
can possibly be improved in terms of bitrate, while intradgcthe
advantages due to the CS methodology, as stated in Section I.

It is also interesting to investigate whether for a fixeddigr more
bits should be put into the number of bits/samgleor the number
of (random) sampled/. A preference listening test was conducted
for this purpose, with audio signals encoded wijh= 4, M = 60
and@ = 3, M = 80. It is clear from Fig. 8 tha) = 4, M = 60
was a preferred distribution of available bits, althougis thas more
significant for some signals over others. We can conclude fitus
test that using more bits/sample is more important thareasing the
number of samples (for a constant bitrate), especiallyatitrates
where the effect of quantization is more evident.

VI. CONCLUSIONS

In this paper, an initial investigation was performed intbether
the Compressed Sensing framework can be employed to encede t
harmonic part of audio signals which are modelled by thessiidal
model. This was proposed based on the fact that CS results in
fewer measurements than the Nyquist rate for sparse sjgaiats
the harmonic part of audio signals is sparse by definitionhi@ t
Fourier domain. The results obtained are encouraging, the same
time raise many issues for further investigation such astigegtion
of the samples, addressing incorrectly reconstructedoafrdimes,
the tradeoff between frequency resolution and number ofpkesn
needed, improving the spectral whitening, and reducingdéeder
complexity.
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