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Abstract—Some imaging inverse problems may require
the solution to simultaneously exhibit properties that
are not enforceable by a single regularizer. One way to
attain this goal is to use a linear combinations of regu-
larizers, thus encouraging the solution to simultaneously
exhibit the characteristics enforced by each individual
regularizer. In this paper, we address the optimization
problem resulting from this type of compound regular-
ization using the split Bregman iterative method. The
resulting algorithm only requires the ability to efficiently
compute the denoising operator associated to each in-
volved regularizer. Convergence is guaranteed by the
theory behind the Bregman iterative approach to solving
constrained optimization problems. In experiments with
images that are simultaneously sparse and piece-wise
smooth, the proposed algorithm successfully solves the
deconvolution problem with a compound regularizer that
is the linear combination of the ¢; and total variation (TV)
regularizers. The lowest MSE obtained with the (£;+TV)
regularizer is lower than that obtained with TV or /;
alone, for any value of the corresponding regularization
parameters.

[. INTRODUCTION

Linear inverse problems involve estimating an unknown
signal/image with certain characteristics (such as sparseness
or piece-wise smoothness) enforced by a suitable regularizer.
In several problems such as image denoising, image restora-
tion [1], [2], image reconstruction, and some formulations
of compressed sensing [3], [4], [5], the solution is defined
as the minimizer of an objective function, leading to an
optimization problem of the form

1
a = argélel%}l iHAuffH% + 7®(u), (1)
where A : R" — R™ is the linear observation (direct)
operator, f € R™ is the observed data, ® : R™ — R is the
regularizer function, and 7 € [0,+oo[ is the regularization
parameter.

If the operator A is the identity, (1) is a denoising problem,
the solution of which is unique (if ® is convex) and called
the Moreau prozimal mapping (MPM) of ® [6]. For some
choices of ®, the MPM has a simple closed form; e.g., if
®(u) = [|ull1 = >, |uil, the MPM is the well-known soft-
threshold function [7]. In other cases, even if no closed form
is available, the MPM can be efficiently computed [6]; e.g.,
when ®(u) is separable, that is, ®(u) = >, ¢;(u;).

For general non-diagonal operators, (1) has to be solved
using iterative algorithms, such as iterative shrinkage-
thresholding (IST) [8], also known as forward-backward split-
ting [6], or faster versions of IST such as two-step IST
(TwIST) [9], in which the MPM is iteratively applied.

In certain problems, it may be desirable to favor solutions
that simultaneously exhibit properties that are enforced
by two (or more) different regularizers. For example, total
variation (TV) regularization applied to images [10], encour-
ages piecewise smooth solutions, while an [y (or I,, with
p < 1) regularizer favors sparse solutions; however, there is
no “simple” regularizer that favors both these characteristics
simultaneously, as may be important in certain problems.
To achieve this goal, compound regularizers (i.e., linear
combinations of “simple” regularizers [11]) must be used,
leading to problems with the form

a = argm&n%HAu—fH% + n1®1(u) + 2P3(u), (2)
where ®; : R” — R and ®, : R® — R are the regulariz-
ers, with respective regularization parameters 71 > 0 and
7o > 0. An iterative algorithm for solving (2) (which is
easily generalizable to more than two regularizers) has been
recently proposed [11]; that approach involves a constrained
optimization formulation of (2) followed by minimization of
the associated Lagrangian using a block-coordinate descent
(also known as alternating minimization) algorithm. A sim-
ilar formulation, specifically tailored for regularizers which
can be written as ¢ norms (such as the ¢; norm itself and
anisotropic TV) was also very recently proposed [12]; in that
work, the constrained problem is attacked using a so-called
split Bregman method.

In [13], a hybrid framework has been considered, unit-
ing wavelet thresholding methods (focussing on the data
fidelity term), and the total variation regularizer. A similar
formulation has been considered in [14], with the denoising
problem solved by an algorithm based on a subgradient
descent combining a projection on a linear space. A de-
convolution problem formulated as the minimization of a
convex functional with a data-fidelity term reflecting the
noise properties, a non-smooth sparsity-promoting penalty
over the image representation coefficients, and another term
to ensure positivity of the restored image has been treated



in [15], with a forward-backward splitting algorithm used
to solve the minimization problem. In [16], a generic image
deconvolution problem in Hilbert spaces using more than one
regularizer terms has been analysed and a flexible forward-
backward algorithm for solving it has been presented.

In this paper, we propose an approach for solving problems
of the form (2) involving any regularizers for which the
Moreau proximal mappings are known (not just ¢; norms).
As in [11], the approach involves a constrained optimization
formulation of (2), which is then directly addressed using a
Bregman iterative method [17]. In this paper, we illustrate
this approach in the problem of deconvolving an image which
is known to have a few white blobs on a black background;
such an image is characterized by having a low ¢; norm (it’s
mostly black, i.e., sparse) and a low TV norm (it’s piecewise
flat). Using a combination of ¢; and TV regularizers, we show
the ability of the algorithm to solve the resulting problem
and also that the resulting estimates have lower MSE than
what can be achieved using each of the two regularizers
alone.

II. PROPOSED METHOD

A. Constrained Formulation

A constrained optimization problem equivalent to the
unconstrained problem (2) is

1
min - SfAu—f[ + 1@ () + (V)

subject to lu—v|%=o0. (3)

One approach to handling this constrained problem is to
consider its Lagrangian and minimize it using a block-
descent algorithm [11]. However, an extremely large value
of the Lagrange multiplier is required for the minimizer
of the Lagrangian to closely approximate the solution of
(3), causing numerical difficulties. The alternative herein
proposed is to use a split Bregman iterative method to
directly solve (3).

The following subsections will briefly review the basic
concepts of Bregman and split Bregman iterations, before
we describe how they are used to solve (3).

B. Bregman Iterations

Consider a constrained problem of the form

min
xX

E(x)

subject to H(x) =0, (4)

with E and H convex, H differentiable, and min, H(x) =
0 (see [12], [17], for more details). The so-called Bregman
divergence associated with the convex function F is defined
as

DY(x,y) = E(x) — E(y) — (p,x —y), (5)

where p belongs to the subgradient of E at y i.e.,
p € 0E(y)={u: E(x)> E(y)+(u,x—y), Vx € domFE}.

Notice that by letting x = [u? vT]T, we can write (3)
in the form (4), where H(x) = ||lu — v||3 and E(x) is the
objective function in problem (3).

The Bregman iteration is given by

k+1

x = argmin D%k (x,x") 4+ pH(x) (6)

= argmin E(x) — (p¥,x — x*) + pH(x),

where p* € OE(x*). It has been shown that, for any u > 0,
this procedure converges to a solution of (4) [12], [17].

Concerning the update of p*, we have from (6), that 0 €
O(D%(x,x")+pH (x)), when this sub-differential is evaluated
at x"t1, that is

0 € (DY (x* 1 x*) + pH (x"1)).

Since it was assumed that H is differentiable, and since
pF*! € OE(x*) at this point, p¥*! should be chosen as

p*tt = p* — uVHEM). (7)
C. Split Bregman Iterations

The split Bregman formulation for [;-regularized prob-
lems, proposed in [12], separates the I3 and lp portions of
the energy in the problem

min [ (u)fy + J(u) (8)

where J(.) and ®(.) are convex functionals and ®(.) is
differentiable, by introducing an additional variable d € R
and the constraint d = ®(u). The constrained problem is
formulated as
min
u,d

Idl[x + J(u)
ld - @) = o. (9)

Applying the Bregman iterations described in Subsection
II-B, with E([u,v]) = ||d||s + J(u) and H([u,v]) = ||d —
®(u)||3, it can be shown that this problem is solved by the
two-phase algorithm

(uk—i-l, dk+1)

subject to

min [[df +J(u) +
u,d

Fold— o) -bHE ()
b 4 (®(uFt) —dkh.  (11)

The problem (10) can be minimized efficiently by iteratively
minimizing with respect to u and d, in two steps

bk+1

a1 —

w0+ 2w - bE(2)

, A
d"h = minfdf + 5[d - @) — b3 (13)

The problem (8) is thus reduced to a sequence of uncon-
strained problems and Bregman updates.



D. Applying Split Bregman to (3)

In (3), clubbing the data misfit term 3||Au— f||3 and the
regularizer term 71®;(u) together, we can apply a similar
approach, that is, iteratively minimizing with respect to u
and v, separately.

After some algebraic manipulations, we can show that the
split Bregman iteration for the constrained problem (3) has
the form

1
ubtl — argmin§||Au—f||g + 11P1(u) +
1
+ B vk b
1
= argml}ninKU—gH% + 11®1(u) (14)
Vi = argmin m®o(v) + g\\uk—"_ka%
= argmin Py (v) + gHuk—bk—VHg (15)
v
where
<= [ |5 [ et |
VAL, | 8 VE(E+bF) |
and
bR+l = bE  (uk - vh), (16)

and the initial values are u’ = 0, v® = 0, and b® = 0.
Since each of the problems (14) and (15) involves only
one regularizer, for which the MPM is known, they can be
efficiently solved using, e.g., the IST or TwIST algorithms
[9]. As convergence is guaranteed for any value of > 0, we
can choose it so as to make these problems well-conditioned.
The iterations can be terminated when the constraint term
|u* —v*||2 falls below some threshold and the relative change
in the objective function in (3) goes below some tolerance
level. The final value of either u* or v¥, after applying any
inverse transform if applicable, is taken as the estimate of u,

i = ufinal

III. RESULTS

For the purpose of demonstration, we will consider a
deconvolution problem (i.e., A is the matrix representation
of a convolution), with a synthetically generated image
shown in Figure 1(a), which is both sparse and piecewise
smooth. We therefore use a combination of the ¢; and the
TV regularizers. The MPM (denoising operator) for the TV
regularizer is implemented by Chambolle’s algorithm [18],
and the MPM for the ¢; regularizer is the well-known soft
threshold [7].

The image blurred with a 7 x 7 uniform kernel and with
added noise (¢ = 0.1, SNR = —2.081 dB) is shown in
Figure 1(b). The problems (14) and (15) at each Bregman
iteration (outer loop) are solved with a single inner loop
iteration, as it has empirically been found in [12] that
optimal efficiency is obtained with a single iteration in the

Figure 1. (a): Original image, (b): Image blurred (7 X 7 uniform blur)
and corrupted with zero mean Gaussian noise with ¢ = 0.1, SNR =
—2.081 dB).

inner loop. Each problem (at each iteration) is solved using
the TwIST algorithm. The value of p was taken as 0.15,
which was found to make the two problems well conditioned,
as well as have a reasonable speed of convergence. The
optimal values of the regularization parameters which led to
the lowest mean square error, were found by hand tuning to
be 77y = 0.05 and 7, = 0.06 x ||[ATg|/. The estimate
obtained by the proposed method is shown in Figure 2(a)
and is clearly better (sparser) than the one obtained using
only the TV regularizer, shown in Figure 2(b). Figure 3
shows the plots of the objective term in (3) at iteration k,
E(k) = 3|Au” — £|3 + m®i(u”) + 72®;(vF), the plot
of the normalized distance |[u® — v*||2, and that of the rate
of change of u, ||u* —u*=1||/||u*||. The stopping criterion
used to terminate the iterative procedure was convergence
of the objective function.

The plot of the MSE obtained with the compound regular-
izer (¢/1+TV) and with only TV regularization, for different
values of the regularization parameter 77y , is shown in figure
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Figure 2. (a): image estimated using the compound regularizer
(£1+TV), with MSE = 0.00529 (b): image estimated using the TV
regularizer, with MSE = 0.0069.

4(a). Figure 4(b) shows a similar MSE comparison between
using only ¢; regularization and ¢;+TV regularization. The
lowest MSE obtained with the ¢14+TV regularizer is lower
than that obtained with TV or #; alone, for any value of the
corresponding regularization parameters.

(a): Objective function evolving over iterations, (b): Distance |[u — v||2 evolving over iterations, (c) Rate of change of u evolving over

IV. CONCLUDING REMARKS

We have introduced a new algorithm for solving the
optimization problems resulting from using more than one
regularizer in imaging inverse problems. The algorithm only
requires the ability to efficiently compute the denoising oper-
ator associated to each involved regularizer. It was illustrated
on a problem of image deblurring, with encouraging results.
The lowest MSE obtained using the ¢1+TV regularizer was
lower than that obtained with TV or ¢; regularization alone,
confirming the usefulness of using compound regularization.
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