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Basis ldentification from Random Sparse Samples

Rémi Gribonval, Karin Schnass

Abstract—This article treats the problem of learning a dictio- assumptions. Georgiev, Theis and Cichocki [7] as well as
nary providing sparse representations for a given signal @ss, Aharon, Elad and Bruckstein [2] describe more geometric
via £,-minimisation. The problem s to identify a dictionary ®  jqangifiability conditions on the (sparse) coefficientsraiiting

from a set of training samplesY knowing that Y = ®X for data i ideal lete) dicti Both h
some coefficient matrixX. Using a characterisation of coefficient data in an ideal (overcomplete) dictionary. Both approache

matrices X that allow to recover any basis as a local minimum t0 the identifiability problem rely on rather strong spassit
of an ¢;-minimisation problem, it is shown that certain types of assumptions, and require a huge amount of training samples.

sparse random coefficient matrices will ensure local idenfiability  |n addition to a theoretical study of dictionary identifiityj
of the basis with high probability. The typically sufficient number o4 cited papers provide algorithms to perform the desired
of training samples grows up to a logarithmic factor linearly with . e A .
the signal dimension. identification. Unfor_tunately the naive |mp_lementat|orthx§se _
provably good dictionary recovery algorithms seems combi-
Keywords: basis identification{;-minimisation, sparse sam-natorial, which limits their applicability to low dimensial
ples data analysis problems and renders them fragile to outliers
i.e. training signals without a sparse enough representati
. INTRODUCTION In this article we will study the question when a basis can
Sparse signals are useful. They are easy to store andoéo learned via¢;-minimisation [18], [15], and thus by a
compute with and, as has become apparent through the themsy-combinatorial algorithm. More precisely, assumingtth
of compressed sensing, they are also easy to capture. Howewer training signals are generated from an 'ideal’ basiswit
finding sparse representations is far from easy and by nesndom sparse components we will analyse how many of
there exists a quite comprehensive literature on algostand these training signals are typically necessary to recdver t
solutions strategies, for a starting point see e.g. [14],[ld, basis with high probability. The special case when the basis
[17]. In any of these publications one will more likely tharis orthogonal has already been treated in [8] but the proba-
not find a statement starting with 'given a dictionabyand a bilistic methods used there were not strong enough to peovid
signal having anS-sparse approximation/representation ... analogue results for general bases. In this article we take a
which points exactly to the remaining problem. If one has mew approach to the problem leading to stronger probaibilist
class of signals and would like to find sparse approximatiopstimates.
someone still has to provide the right dictionary. For mariy the next sections we will shortly describe dictionary
signal classes, good dictionaries like time-frequencyimet learning via/;-minimisation and state an algebraic recovery
scale dictionaries are known and from theoretical studyhef tcondition. In Section IV we introduce the random coefficient
signal class it might be possible to identify one that will fimodel and state our main theorem about the necessary number
well. However, if one runs into a new class of signals, chancef training signals. We then sketch the main ideas of thefproo
that the best fit will already be known are quite slim and going into detail as space allows. The last section is déslica
can be a time consuming overkill to develop a deep theory like the discussion of future work.
that of wavelets every time. An attractive alternative agoh
is dictionary learning, where one tries to infer the diction [I. DICTIONARY LEARNING VIA ¢1-MINIMISATION
that will provide good sparse representations for the whole
signal class from a small portion of training signals.
Considering the extensive literature available for therspa
decomposition problem, surprisingly little work has be
dedmated_ to theoretlcal_d|ct|onary learning so far. Thedist and a candidate dictionad consisting of K atoms, one can
several dictionary learning algorithms [5], [12], [1], [1Dbut measure the global sparsity as
only recently people have started to consider also the éteor
ical aspects of the problem. Dictionary learning finds itstso N
in the field of Independent Component Analysis (ICA) [3], nginﬂxnﬂoa such that®z, = y,, Vn.
where many identifiability results are available, which leger n=1 "
rely on asymptotic statistical properties under independe Collecting all signalsy,, (considered as column vectors) in the
Rémi Griborval is with INRIA. Centre Infia R Bretaohtlant dx N matrix Y and all coefficients,, (considered as column
o e I Refes  rElsghIanlcl: - yvectors in®2X) in the K x N matrix X, the fit between a

Email: remi.gribonval@inria. fr dictionary @ and the training signal¥” can be measured by
Karin Schnass is with the Signal Processing Laboratori@S®), School the cost function

of Engineering, EPFL, Station 11, CH - 1015 Lausanne, Switad, E-mail:

firstname.lastname@epfl.ch. Karin Schnass was partly stggploy NSF grant Co(q’ Y) —

200021-117884/1. ’

The first idea when trying to find a dictionary providing

sparse representations of all signals from a class is to fiiad t

edictionary allowing representations with the most zerofcoe
Hcients, i.e. givenN training signalsy, € R% 1 < n < N,

min || X]|o,
X | ®X=Y



where|| X||o := >_,, |lzn]lo counts the total number of nonzerasignalsy™ by ¢,-minimisation. However, since the minimisers
entries in thei x N matrix X. Thus to get the dictionary pro- of (3) are only unique up to matching column (resp. row)
viding the most zero coefficients out of a prescribed calbect permutation and sign change &f(resp.X), and also because
D of admissible dictionaries, we should consider the coteri it is generally hard to find global minima, we will reduce our
) ambition to finding conditions such th&®, X') constitutes

nin Co(2,Y). (@ 4 local minimum, which we will call local identifiability
(%)nditions They guarantee that algorithms which decrease the
1-norm must converge to the true dictionary when started
rom a sufficiently close initial condition.

The problem is that already finding the representati
with minimal non-zero coefficients for one signal in a give
dictionary is NP-hard, which makes trying to solve (1) indiee
a daunting task. Fortunately, the problem above is not only
daunting but also rather uninteresting, since it is notlstab )
with respect to noise or suited to handle signals that arg onl
compressible. Thus the idea of learning a dictionary Afia
minimisation is motivated on the one hand by the goal to haveTo formulate the local identifiability condition, which is
a criterion that is taking into account that the signals rlgh  the starting point for our analysis, we introduce the foilogv
noisy or only compressible and on the other by the succdssck decomposition of the matriX (see Figure 1):
of the Basis Pursuit principle for finding sparse repred@rta | .k is the k-th row of X:

[6], [4]. There thely quasi-norm is replaced with thg-norm,
which also promotes sparsity but is convex and continuous.
The same strategy can be applied to the dictionary learning,
problem and thelyp-cost function can be replaced with the
£1-cost function

. L OCAL IDENTIFIABILITY CONDITIONS FORBASIS
LEARNING

« Ay is the set indexing the nonzero entriesadfand A,
the set indexing its zero entries;
s* is the row vectosign(z*)4,;
o X} (resp.X;) is the matrix obtained by removing the
k-th row of X and keeping only the columns indexed by
Ci(®,Y):= min | X|1, ) Ay (resp.Ay) .

X ex=y We also definé := ®*® — . Thek-th column ofM will be
where || X ||y := Y, |lzn|l1. Several authors [18], [14], [13] denoted bym; and the same column without the zero entry
have proposed to consider the corresponding minimisatioarresponding to the diagonal by, := ({«¢¢, Yx))1 << i 021
problem

glel%cl(CP,Y). 3)
Unlike for the sparse representation problem, where this
change meant a convex relaxation, the dictionary learning
problem (3) is stillnot convexand cannot be immediately Xk )0
addressed with generic convex programming algorithms.-How
ever, it seems better behaved than the original problem (1)

K Sk \

because of the continuity of the criterion with respect to A A,
increasing amounts of noise, which makes it more amenable
to numerical implementation. Fig. 1. Block decomposition of the matriXy with respect to a given row

Looking at the problem above, we see that in order to solgie: Without loss of generality, the columns ofg have been permuted so
. - . . " .~ _that the first|Az| columns hold the nonzero entries f while the last|Ay|
it we still need to defin@, the set of admissible dictionarieS,qq its zero entries.

Several families of dictionaries can be considered such as

discrete libraries of orthonormal bases, like wavelet ptsk

or cosine packets. Here we focus on the 'non parametric’ Theorem 3.1:Consider ak’ x N matrix X . If for every k
learning problem where the full x K matrix & has to be there exists a vectaf;, with maxy, ||dx|l < 1 such that
learned. Since the value of the criterion (3) can always be B .

decreased by jointly replacing and X with a® and X/a, Xpdy = X (s*)* — diag([|27|11) jx 1m0k 5)
0 < a < 1, a scaling constraint is necessary and a common ) ] o

approach is to only search for the optimum of (3) within €N (®,X) constitutes a strict local minimum of th&-

bounded domairD. Here we choose criterion. . .
The proof can be found in the forthcoming paper [10] or,
D :={®,Vk, |¢kll2 = 1}. (4)  for orthonormal bases, in [9].

For a discussion of alternative constraint manifolds see fo
instance [10].

The special aspect of dictionary learning treated here v ho
a coefficient matrixX has to be structured such that for any In this section we will derive how many training signals
"reasonable” basi® the pair(®, X) will constitute a global are typically needed to ensure that a basis constitutesad loc
minimum of (3) with inputY = ®X. In other words when minimum of the ¢;-criterion, given that the coefficients of
can a dictionary be uniquely identified from sparse training these signals are generated by a random process.

IV. PROBABILISTIC ANALYSIS



A. The Model the small constant/800. The third is dominated by the first,

We assume that the entries,, of the K x N coefficient and forp >1/1603 the last is dominated by the second. Thus
matrix X are i.i.d. With 25, = €rngin, Where thes, are in this case we can get the cruder but more readable bound.

indicator variables taking the value one with probability % (1-2p)pN
and zero with probabilityl — p, i.e. ¢ ~ pd; + (1 — p)do. P(®) <4K exp | K'log(61 V)~ 13
The variablegy,, follow a standard Gaussian distribution, i.e. (1 - 2p)?pN
centered with unit variance. + 4K exp <_T) .

The important role of the indicator variables is to guararde ) . )
strictly positive probability that the entry,,, is exactly zero. |N€ general behaviour, as predicted by the bound abovegtis th

The assumption that the,, are centered Gaussians with unit0 have a good chance of recovering the dictionary we need
variance is mainly for simplicity reasons as it allows to do ath® number of training signals to grow faster thark’log K
proofs using only elementary probability theory. Howewvee, ©F dlog_d (for a bz_;15|s the number of atoms equals the signal
believe that the same results hold for many other distainsti dimension). This is only a log-factor larger than the abtolu

as long as they show a certain amount of concentration, B¥imum of theK +1 training signals necessary for learning
for instance Bernoulli=1 with equal probability or any other & dictionary of K eIe_ment§. So, as a practical example, for
subgaussian distribution. learning a basis for images of side= 256 x 256 pixels, we

Let us start with a geometric interpretation of the necgssaiould need aroundv = 727000 images. While this is a huge
recovery conditions. number for the more common approach of learning a basis of
patches of sizel = 100 x 100 we would only need around
) o N = 93000 patches, which is still reasonable.

B. Geometric Inspiration To state the theorem in a concrete form, we had to crudely
We want to show that with high probability for each indexbound some intermediate probabilities. The next subsectio
k there exists a vectorl; with |[di[lc < 1 such that gives a skeleton of the proof, indicating where these bounds
Xidi = Xk(sk)* - diag(”l‘j||1)j7ékmk- From a geometric are, so in case all parameters are precisely known, it is easy
point of view, we need to verify that the image of the unito retrace the steps and get the optimal bounds. In the course

cube@™l = [—1, 1)IA+I by the linear operatoX . contains of that we will also prove the following simple but totally
the vectoruy, := X (s*)* — diag(||27]|1) ;.M. One way to abstract theorem.
ensure this to be true is to ask that: Theorem 4.2:If for a basis® we havemax;, |mgll2 < (1—
« the vectoru,, belongs to the Euclidean balts ~!(a) of p) then there exist constants> 0 anda, c < oo, depending
radiusa, i.e., |lukllz < «o; ) ) only onp, such that forN > ¢ - d we have
« the image of the unit cub@!*+l .= [—1,1)1A by X, P(®) < exp(a - dlogd — b- N). )

containsBS ~*(a).

We can see that the probability of satisfying both condgiorp. Skeleton of the Proof - Probability Split

W'" Iarr?ely d(_er%end on the nur?hber r?f :lonthzero ;%efflc(ljents To estimate the overall probability that the original bdsis
In each row. The more zeros, the shorter the Vecorand . - 154l minimum of the -criterion, we have a look at all

zt, thus th(_a more Ilkely_thanukﬂg is small, and the hlgher aspects of the sufficient condition in (5) that could possibl
the dimension of the unit cube, thus more chances its image’, o and bound their probabilities individually. Firate
covers a big ball. So we get a higher probability to_recov Ln take the union bound over every row index
a basis, the sparser the signals are and the more incoherent )

the basis is, i.e. the smallémy||y = ||mg||2. The following  P(®) < P(3k, s.t.Bdy, st ||dlle <1 and Xpdy = uy)
theorem gives concrete estimates, derived by working aut th

K
details of the geometric sketch above. < Z]P’(ﬁdk, St ||di]|eo < 1 and Xpdy = ug) .
k=1
) =P(Oy)
C. Main Theorem We further split by conditioning on the number of zero
Theorem 4.1:Denote the event 'the original basis is not goefficients in each row.
local minimum of the/,-criterion’ shortly by ®'. If for a N

basis® we havemaxy, |mgllz < 2332 and the number of p(@)) = Z P(@y] [Ag| = M) - P(|A| = M)
600(K —1)

randomly generated training signals exceéds> T2 M=0 B B
wherep < 1/2, the probability of ®’ decays as < o ax P(®k| |[Ak| = M) + P(|Ag| & [M;, M,)).
1> > u

P(®) < 2K [eXp ((K — 1) log(61,/£=2) — W) To bound the probability of the first term in the expression
) above, we use the geometric inspiration from SubsectioB.IV-

—(1-2p)*pN —pN
+ e —— 2P V1L (K—-1)e — _ _
Xp( 800 ) ( ) Xp( 1 P(3dy, St ||l < 1 and Xudy = g | |Ag| = M)
2 _ _
+exp (~2°N) | ®) < P(Xu(QM) 2 BE " (anr)) + P(urll2 > an| |Ax| = M).

The crucial probabilities in the bound above are the firstigjen only K training signals the dictionary giving the sparsest regmes
because of the terf®(K log K') and the second because ofation is the set of training signals itself.



Retracing our steps we can thus bound the overall probabilifo finally get a quantitative estimate, we need the following

of failure as two concentration of measure inequalities.
Theorem 4.7:Let A = (A;...Apy) be ad x M matrix,
) < Z max Xk(QM) ) Bf‘l(aM)) with entries as described in Subsection IV-A;; = €;;9:;,
1 MisM<M, i=1...d,j=1...M, andz € R? be a unit vector. Then
+ P(||u > ay, * —e2 M
p (” kll2 Mﬂ a) (||A z||p < Mp(\/j— 5a)) < 2exp (szfsi)

+ ZP(MH ¢ [My, M,]). (8) M

— ZHA 2 > M+/pd 1+Eg)<2exp(2\;ﬁ+\ffg).
7j=1

From (8) it becomes clear how important it is to carefully

choose the parameterd, M, and a,, to keep the sum of The first equation tells us that we need< /2 Mp. Indeed,

all probabilities small. However, to make this choice wetfirgince also the converse bound exists, the probability ofrfignd

need to estimate the magnitude of the probabilities inblve 5 it vector violating the condition in Lemma 4.4 rapidly
approaches 1, meaning that the radius of the maximal ball

E. Estimating the Individual Probabilities cannot excee %]\/[p.

All estimates are based on concentration of measure res@tsoosinge,, = \/2/7—1/3,c5 = 1/3 andey = 107 /p/d
to bound the probability that a random variable deviatesta land taking into account that< %, we get using Corollary 4.6
from its expected value. For conciseness we will skip moshd some simplifications that
proofs which can be found in [10].

The easiest estimate, the probability of the number of zer@(A(QM) ? Bg(@)) < 2exp <dlog(61\/§) _ @) _
coefficients in each row being beloW; or abovel,, is a 5) - D 13
consequence of Hoeffding’s inequality.

Theorem 4.3:Let Y; ... Yy be independent, almost surel
bounded random variables, iB(Y,, € [an,b,]) = 1. Then,
for the sumS =Y; + ...+ Yy andt > 0 we have

2N2¢2

To estimate the probability that the vector = Xy (s*)* —
ydlag(Ha:JH )=k IS NOt contained in the Euclidean ball of
radiusa = Mp/5, we will split it into its two components

and use a union bound for the second term, i.e.

P(S - E(S) > Nt) < eXP(—m)- P([lukllz > @) < P(| X5 (s*)*[|2 > ga)
n=1\Yn = Un .
. . . +ZP(H~’03H1'||mkH2 > (1= q)a),
Applying this forY,, = e, with ¢t = (1 — p)ex we get oy
P(|Ax] < N(1 —p)(1 —€p)) < exp(=2N(1 — p)?e3). for any ¢ € [0,1]. The optimal choice for the parameter

depends on the magnitude |pf1 || measuring the coherence
of the basis. So in case the basis is orthogonal we have
|lmk]l2 = 0 and can sey = 1. For further bounds we need
another two concentration of measure results.

We get a converse inequality with +¢, ) instead of(1 —e,)
usingY,, = 1 — e,,. ChoosingM; = N(1 — p)(1 —ex) and
M, = N(1—-p)(1+ey) leads to

]p(|]\k| ¢ [Mz,Mu]) < 2exp(—2N(1 — p)%e3). Theorem 4.8:a) Let B be a matrix of sizel x L, whose
entries follow the distribution described in SubsectiorAV
Next we will estimate the typical size of the largest ball W, = e;gij,i=1...d, j =1...L, ands be a vector of

can inscribe into the image of the unit cu@@‘k‘ by X when IengthL with entriess; = +1, j = 1... L. Then fore, > 0
|Ax| = M. We start with some geometrical observations.

Lemma 4.4:Let A be a matrix of sizel x M. The image P(||Bs|2 > dLp(1 +.)) < 2exp ( —dpe? > . (9

of the unit cubeR™ by A contains a Euclidean ball of size 6 + 2¢5

if and only if for all z with ||z||2 = 1 there exists @ € Q™, b) Let  be a vector of lengthV, whose entries follow

i.e. ||v]loo <1 such that(Av, z)| > a. the distribution described in Subsection IV-A; = &;g;,
Lemma 4.5:If there exists am-net N for the unit sphere i = 1... N. Then fore,, > 0

in R? such that for allz; € A/ we have av; € QM such that

_pNg2

(Avi,2)| = a and Y, Al < B then A(Q™) 2 Bi(a—  B(lali > L(/2 +em)) < 2exp <p7nff) - (10

Ben).- T em/V2

This leads to the following probabilistic estimate. We apply the theorem to the mater, the vectors* and the
Corollary 4.6: Choose are-net N for the unit sphere in vector z;.. Write shortlyd = K — 1 and sets, = (qa) -1
d \wi 6 \d , , ; _

R with |N| < (). For a random.c.l x M maMtrle = - ]\} Qa \/> to get

(A; ... Ayr) we can bound the probability that(Q ) covers pNImil2

a ball of radiusae — Bepr as P(|lugllz > ) < 2exp ( (2qL Cs) +2dexp (_(1\\:73;2]!\/507")
P(AQM) 2 B(a — fex) iy s

(1 dn) (1- \/jp(lifllwsk\\)
>1- 3 P(|A* ) < ) ZHA l2>8).  with Cs:%’ o NIl q
vt (qo)? (2v2- \/7

[ q)a



Let us investigate the conditions that ¢,,, > 0 in more detail.
Inserting the expected values fat M,L = N — M shows
thatc, > 0 will always be satisfied as soon as the number of
signalsN is large enough.

The condition orc,, is more interesting as in the worst case
for M it is equivalent to||my|l2 < \/g(lgp). Looking back

at the estimate of the radius of the maximal ball we see
that o necessarily has to be smaller th@@Mp, leading to
[lmgll2 < 1—p. This means that as soon @six||2 > (1 —p)

the size of the vecton, grows faster than the size of the
maximal ball, and recovery can no longer be guaranteed.
However, let's assume thdtns||» < 54 and choose; =

20N
1/+/3. If M? > 300dL/p a long calculation shows that we

have
> + 2d exp (—%) .

To get the statement of the main theorem we need to combirﬁﬁ
all the estimates and insert the worst case valuesMoir.

with ep = p/(1 — p).

M2p2

©400L

M
(el > 222) < 2exp<

(2]

V. DISCUSSION Gl

We have shown that for coefficient matrices generated from
a random sparse model the resulting basis coefficient pa}L{]
suffices these conditions with high probability as long as
the number of training signals grows likelogd. These are
exciting new results but since dictionary learning is atreddy
young field they lead to more open questions. For the special
case when the dictionary is assumed to be a basis it would tf8
desirable to show the converse direction, i.e. if the calze [7
of the basis is too high and the training signals are gengrate
by the same random sparse model, the basis coefficient pair
will not be a local minimum. Ideally this breakdown coherenc [
maxy, ||mg||2 would be the same or close td — p). Another  [9]
helpful result would be to prove that under the random model
there exists only one local minimum, which then has
be the global one, and could be found with simple desceni]
algorithms. Numerical experiments in two dimensions suppo
this hypothesis. Figure 2 is a plot of thg-cost || ®~1Y||; (12]
for all possible two-dimensional bases, where both atoras ar
parametrised by their anglg to the x-axis,f; € [0,7]. The
N = 500 training signalsY = ®X were generated using
the random sparse model with= 0.5. As can be seen the
only two local minima are at the original dictionady and
at the dictionary corresponding ® with permuted columns
(the sign ambiguity is avoided by restricting the angleshi® t
interval [0, ).

Finally much harder research will have to be invested {5
extend the current results to the overcomplete and the noisy

(23]

[14]

L1criterionfor oblique bazes

Fig. 2. ¢;1-cost as a function of all two-dimensional bases
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