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Abstract—Frequency-domain methods for estimating mixing
filters in convolutive blind source separation (BSS) sufferfrom
permutation and scaling indeterminacies in sub-bands. Solving
these indeterminacies are critical to such BSS systems. In this
paper, we propose to use sparse filter models to tackle the
permutation problem. It will be shown that the ℓ1-norm of
the filter matrix increases with permutations and with this
motivation, an algorithm is then presented which aims to solve
the permutations in the absence of any scaling. Experimental
evidence to show the behaviour ofℓ1-norm of the filter matrix
to sub-band permutations is presented. Then, the performance
of our proposed algorithm is presented, both in noiseless and
noisy cases.

Index Terms—convolutive BSS, permutation ambiguity, spar-
sity, ℓ1-minimization

I. I NTRODUCTION

The problem of source separation arises in various contexts
such as speech enhancement/recognition, biomedical signal
processing, wireless telecommunication, etc. Mathematical
models of BSS with different levels of complexity have been
proposed by the signal processing community. The most diffi-
cult but close to reality model is of convolutive mixtures. The
underlying model of havingM mixturesxm(t), m = 1 . . .M

from N source signalssn(t), n = 1 . . .N , given a discrete
time indext, is given by

xm(t) =
N

∑

n=1

K−1
∑

k=0

amnksn(t− k) + vm(t) (1)

with vm(t) the noise term. In the matrix notation it can be
written as

x(t) =

K−1
∑

k=0

Aks(t− k) + v(t) (2)

wherex(t),v(t) arem× 1 vectors,Ak is anM ×N matrix
which contains the filter coefficients atkth index. The notation
Amn(t) = amnt will also be used for each mixing filter, which
is of lengthK. The ultimate objective of a BSS system is to
recover back the original source signalssn, n = 1 . . .N given
only the mixturesxm(t), m = 1 . . .M .

A standard approach to separate sources is to first estimate
the mixing matrixA(t) and then recover the sourcessn(t)
[1]. Fig. 1 shows the block diagram of such a system. This

paper focusses on the second block of the system: estimation
of the mixing matrix.

xm(t) ŝn(t)Estimate mixing
matrix Â(t)

Estimate the sources

Fig. 1. Block diagram of a typical BSS system

II. PERMUTATION PROBLEM DESCRIPTION

Several methods have been proposed by the signal pro-
cessing community to estimate the mixing matrices in con-
volutive BSS. Pedersen et. al. present an excellent survey
of the existing methods [1]. Broadly, the techniques can be
classified into time-domain and frequency-domain techniques.
Both approaches have their own advantages and disadvantages.
They are summarized in table 3 of [1].

The context of our problem arises in the frequency-domain
convolutive BSS approach. A survey of these techniques is
provided in [2]. The principle behind the frequency-domain
techniques is that the convolutive mixture case is transformed
(under the narrowband assumption) into complex-valued in-
stantaneous mixture case for each frequency bin:

x(f, t) = A(f)s(f, t) + v(f, t) (3)

wheref = 1 . . . F are the sub-band frequencies.
Several algorithms to estimate mixing matrix in case of

instantaneous mixtures have been developed by the source
separation community [3], [4]. Frequency domain convolutive
BSS systems use one of these standard algorithms on each
frequency bin to provide an estimatêA(f) of A(f). However,
as the estimation is done on each frequency bin independently,
this approach suffers from permutation and scaling indetermi-
naciesin each sub-band f . Specifically, the estimated̂A(f)
is related to the true filter matrixA(f), for eachf in the
following form

Â(f) = A(f)Λ(f)P(f) (4)

whereP(f) is the frequency-dependent permutation matrix,
Λ(f) is a diagonal matrix containing the arbitrary scaling
factors.



The frequency-domain methods have to invariably solve the
permutation and scaling indeterminacy to eventually estimate
A(t) up to a unique global permutation and scalingÂ(t) =
A(t)ΛP.

A. Existing approaches to solve the described problem

There are two main kinds of methods to solve the permu-
tation indeterminacy in the sub-bands of the estimated mixing
filters [1].

The first set of techniques use consistency measures across
the frequency sub-bands of the filters to recover the correct
permutations, such as inter-frequency smoothness, etc. This
category also includes the beamforming approach to identify
the direction of arrival of sources and then adjust the permu-
tations [5].

The second set of techniques use the consistency of the
spectrum of the recovered signals to achieve the same. The
consistency across the spectrum of the recovered signals is
applicable for only those signals which have strong correlation
across sub-bands, such as speech [6].

There has also been some effort to combine the above
mentioned approaches for better performance [7]. Based on the
different definitions of consistency, methods to correct permu-
tations have been proposed in the literature. A categorization
of these methods based on the definition of consistency has
been presented in [1] (Table 4).

III. PROPOSED APPROACH: SPARSE FILTER MODELS

In our work, we propose to use a special type of consistency
that can be assumed on the mixing filters: sparsity. That is, the
numberS of non-negligible coefficients in each filterAmn(t)
is significantly less than its length K. The motivation behind
this approach is that the acoustic room impulse responses
(RIR) tend to have a few reflection paths relative to its
duration. Hence, one can approximate the acoustic RIRs by
sparse filters.

The idea behind our approach is that when the mixing filters
are sparse, the permutations in the sub-bands disturb the sparse
structure of the filters. That is, each filter in the reconstructed
filter matrix Â(t) after sub-band permutations will no longer
be sparse. So, one can hope to correct the permutations by
bringing back the sparse structure in each of the filters.

Ideally, the sparsity of the filter matrix is measured by its
ℓ0-norm, defined as

||A(t)||0 =

M
∑

m=1

N
∑

n=1

K
∑

t=1

|Amn(t)|0. (5)

Lesser the norm, sparser is the filter matrix. However, theℓ1-
norm of the filter matrix defined by

||A(t)||1 =

M
∑

m=1

N
∑

n=1

K
∑

t=1

|Amn(t)| (6)

is also a sparsity promoting norm. It has been shown by
Donoho that working withℓ1-norm is as effective as working
with ℓ0-norm while looking for sparse solutions to linear

systems [8]. Furthermoreℓ1-norm being convex, has certain
computational advantages over the former and is robust to
noise.

In this paper, we concentrate primarily only on the per-
mutation problem and will assume that the estimated filter
sub-bands are free from any scaling indeterminacy. That is

Â(f) = A(f)P(f), f = 1 . . . F. (7)

Hence, when̂A(t) is reconstructed usinĝA(f), given by Eqn.
(7) one can expect an increase in||Â(t)||1. In Sec. IV we
experimentally show that this is indeed the case.

Then in Sec. V we show that if there is no scaling inde-
terminacy, a simple algorithm which minimizes theℓ1-norm
of the filter matrix solves the permutation indeterminacy, even
under noisy conditions.

IV. SOURCE PERMUTATIONS ANDℓ1-NORM

This section presents some preliminary experimental study
on how theℓ1-norm of the filter matrixA(t) is affected by
permutation in the sub-bands.

For experimental purposes, 50 different filter matrices were
synthetically created withN = 5 sources andM = 3
channels, and each filter having a length ofK = 1024 with
S = 10 non-zero coefficients. The non-zero coefficients were
i.i.d. Gaussian with mean zero and variance one. The locations
of non-zero coefficients were selected uniformly at random.
Then for each such instance of filter matrixA(t) the discrete
Fourier transform (DFT)̂Amn(f) was computed for each filter
Amn(t), to obtain the frequency-domain representationÂ(f)
of A(t). These filters were used in the following two kinds of
experiments.

A. Random source permutations

In a practical scenario, each sub-band can have a random
permutation. So, for each filter matrix in the frequency domain,
the sources were permuted randomly in an increasing of
number of sub-bands (chosen at random), and theirℓ1-norms
were computed. The positive and negative frequency sub-
bands were permuted identically.

For one such experimental instance, Fig. 2 shows the
variation of ℓ1-norm against increasing number of randomly
permuted sub-bands. The circle shows the norm of the true
filter matrix. Each star represents the norm after randomly
permuting the sub-bands at random locations. Note the gradual
increase in the norm as the number of sub-bands being
permuted increases. Similar experiments were conducted with
combinations ofM = 3, N = 4 and M = 2, N = 3 and
S = 10, 15, 20, leading to similar observations.

B. Sensitivity of ℓ1-norm to permutations

In order to show that even asingle permutation in only one
sub-band can increase the norm, only two sources, chosen at
random were permuted in increasing number of sub-bands.

For one such instance, Fig. 3 shows a plot of the variation
in ℓ1-norm with the number of sub-bands permuted.The circle
in the plot shows theℓ1-norm of the true filter matrix. Each
star shows the norm after permuting the sources 2 and 3.
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Fig. 2. The variation in theℓ1-norm of the filter matrix against the number
of sub-bands permuted when all the sources are permuted randomly
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Fig. 3. The variation in theℓ1-norm of the filter matrix against the number
of sub-bands permuted when only sources 2 and 3 are permuted.

V. PROPOSED ALGORITHM

With the inspiration from the previous section, we
present an algorithm in this section to solve the permutation
indeterminacy.

Assumption: The estimatêA(f) of the sub-band coefficients
A(f) are provided by some other independent technique and
Â(f) = A(f)P(f), f = 1 . . . F .

Figure 4 shows the block diagram of our approach.
The output from the first block is assumed to be available,
and the algorithm presented in this section is what makes up
the second block.

The absence of scaling indeterminacy while estimating
Â(f) is not totally a realistic assumption. But we feel that this
assumption aids the understanding of connections between the

correction
Permutation

EstimateÂ(f)
Ã(f)xm(t)

Fig. 4. Block diagram of our approach to solve permutation indeterminacy

time-domain sparsity of the filters and controlled disturbances
in the frequency-domain. This understanding will be later use-
ful in handling the arbitrary scaling of sub-band coefficients.

A. Description

We denote the set of all the possible source permutations
by P (|P| = N !) and the inverse discrete Fourier transform
by IDFT . At each sub-band (starting from the first sub-
band), every possible permutationP ∈ P is explored, keeping
the rest of the sub-bands fixed, and only that permutation is
retained which minimizes theℓ1-norm. This ensures thatℓ1-
norm of the filter matrix is lowered to the minimum possible
extent by aligning that particular sub-band. At the end of one
such iteration through all the sub-bands, the norm of the filter
matrix would have significantly reduced. However, as the sub-
bands were locally examined, the resulting norm may not be
the minimum. Hence, the entire process of locally aligning
the sub-bands is iterated several times until the difference in
the norms between iterations falls below a preset thresholdθ.
Algorithm 1 contains the pseudo-code of the description.

Input : Â, θ: The estimated sub-band coefficients ofA(t)
and a threshold

Output : Ã: The sub-band coefficient matrix after solving
for the permutations

(1) Initialize Ã← Â;
(2) Update all sub-bands;

foreach f = 1 : F do
oldÃ← Ã;
foreach P ∈ P do

Ã(f)← Â(f)P;
val(P)← ||IDFT (Ã(f ′))||1, f

′ = 1 . . . F ;
end
P(f)←arg min

P∈P
val(P);

Ã(f)← Â(f)P(f);
end

(3) Test if the algorithm should stop;
if ||Â(t)||1 ≥ ||oldÂ(t)||1 − θ then OutputÃ else
Go to step (2)

Algorithm 1 : Algorithm to solve the permutation inde-
terminacy by minimizing theℓ1-norm of the time domain
filter matrix

B. Objective of the algorithm

The aim of the algorithm is to obtain the sub-band matrix
Ã(f) which would have the minimumℓ1-norm in its corre-
sponding time domain representationÃ(t). However, currently



we do not have analytical proof about the convergence of the
algorithm to the global minimum but only ample experimental
evidence that minimizing theℓ1-norm corrects the permuta-
tions. It should also be noted that once the algorithm stops,
the sources will be globally permuted.

C. Complexity

A brute force approach to solve the idealℓ1-minimization
problem would needN !KK log K operations. In our ap-
proach, each outer iteration needs to inspectN !×K permuta-
tions and at each step, an inverse FFT having a complexity of
K log K has to be performed. Hence, the complexity in each
outer iteration isN !K2 log K. This is still expensive because it
grows in factorial with the number of sources, but it is tractable
for small problem sizes.

VI. RESULTS

In this section we present an illustration of the algorithm
presented above.

A. The no noise, no scaling case

Firstly, we consider the case where the sub-band coefficients
are assumed to be estimated without noise and scaling ambi-
guity. 20 filter matrices with the specificationsN = 3, M =
2, K = 1024 and S = 10 were created, transformed using
DFT and the sub-bands permuted in a similar way as explained
in Sec. IV-A. These were the input to the algorithm. The value
of θ was set to 0.0001 in all the experiments.

The output was transformed back to time domain to com-
pute the reconstruction error. In all the experiments, the
output filters were identical to the true filters up to a global
permutation and within a numerical precision in Matlab.

B. Effect of noise

The estimation of̂A(f) by an actual BSS algorithm invari-
ably involves some level of noise (as well as scaling, which
we do not deal with here). Hence, the permutation solving
algorithm needs to be robust to certain level of estimation
noise. Experiments were conducted by permuting the sub-
bands and adding noise to the coefficients:

Â(f) = A(f)P(f) + N(f) (8)

whereN(f) is i.i.d. complex Gaussian with mean zero and
varianceσ2.

For illustration, Fig. 5 shows an instance of the recon-
structed filter matrix using Algorithm 1 with the input cor-
rupted by additive complex Gaussian noise withσ2 = 0.2.
Each filter had 10 significant coefficients which have been
faithfully recovered, along with some amount of noise.

For quantifying the effect of noise, an input-output SNR
analysis was performed. The input SNR defined in Eqn. (9)
was varied between -10 dB and 40 dB in steps of 5 dB
and the corresponding output SNR defined in Eqn. (10) was
computed. The problem size chosen for the SNR analysis was
N = 3, M = 2, K = 1024. 20 independent experiments were

0 500 1000
−2

−1.5

−1

−0.5

0

0.5

1

1.5

0 500 1000
−2

−1

0

1

2

0 500 1000
−1

−0.5

0

0.5

1

1.5

2

2.5

0 500 1000
−1.5

−1

−0.5

0

0.5

1

0 500 1000
−1.5

−1

−0.5

0

0.5

1

1.5

2

0 500 1000
−3

−2

−1

0

1

2

Fig. 5. Reconstructed filter matrix with additive noise in the sub-bands

conducted for each input SNR level, and the output SNRs were
averaged to obtain each point.

SNRin = 20 log10

(

||A(t)||2
||N(t)||2

)

(9)

SNRout = 20 log10

(

||A(t)||2

||A(t)− Ã(t)||2

)

(10)

The experiments were repeated forS = 10 andS = 25.
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Fig. 6. Plot of output SNR versus input SNR in dB. The definitions of the
SNR are given in equations (9) and (10)

Figure. 6 shows the variation of output SNR (in dB)
with input SNR. Due to the absence of scaling, a perfectly
reconstructed filter will have the same SNR as the input. The
thick line shows the ideal relationship for reference. In the
range of 5 to 10 dB input SNR, the curve forS = 10 coincides
with the ideal line. ForS = 25, the curve coincides with the
ideal line for range of 5 to 20 dB input SNR. At other places,
both the curves closely follow the ideal line suggesting perfect
reconstruction in most number of experiments.

VII. C ONCLUSION AND FUTURE WORK DIRECTION

Frequency-domain estimation of mixing matrices in con-
volutive BSS suffers from the indeterminacies of source



permutations and scaling of sub-bands. Hence, solving the
permutation indeterminacy is an important aspect of such BSS
systems. In this paper, it has been shown that in the absence
of scaling, theℓ1-norm of the filter matrix is very sensitive to
permutations in sub-bands. An algorithm has been presented
based on the minimization ofℓ1-norm of the filter matrix to
solve for the permutations. Experimental results show thatin
the absence of scaling, theℓ1-minimization principle to solve
the permutations performs well even in the presence of noise.

Though the absence of scaling is not a realistic assumption,
it can be a first step towards sparsity motivated permutation
solving methods. Also, the complexity of the algorithm grows
with the N ! and K2, which is expensive even for moderate
values for the number of sourcesN and filter lengthK.

Our future work focusses on the theoretical analysis of
the variation ofℓ1-norm with permutations. This may help
to replace the combinatorial optimization step by an efficient
convex optimization formulation. Further, working with real
world mixing filters, and devisingℓ1-norm based methods
to solve the sub-band scaling ambiguity are some of the
interesting extensions to the presented work.
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