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Solving Sparse Linear Inverse Problems:
Analysis of Reweighted /; and ¢, Methods
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University of California, San Francisco CA 94143
Email: {dwipf,sri} @mrsc.ucsf.edu

Abstract—A variety of practical methods have recently been
introduced for finding maximally sparse representations from
overcomplete dictionaries, a central computational task in com-
pressed sensing and source localization applications as well as
numerous others. Many of the underlying algorithms rely on
iterative reweighting schemes that produce more focal estimates
as optimization progresses. Two such variants are iterative
reweighted ¢; and ¢, minimization; however, some properties
related to convergence and sparse estimation, as well as possible
generalizations, are still not clearly understood or fully exploited.
In this paper, we make the distinction between separable and non-
separable iterative reweighting algorithms. The vast majority of
existing methods are separable, meaning the weighting of a given
coefficient at each iteration is only a function of that individual
coefficient from the previous iteration (as opposed to dependency
on all coefficients). We examine two such separable reweighting
schemes: an /2 method from Chartand and Yin (2008) and an ¢,
approach from Candes et al. (2008), elaborating on convergence
results and explicit connections between them. We then explore
an interesting non-separable variant that can be implemented via
either /5 or ¢; reweighting and show several desirable properties
relevant to sparse recovery. For the former, we show a direct
connection with Chartrand and Yin’s approach. For the latter,
we demonstrate two desirable properties: (i) each iteration can
only improve the sparsity and (ii), for any dictionary and sparsity
profile, there will always exist cases where non-separable ¢,
reweighting improves over standard ¢; minimization.

I. INTRODUCTION

In recent years, there has been considerable interest in find-
ing sparse signal representations from redundant dictionaries
[71, [8], [11], [12], [19]. The canonical form of this problem
is given by,

min lzllo, st y=dx, (1)
where ® € R"*™ is a matrix whose columns ¢; represent an
overcomplete or redundant basis (i.e., rank(®) = n and m >
n), x € R™ is a vector of unknown coefficients to be learned,
and y is the signal vector. The cost function being minimized
represents the ¢y (quasi)-norm of x (i.e., a count of the nonzero
elements in x). If measurement noise or other complications
are present, we instead solve the alternative problem

min [y — ®z|3 + Allzlo, A >0, )

noting that in the limit as A — 0, the two problems are equiv-
alent (the limit must be taken outside of the minimization).

Unfortunately, an exhaustive search for the optimal repre-
sentation requires the solution of up to (’7?) linear systems of
size n X n, a prohibitively expensive procedure for even modest
values of m and n. Consequently, in practical situations there
is a need for approximate methods that efficiently solve (1) or
(2) with high probability. Many recent sparse approximation
algorithms rely on iterative reweighting schemes that produce
more focal estimates as optimization progresses [3], [4], [5],
[15], [16]. Two such variants are iterative reweighted /2 and
¢, minimization. For the former, at the (k + 1)-th iteration we
must compute
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where W(*) is a diagonal weighting matrix' from the k-th
iteration with i-th diagonal element wgk) that is potentially
a function of all ™), ... = Similarly, the ¢, reweighting
variant solves

(k+1) e a2 |

2

although no analytic solution exists in this case and so
a numerical program (e.g., interior point method) must be
adopted. While this is typically an expensive computation, the
number of iterations of (4) required is generally much less
than (3) and, unlike (3), even a single iteration produces a
very sparse solution. A second advantage of (4) is that it is
often much easier to incorporate additional constraints, e.g.,
bounded activation or non-negativity of  [2]. This is because
few iterations are needed and the per-iteration computational
complexity need not change significantly with the inclusion
of many useful constraints. In contrast, with (3) we lose the
advantage of closed-form updates on = when such constraints
are imposed.

In both ¢5 and ¢; reweighting schemes, different methods
are distinguished by the choice of W), which ultimately
determines the surrogate cost function for promoting sparsity
that is being minimized (although not all choices lead to
convergence or sparsity). In this paper we will explore several

IFor notational convenience, our definition of the weights is the reciprocal
of the weights used in several other papers.



different weighting selections, examining convergence issues,
analytic properties related to sparsity, and connections between
various algorithms. In particular, we will discuss a central
dichotomy between what we will refer to as separable and
non-separable choices for W (). By far the most common,
separable reweighting implies that each wgk) is only a function
of xgk). This scenario is addressed in Section II where we
examine the /> method from Chartand and Yin (2008) [4] and
an ¢; approach from Candes et al. (2008) [3], elaborating on
convergence results and explicit connections between them.
In contrast, the non-separable case means that each wgk) is a
function of all (M), ... x®) ie., it is potentially dependent
on all coefficients from all past iterations. Section III explores
an interesting non-separable variant that can be implemented
via either /5 or ¢; reweighting and shows several desirable
properties relevant to sparse recovery. For the former, we
show a direct connection with Chartrand and Yin’s approach.
For the latter, we demonstrate two desirable properties: (i)
each iteration can only improve the sparsity and (ii), for any
dictionary and sparsity profile, there will always exist cases
where non-separable ¢; reweighting improves over standard
¢; minimization. Simulations involving all of these methods
are contained in Section IV.

II. SEPARABLE REWEIGHTING SCHEMES

Separable reweighting methods have been applied to sparse
recovery problems both in the context of the ¢o norm [4],
[10], [15], [16] and, very recently, the /1 norm [3]. All of
these methods (at least locally) attempt to solve

min [ly — e2|3 + A g(lzi), 5)

where ¢(-) is a non-decreasing function. In general, (virtually)
any square-concave® g(-) can be handled using reweighted /5
[15], while any concave g(-) can be used with reweighted ¢4
[9]. Many of these methods have been analyzed extensively
in the past; consequently we will briefly address outstanding
issues pertaining to two new approaches with substantial
promise.

A. /> Reweighting Method of Chartrand and Yin (2008) [4]
In [4] the /5 reweighting

2
wl(k-i-l) . (I§k+1)) 1 e(k+1) 6)

is proposed (among others that are shown empirically to be
less successful as discussed below), where e(k+1) >0is a
regularization factor that is reduced to zero as k& becomes
large. This procedure leads to state-of-the-art performance
recovering sparse solutions in a series of empirical tests
using a simple heuristic for updating e(**) and assuming
A — 0 (noiseless case); however, some convergence issues
are outstanding. Here we sketch a proof that this method
will converge, for arbitrary sequences ¢**1) — 0, to a local

2Square-concavity implies that g(|z;|) = f(x2), where f(-) is concave.

minimum of a close surrogate cost function to (1) (similar
ideas apply to the more general case where A is nonzero).

To begin, we note that there is a one-to-one correspondence
between minima of (1) and minima of

mﬂinZlog |, st.y = dx, @)

which follows since |lzllp = limp.o) |z’ and
lim, o % > (|zi]P = 1) = >, log|z;|. The penalty function
in (7) can be upper-bounded using

1 2
Logl? e < X
where €,7y; > 0 are arbitrary. The second inequality, which
follows directly from the concavity of the log function with
respect to x?, becomes an equality iff 7, = x? + ¢. Now
consider solving

1 1
log |z;| < “logvi — ~, (8
og || +5logyi— 5. (®

2
min (wl te —l—log’yi) , st.y=®x,e >0, >0,V
Yi

€Z,7Y,€ P

©)
where v 2 [v1,...,%m]". Again, there is a one-to-one
correspondence between local minima of the original problem
(1) and local minima of (9). For fixed € and -y, the optimal =
satisfies © = T'®T (@F(I)T)_l y, with T' £ diag[vy] and, from
above, the minimizing ~y for fixed = and € is v; = 2?2 + ¢,
Vi. By construction, coordinate descent over x, -y, and € is
guaranteed to reduce or leave unchanged (9) (the exact strategy
for reducing € is not crucial).

It can be shown that these updates, which are equivalent to
Chartrand and Yin’s {5 reweighting algorithm with wgk) =,
are guaranteed to converge monotonically to a local minimum
(or saddle point) of (9) by satisfying the conditions of the
Global Convergence Theorem (see for example [23]). At any
such solution, ¢ = 0 and we will also be at a local minimum
(or saddle point) of (7). In the unlikely event that a saddle
point is reached (such solutions to (7) are very rare [17]), a
small perturbation leads to a local minimum.

Of course obviously we could set e — 0 in the very first
iteration, which reproduces the FOCUSS algorithm and its
attendant quadratic rate of convergence near a minimum [17];
however, compelling evidence from [4] suggests that slow
reduction of e is far more effective in avoiding suboptimal
local minima troubles.

The weight update (6) is part of a wider class given by

_r
2

(10)

wi D — [(x§k+1))2 + 6<k+1)} '
where 0 < p < 2 is a used-defined parameter. With p = 0,
we recover (6) and also obtain the best empirical performance
solving (1) according to experiments in [4]; other values for
p lead to alternative implicit cost functions and convergence
properties. Additionally, as brought to our attention by a
reviewer, for a carefully chosen e*+1) update, interesting



and detailed convergence results are possible using (10),
particularly for the special case where p = 1 which produces
a robust means of finding a minimum ¢; norm solution using
reweighted /o [6]. However, the selection for e+ ysed to
obtain these results may be suboptimal in certain situations
relative to other prescriptions for choosing p and € (see Section
IV-A below).®> Regardless, the underlying analysis from [6]
provides useful insights into reweighted /5 algorithms.

B. /1 Reweighting Method of Candeés et al. (2008) [3]

An interesting example of separable iterative ¢; reweighting
is presented in [3] where the selection

Y

is suggested. Here € is generally chosen as a fixed, application-
dependent constant. In the noiseless case, it is demonstrated
based on [9] that this amounts to iteratively solving

Wl Ja) 4

n;ln;logﬂxﬂ +e), sty=ox. (12)
The FOCUSS algorithm [17] can also be viewed as an iterative
reweighted /2 method for locally solving (12) for the special
case when e = 0; however, Candes et al. point out that just a
few iterations of their method is far more effective in finding
sparse solutions than FOCUSS. This occurs because, with € =
0, the cost function (12) has on the order of (") deep local
minima and so convergence to a suboptimal one is highly
likely. Here we present reweighted /2 updates for minimizing
(12) for arbitrary €. Using results from [15], it is relatively
straightforward to show that

log (|| +¢) < (13)
1 2
2 [@rz)ted (@207
- +10g B — ™
Vi Yi

for all €,7; > 0 with equality iff v; = 2(z7 + €|z;|). Note that
this is a very different surrogate cost function than (8) and
utilizes the concavity of log (|x;| + €), as opposed to log(z? +
€), with respect to 27. Using coordinate descent as before with

wgk) = ~; leads to the reweighted ¢4 iteration

2
wEkH) — 2 [(chkﬂ)) +e€ ‘wEkH)H )

which will reduce (or leave unchanged) (12) for arbitrary
€ > 0. In preliminary empirical tests, this method is superior
to regular FOCUSS and could be used as an alternative to
reweighted ¢; if computational resources for computing ¢4
solutions are limited. Additionally, the most direct comparison
between reweighted ¢; and /5 in this context would involve
empirical tests using (14) versus the method from Candes et
al., a subject addressed in [22]. Also, it would be worthwhile
to compare (14) using a decreasing ¢ update with (6) since
both are derived from different implicit bounds on log |z;]|.

(14)

3Note that the convergence analysis we discuss above applies for any
sequence of €(®) — 0 and can be extended to other values of p € [0,1).

III. NON-SEPARABLE REWEIGHTING SCHEMES

Non-separable selections for W) allow us to minimize
cost functions based on general, non-separable sparsity penal-
ties, meaning penalties that cannot be expressed as a summa-
tion over functions of the individual coefficients as in (5). Such
penalties potentially have a number of desirable properties
[20], [21]. One particularly useful non-separable penalty is
given by

ga(lzl) £

mln 2 T 'z 4+ log|al + ®T®T|, (15)
y>

where « > 0, T' £ diag[y], and || £ [|z1],...,|zm|]T.
The motivation for (15) is derived from a dual-space view
[20] of sparse Bayesian learning [18] and automatic relevance
determination [14]. The analysis in [20] reveals that replacing
=)o with go(Jz]) and o — O leaves the globally minimizing
solution to (1) unchanged but drastically reduces the number
of local minima (more so than any possible separable penalty
function). It can be shown that g,(|x|) is a non-decreasing
concave function of both |z| and =2 £ [22,... 227 [21],
therefore (perhaps not surprisingly) minimization can be ac-
complished using either iterative reweighted o or ¢;.

A. /> Reweighting

There exist multiple ways to handle {5 reweighting in terms
of the non-separable penalty function (15) for the purpose of
solving

min |y — ®z(3 + Aga(|z]). (16)
Different sets of upper-bounding auxiliary functions (which
are tight in different regions of x space) lead to different
choices for W (¥) with different properties. One useful variant
that reveals a close connection with Chartand and Yin’s

method can be derived as follows. Using standard determinant
identities we get

do(lz]) < x'T7'z +loglal + OT”|
= z'T 'z +log|l|+logla '®T®d + T
+ nloga
< zTr 'z 4 log|T| + zT'yfl h*(z) + nlog«

= nloga—nh +Z( +log’yz>(17)
where v =1 £ [y, ... 417 and h*(z) denotes the concave
conjugate * of log |a~1®T® +T'~!| with respect to I'~*. The
bound holds for all non-negative vectors z = [z1, .. zm]T.
Coordinate descent over x, 7, and z (again with w;"" = ;)
then leads to the weight update

4The concave conjugate is a function that arises from convex analysis and
duality theory [1]; in this instance it is computed via
h*(z) = m>irazT~fl —logla~t®T® 4+ 171
Y=
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w§k+1) (xgk-i-l)) +Zi(k+1)
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1
wgk)qbf (aI + @W(k)CI)T) qbiwgk),

(18)

which can be computed in O(n?m), the same expense as
each solution to (3). Note that since each weight update
is dependent on previous weight updates, it is implicitly
dependent on previous values of «, unlike in the separable
case above.

The form of (18) is very similar to the one used by
Chartrand and Yin. Basically, if we allow for a separate ¢;
for each coefficient x;, then the update (6) is equivalent to the
selection

eEkH) — wgk)l — wl(k)(ﬁ? (OJ + @W(k)fl)T) ! qSiwgk).
(19)
Moreover, the implicit auxiliary function from (8) being mini-
mized by Chartrand and Yin’s method has the exact same form
as (17); with the latter, coefficients that are interrelated by
a non-separable penalty term are effectively decoupled when
conditioned on the auxiliary variables z. And recall that one
outstanding issue with Chartrand and Yin’s approach is the
optimal schedule for reducing e(*), which could be application
dependent and potentially sensitive. So in this regard, (19) can
be viewed as a principled way of selecting € so as to avoid,
where possible, convergence to local minima. In preliminary
experiments, this method performs as well or better than the
heuristic e-selection strategy from [4] (see Section IV-A).

B. /1 Reweighting

Using similar methodology, a reweighted ¢; implementation
is easily derived with desirable convergence properties [20].
The requisite T/ (*+1) update is given by

wgk-&—l)

(20)

[N

[@T (aI + oW ™ diag HNWH <1>T)71 ¢l}

for all 4. This procedure is guaranteed to aid performance in
the sense described by the following two results, which apply
in the case where o — 0, A\ — 0 (zero noise limit):

Theorem 1: When applying iterative reweighted ¢; using
(20), the solution sparsity satisfies ||x*+1)||o < ||z ||o.

So continued iteration can never do worse. The proof is
contained in [22]. Now define spark(®) as the smallest
number of linearly dependent columns in ®. It follows then
that 2 < spark(®) < n + 1.

Theorem 2: Assume that spark(®) = n + 1. For any
instance where standard ¢; minimization fails to find some x*

drawn from support set S with cardinality |S| < (";1), there

exists a set of signals y (with non-zero measure) generated
from S such that non-separable reweighted ¢;, with W ()
updated using (20), always succeeds but standard ¢; always
fails.

This result is proved in [22]. Note that Theorem 2 does not in
any way indicate what is the best non-separable reweighting
scheme in practice (for example, in our limited experience with
empirical simulations, the selection a = 0 is not necessarily
always optimal). However, it does suggest that reweighting is
potentially effective in a variety of situations.

Before proceeding to empirical comparisons, it is worth
relating Theorem 2 with results from Davies et al. (2008)
[5], where it is shown that for any sparsity level, there will
always exist cases (albeit of measure zero) where, if standard
¢1 minimization fails, any admissible ¢, reweighting strategy
will also fail. In this context a reweighting scheme is said to
be admissible if: (i) wgl) = 1 for all ¢ and, (ii) there exists
a w,(fz)n > 0 such that for all k and 1, wgk) > w,(fz)n and if
2 =0, then w® = w*) 5

2 4 2 man

Interestingly, the non-separable reweighting from (20) does
not satisfy this definition despite its effectiveness in practice
(see Section I'V-B below); however, in [22] we suggest slightly
modified versions of admissibility that accommodate a wider
class of useful algorithms. While details are deferred, more
general reweighting strategies can sometimes be advantageous
for avoiding local minima. Regardless, we stress the contrast-
ing nature of Davies et al.’s result versus our Theorem 2. The
former demonstrates that on a set of measure zero in & space, a
large class of reweighting schemes will not improve upon basic
¢1 minimization, while the latter specifies that on a different
set of nonzero measure on S, some non-separable reweighting
will always do better.

IV. EMPIRICAL RESULTS

This section contains a few brief experiments involving the
various reweighting schemes discussed herein. First we include
a comparison of /o approaches followed by an ¢; example
involving non-negative sparse coding.

A. Reweighted ¢, Example

Monte-Carlo simulations were conducted similar to those
performed in [4], [6] allowing us to compare the separable
method of Chartrand and Yin with the non-separable update
(18) using o« = 0. As discussed above, these two methods
differ only in the effective choice of the e parameter. We also
include results from the related method in Daubechies et al.
using p = 1, which gives us the basis pursuit (minimum ¢;
norm) solution, and p = 0.6 which works well in conjunction
with the proscribed e update based on the simulations from
[6]. Note that the optimal value of p and e for sparse recovery
purposes can be interdependent and [6] reports poor results
with p much smaller than 0.6 when using their e update.

SNote that we have modified this definition slightly to account for the fact
that we define our weights as the reciprocal of those used in [5].



Additionally, there is an additional parameter K associated
with Daubechies et al.’s algorithm that must be set; we used
the heuristic taken from the authors’ Matlab code.®

The experimental particulars are as follows: First, a random,
overcomplete 50 x 250 dictionary ® is created with iid unit
Gaussian elements and ¢ normalized columns. Next, sparse
weight vectors * are randomly generated with the number
of nonzero entries varied to create different test conditions.
Nonzero amplitudes are drawn iid from one of two experiment-
dependent distributions. Signals are then computed as y =
®x*. Each algorithm is presented with y and ® and attempts
to estimate x* using an initial weighting of wgl) =1,Vi. In
all cases, we ran 1000 independent trials and compared the
number of times each algorithm failed to recover *. Under
the specified conditions for the generation of & and y, all
other feasible solutions & almost surely have a sparsity less
than x*, so our synthetically generated coefficients must be
maximally sparse.

Figure 1 displays results where the nonzero elements in x*
were drawn with unit magnitudes. The performance of four
algorithms is shown: the three separable methods discussed
above and the non-separable update given by (18). For al-
gorithms with non-convex underlying sparsity penalties, unit
magnitude coefficients can be much more troublesome than
other distributions because local minima may become more
pronounced or numerous [21]. In contrast, the performance
will be independent of the nonzero coefficient magnitudes
when minimizing the ¢; norm (i.e., the p = 1 case) [13], so we
expect this situation to be most advantageous to the /; norm
solution relative to the others. Nevertheless, from the figure
we observe that the non-separable reweighting still performs
best; out of the remaining separable examples, the p = 1 case
is only slightly superior.

0.8- 8
0.7+ ‘\‘x ‘\“ 4
0.6 RN 1

0.5 1

p(success)

0.4r 1

-+-sep, p = 1.0, & update from [6] ‘

0.2[|---sep, p = 0.6, £ update from [6] Ny

0.1 *-sep. p = 0.0, € update from [4]

——non-sep |

% 10 12 14 16
*

[l [lo

Fig. 1.  Iterative reweighted ¢2 example using unit magnitude nonzero
coefficients. Probability of success recovering sparse coefficients for different
sparsity values, i.e., ||z*||o.

Figure 2 reproduces the same experiment with nonzero ele-
ments in * now drawn from a unit Gaussian distribution. The

Shttp://www.ricam.oeaw.ac.at/people/page/fornasier/menu3.html

performance of the p = 1 separable algorithm is unchanged
as expected; however, the others all improve significantly,
especially the non-separable update and Chartrand and Yin’s
method. Note that we have also included a second non-
separable variant labeled ‘non-sep+’ in which we added an
additional decaying regularization term to (18). Although we
adopted a simple heuristic for this task (like Chartrand and
Yin’s method), based on results in the figure, this demonstrates
that better performance is definitely possible and that (18)
is by no means optimal. Of course presumably all of these
methods could be improved through additional modifications
and tuning (e.g., a simple hybrid scheme is suggested in [6]
that involves reducing p after a ‘burn-in’ period that improves
recovery probabilities marginally); however, we save thorough
evaluation of such extensions to future exploration.

0.9‘\:-‘.
0.8
0.7t
@ 0.6
172
3]
3 osf
=
< 04 . .
ST : >
0.31-|~*-sep, p = 1.0, € update from [6] K
-+-sep, p = 0.6, € update from [6]|
0.21|---sep, p = 0.0, & update from [4] 1
0.1+ |—non-sep ]
| |=non-sep+ 5 )
% 12 14 16 18 20 22
lz*[lo
Fig. 2. TIterative reweighted £5 example using Gaussian distributed nonzero

coefficients. Probability of success recovering sparse coefficients for different
sparsity values, i.e., ||z*||o.

B. Non-Negative Sparse Coding Example via Reweighted ¢,
Minimization

As an example of non-separable ¢; reweighting, we per-
formed a simple experimental test similar to the previous
section. Each trial consisted of generating a 50 x 100 dictionary
® with iid Gaussian entries and a sparse vector * with 30
nonzero, non-negative coefficients. A signal is computed using
y = Px* as above. We then attempted to recover x=* by
applying non-separable ¢; reweighting to y and ¢, with a
non-negativity constraint applied to (4) at each iteration and
using a = 1. This selection was found to work somewhat
better than o = 0 (as was used for reweighted ¢5), although
we have not fully explored what the optimal value might be.
Since we are working with a noise-free signal, we also assume
A — 0 and so the requisite coefficient update becomes

(k+1) - T — S 0.V
T — argm:gnz MGk sty =®x, x; >0,Vi,

3 K3

(2D
which can be solved using a straightforward linear program.
Assuming W) = [, then the first iteration amounts to the



non-negative minimum ¢; solution. Results from 1000 random
trials are displayed in Figure 3, where standard non-negative
1 succeeds less than 40% of the time; however, with only four
reweighted iterations using (20), success improved to almost
90%. This demonstrates both the efficacy of reweighting and
the ability to handle constraints on x.

p(success)

0.3 i

0.2 b

0 I I I 1 1 1
1 2 3 4 5 6 7 8

# of {1 reweighted iterations

Fig. 3. Non-negative sparse coding example. Probability of success recover-
ing sparse, non-negative coefficients as the number of reweighted ¢ iterations
is increased.

V. DISCUSSION

In this paper we have briefly explored various iterative
reweighting schemes for solving sparse linear inverse prob-
lems, elaborating on a distinction between separable and non-
separable weighting functions. Although a large number of
separable algorithms have been proposed in the literature, the
non-separable case is relatively uncommon and, on the surface,
may appear much more difficult to work with. However,
iterative reweighted ¢; and ¢y approaches provide a conve-
nient means of decoupling coefficients via auxiliary variables
leading to efficient updates that can potentially be related to
existing separable schemes. In general, a variety of different
algorithms are possible by forming different upper-bounding
auxiliary functions. While the non-separable algorithms we
have discussed show considerable promise, we envision that
superior strategies and interesting extensions are very possible.

One direction of future research is the application and
analysis of various reweighting schemes to the simultaneous
sparse approximation problem, which is a special case of
covariance component estimation [20]. In this scenario we
are presented with multiple signals y1, Y2, . . . that we assume
were produced by coefficient vectors 7, x5, . .. characterized
by the same sparsity profile or support. All of the algorithms
discussed herein can naturally be expanded to this domain by
applying an /5 norm penalty to the aligned elements of each
coefficient vector. With reweighted {5, this transition is very
straightforward and easy to implement. In contrast, reweighted
¢y requires the solution of a second-order-cone program at
each iteration. Preliminary results indicate that non-separable

methods can significantly widen their performance advantage
over their separable counterparts in this domain.
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