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A LPV approach to control and real-time scheduling codesign:
application to a robot-arm control

Olivier Sename, Daniel Simon and Mongi Ben Gaid

Abstract— This paper deals with real-time control under trajectory. The design of the real-time control scheme rgedo
computational constraints. A robust control approach to in the context of robust control for LPV systems.
control/real-time sch_edullng co-design is proposed using the Thanks to recent works on robust linear control [7],
H framework for Linear Parameter Varying (LPV) polytopic d ref herei . . liind
systems. The originality consists in a new resource sharing [8]5.86_' an. references therein, Linear Matrix Inequalia
between control tasks according to the controlled plant per- Optimization tools (see e.g. [9], [10]) and referencesetrer
formances. Here the varying parameters are images of the robust controller synthesis theory is now well established
control performance w.rt. the sampling frequencies. Then a and widely used in control applications. This approach
LPV based feedback scheduler is designed to adapt the control ;o a5 nossible to tackle the non-linearities of a system by
tasks periods according to the plant behavior and to the ideri h o d build
availability of computing resources. The approach is illustrated CONSI€ring them as parameter uncertainties and to bul
with a robot-arm controller design, whose feasibility is assessed robust controllers w.r.t. these uncertainties. LPV theaky
in simulation. _ _ lows to model the non-linearities or to make the controller
Keywords: control/computing co-design, robust control, LPV' performances varying through the linear introduction of
Systems, resource management parameters. Hence, since a decade, LPV modelling is being

increasingly used and allows to extend classical lineangsbb

control methodology to a larger class of systems, keepieg th

Optimisation of computing resources in computertsage of linear tools.
controlled systems is a challenging problem. Current solu- Following the preliminary results in [2] a LPW feed-
tions consist in on-line changing the algorithm or adaptin§ack scheduler is designed in this paper, which is new in
the sampling period in order to increase the flexibility bythe context of real-time control. The objective is to adapt o
adaptation of the processor utilisation. line the control task periods (i.e. the varying parameteos)

This recent research field has received few attention in tfly according to the availability of computing resources b
past. In [1] some sampling period dependent PID controllé¥s0 to the plant performances.
is developed and a feedback scheduler based on a LQ optiln section Il the need for more flexible real-time schedul-
misation of the control tasks periods is proposed to chand@d is stated and some features on feedback scheduling are
on-line the sampling periods of the controller according t@iven. Section IIl presents the main result of the paper, i.e
the resource availability. In [2] a processor load regafati an original strategy for control-scheduling co-design ahhi
is proposed and applied for real-time control of a robot arnfonsists in a LPV feedback scheduler where the varying pa-
In [3], some results are given using the lifting techniquéameter is function of the process to be controlled. This new
for output-feedback synthesis for LPV sampled-data systenimethodology is illustrated on a robot-arm control problem
where the sampling period may also be parameter varyinj section IV.
Finally methods to design sampling period dependent con-
trollers have been proposed in [4] for RST ones and in [5], |- PROBLEM STATEMENT AND STATE OF THE ART
[6] using theH, control approach LPV polytopic systems. A, The need for more flexible real-time scheduling

However in all these studies the variation of computing -
resources is linked to the real-time system performancg onl Empedded digital coniro| systems use a computer to
and not to the plant expected performances. In this paper J@S”Od'cé"y sample sensors, compute a-control I.aw and ;end
will provide a methodology to design a feedback schedulin ontrol signals to the actuators of a continuous time playsic
controller which will make the resource utilization vary on rocess.

line according to the resource availability and to the plant ImpIementhon relgted ISSUes In d'g"?" _control are the
control latencies and intervals, and also timing uncetitesn
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olivier.sename@ipsa-|ab.inpg.fr ever, a shown in [14], a robust closed-loop system is, to
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plant modelling and actual QoCs

for fixed priorities or Earliest Deadline First for dynamic
ones), which are not control aware but only computing awaresiobal cbietiive
Finally off-line schedulability analysis rely on a right
estimation of the tasks worst case execution time. However wamger®
in embedded systems the processors use caches and pipeliéﬁgﬁ%ﬁ%mg
to improve the average computing speed while decreas-
ing the timing predictability. Another source of uncertgin Foaas poiectves
may come from some pieces of the control algorithm. For
example, the duration of a vision process highly depends
on incoming data from a dynamic scene. In a dynamic
environment, some control activities can be suspended or
resumed and control algorithms with different costs can be Fig. 1. Hierarchical control structure
scheduled according to various control modes leading to
large variations in the computing load.

Thus real-time control design based on worst case ex@hich is not further detailed in this paper. Notice that such
cution time, maximum expected delay and strict deadlineg manager may give a reference to the controller resource
inevitably leads to a low average usage of the computingtilisation.

resource and to a poor adaptivity w.r.t. a complex execution The design problem can be stated as control performance
enVironment. A” these dra.WbaCkS Ca” fOI‘ a better In'[egl'a'[ Optimisation under constraint of available Computing re-
of control goals and computing capabilities through a cosources. Early results come from [18] where a problem
design approach. of optimal control under computation load constraints is
B. About feedback scheduling theor.etically solved by a fee;dback schedyler, but' leads to a
o ) solution too complex to be implemented in real-time. Then
Some preliminary works have been done in the last decaflf4] shows that this optimal control problem can be often

in view of control/scheduling co-design, for instance iB][1 simply implemented by computing the new tasks periods by
for off-line iterative optimisation of scheduling parareet. ¢ rescaling:

Concerning co-design for on-line implementation, recent - L U
results deal with varying sampling rates in control loops in hi™" =h; U
the framework of linear systems: for example [16] show that, P
while switching between two stable controllers, too fregue where Uy, is the utilisation set-point an@’ the estimated
control period switches may lead to unstability. Moreove€PU load. The feedback scheduler then controls the pro-
most real-life systems are non-linear and the extrapalaticcessor utilisation by assigning task periods that optirttige
of timing assignment through linearisation often givesgiou overall control performance. This approach is well suited
estimations of allowable periods and latencies or even cd@r a "quasi-continuous” variation of the sampling periods
be meaningless. In fact, the knowledge of the plant’s bedf real-time tasks under control of a preemptive real-time
haviour w.r.t varying sampling is necessary to get an efficie operating system.
control/scheduling co-design: the on-line combinatioe th Another approach has been used in the framework of the
control performance and implementation constraints lead so-called(m,k)-firmschedulability policy, where the schedul-

a feedback scheduling approach. ing strategy ensures the successful execution of at heast

This approach has been initiated from both the realhstances of a given task (or message sending) for each time
time computing side [17] and the control side [1]. Thewindow of lengthk slots. Hence a selective data drop policy
idea consists in adding to the process controller an outéxs in [19]) or a computing power allocation to selected
sampled feedback loop ("scheduling regulator”) to controlasks (as in [20]) can be used to perform optimal control
the scheduling parameters as a function of a QoC (Qualigf a plant under constraint of computing or communication
of Control) measure. Indeed the objective is to increadémitations. This latter approach is well suited for non-
the control performance (via efficient resource sharing) arpreemptive scheduling of control tasks and for networked
robustness w.r.t timing uncertainties. control systems subject to messages loss : the tasks or mes-

Figure 1 gives an overview of a feed-back scheduler arch$ages are scheduled to jointly perform congestion avoelanc
tecture where an outer loop (teeheduling controlléradapts and optimal control.
in real-time the scheduling parameters from measurementsFinally the authors have used in [21] a LQG approach to
taken on the computer's activity, e.g. the computing loadlesign the feedback scheduling controller while in [2] an
Besides this controller working periodically (at a rateger H., approach is proposed for a multi-task control systems,
than the sampling periods of the plant control tasks), th@ssuming an a priori distribution of the computing resosirce
system'’s structure may evolve along a discrete time scaletween the control tasks.
upon occurrence of events, e.g. for new tasks admissionHowever the distribution is fixed and the feedback schedul-
or exception handling. These decisional processes may img strategy only ensures the use of computing resources
handled by another real-time task, tbeheduling manager as a function of the resource constraints (availability N
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plant information is used to make the resource distribution Now for a n-multi-tasks control system, one should note
optimal w.r.t the closed-loop performances of the plantdo bthat, as shown in [22], if the execution times are constant,
controlled by the real-time computer. then the relation7 = """ | C;f; (where f; = 1/h; is the

In the following section the approach in [2] is extendedfrequency of the task) is a linear function (while it wouldtno
allowing to make the distribution of the computing resosrcebe the case if expressed as a function of the task periods).
to vary according to the plant trajectory, which is new in theherefore, using (1), the estimated CPU load is given as:
context of real-time feedback scheduling. (1-2) &

The next section concerns the main paper result, i.e. the Ul(khs) = > @i(khs) fi(khs) 2
design of a new methodology for real-time control. It cotssis Z—A i=1
in designing a LPV feedback scheduler where the varying yoyever in practice, the execution-time of the control

parameter is function of the process to be controlled. tasks may vary according to the run-time environment (e.g.
processor speed). As proposed in [2], a "normalized” linear
model of the task (i.e independent on the execution time),
G, is used for the scheduling controller synthesis wiieise
Feedback scheduling is a dynamic approach allowing @mitted and will be compensated by on-line gain-scheduling
better usage of the computing resources, in particular whegm/a) as shown below.
the workload changes (e.g. due to the activation of an
admitted new task). Here the CPU activity will be controlled
according to the resource availability by adjusting schiadu

TR T e T
parameters (i.e. period) of the plant control tasks. Howeve . .
. . Also, as explained above the use of computing resources

the use of computing resources should also be linked tQ

. 4 IS chosen to depend on the plant trajectory. Hence the dontro
the dynam.|cal behaylor OT the plant(s) to be_contrqlledSCheme of computing resource control is illustrated in ggur
Indeed while controlling different subsystems in a singl

L I 3 for a 2-tasks control systems for simplicity.
computer it is natural to ensure the resource availabiligmv y plcity
large transient behaviors occur. The main result given in

IIl. ALPV FEEDBACK SCHEDULER IN VIEW OF PLANT
CLOSED-LOOP PERFORMANCES

Gi(z) = U(z) _1=A i=1 n 3

this section consists in deriving a new feedback scheduling @
. . . . . Uothers H(Z)
controller which will depend on the plant trajectory in view n
of an "optimal” resource sharing. It is designed in the 1 APF— Task +
LPV/H,, framework for polytopic systems. Ur (2, o il h
Following previous authors’ results in [2], the feedback - |_ L | /2 7|C — Task
scheduling is illustrated in Fig 2 as a dynamical system =

between control task frequencies and processor utilisatio
As far as the adaptation of the control tasks is concerned,
the load of the other tasks is seen as an output disturbance.

" In figure 3 the interval of frequencies is limited by

”+ the "saturation” block,x represents a set of real parame-
LT Scheduling | fi Plant + ters {a1,ao,...,a,} dedicated to the set of control tasks
U: q?_’ controller [~ | contr(ﬁﬁasks_> { 152 ! n}

Fig. 3. Control scheme for CPU resources

{U1,Us,...,U,}. These parameters will be used to make
the resource sharing vary according to the plant trajectory
For instance, in a 2 control-tasks system, wHére U;+Us,

we will require that :

Fig. 2. Feedback scheduling bloc diagram

We assume that the CPU utilization is measured or esti- U, = aU (4)
mated. Let us first recall that the scheduling is here limited Us = (1—a)U (5)
to periodic tasks. In this case the processor load induced by
a task is defined by/ = + wherec andh are the execution « being a varying parameter.
time and period of the task. Hence processor load induced byThis makes the control scheme flexible enough to dis-
a task is estimated, in a similar to way [1], for each periodiribute on-line the use of computing resources to the dffer

hs of the scheduling controller, as: control tasks. The choice of the value of the time-varying pa
rameters{ay, as, . .., ay} can be realized by many different
: ways, from on-line computation of optimal cost functiores, t
Ukh, = A Ug—1yn, + (1 = A) P (1) a dependency on the control effort. It will be illustrated in
—1)hs

details in section IV for the robot-arm control example.

whereh is the sampling frequency currently assigned to Here the design of the controlléf («) is done using the
the plant control task (i.e. at each sampling instaint) and H., control approach for LPV systems. Thé., control
¢ is the mean of its measured job execution-timeis a scheme to synthesize the controll€i(«) is given in figure
forgetting factor used to smooth the measure (hete0.3). 4.



Uothers . .
€1 By solving theH . problem for the LPV system using the
Yalmip interface and Sedumi solver [9], [10], one obtains
. ~opt = 1.8885, and a controller of order 7.

IV. APPLICATION TO A ROBOFARM CONTROL

We consider here a seven degrees of freedom Mitsubishi
€2 PA10 robot arm that has been previously modelled and
calibrated [2].
The problem under consideration is to track a desired
Fig. 4. A LPV Hinf controller for CPU resources trajectory for the position of the end-effector. Using the
Lagrange formalism the following model can be obtained:

In figure 4, G’ is the model of the scheduler, the output I'= M(q)j + Gra(q) + C(q,q) (16)

g; ;\:Ih It(;r;klsl ot:des V;SCti(r)]r (g; ?II\I/ etii(é,lojdﬁ' To 1?e:t”t]zeHsumwhereq stands for the positions of the jointd/ is the

transfer function represents the sensor dynamical behlavidner.t'a. matnx,Gm s the gr_av!ty forces vector and gathers
oriolis, centrifugal and friction forces.

which measures the load of the other tasks. It may be a fir tTh fruct £ the (ideal) i - iroller i
order filter. The templatéV, specifies the performances on € structure ot the (i e?) Inearising controfier in
compensation of the Gravity, Coriolis/centrifugal effecd

the load tracking error. It is chosen in the continuous-tim : o : o
domain as ° nertia variations as well as a Proportional-Derivativé®)P

' s/M + wy controller for the tracking and stabilisation problem, bét
s+ wge form:

with M = 2, w, = 10rad/s, € = 0.01 to obtain aclosed-  I' = Gra(q) + C(q,q) + Kp(ga — @) + Kal(da — ), (17)
loop settling time o800 ms, a static error less than% and . ) .
a good robustness margin. leading to the linear closed-loop systeéWi(q)§ = K, (qq —
The resource distribution is realized through th&«) q) + Ka(da — ), _ »
matrix defined below. Note that for a n-multi-tasks system*Neréqa andq, stand for the reference trajectory positions

and velocities.
U = U+Us+...+0U, (7) The controller is split in five tasks, i.e. a specific task is
U = (q+ag+...+a,)U (8) considered for the PD control, the trajectory generatiosh an
for the Gravity, Inertia and Coriolis compensations, inesrd
to use a multi-rate controller. In this feedback scheduling
U, = aU 9 scheme, only the periods of the compensation tasks will be
adapted, as they are time consuming compared with the PD

We(s) =

wherea; +as + ...+, = 1. Then:

2
Uz = U= OTIUl (10)  task while being less critical for the stability.
as . . .
Us = agU= oTU2 (11) A Performance evaluation of the control tasks in view of
2 optimal resource distribution
o (12) In order to associate the use of computing resources
U, = a,U=—"U,, (13) with the robot trajectory, the contribution of each of the
Qp—1

3 control tasks to the closed-loop system performances has
Then to ensure the on-line distribution of the computindgeen evaluated as a function of its execution period.

resourcesV/ is chosen as follows: The methodology is the following. Assuming a nominal
N T | 0 sampling period for each task dins, the period of each
0 a3 ay 0 ... 0 compensation control task is changed, and new simulations
M = ) (14) are performed during which the following cost is computed:
: e e . 0 ‘) ‘)
R J:/ (Phi,hg,hc(t)fPref(t))Qf/ (Pe(t) = Prey(t))?
= oM +aosMs+ ...+ o, M, (15) t; t; (18)

Using [7] the LPV controllel’ (<) is obtained through the where P,.; is the desired position in the operational space
solution of the H,, control problem for polytopic systems, of the end tip, computed fromy; using the geometric model,
and consists in solving 2 LMIs. Then the design®&f«) P, is the position obtained when all the control tasks act with
can be done directly in the discrete-time domain or in théhe minimal sampling period of ms. Finally Py, n, n. iS
continuous-time one and then discretized. In this pdper) the position obtained when the sampling period of one of
has been synthesized in the continuous-time domain usitige compensation tasks is increased froito 30 ms.
the H,, control approach for polytopic systems, as described Simulations are performed for a particular robot trajegtor
in the Appendix. defined by the reference vectdy,,qs) for all the robot



-3 Inertia compensation sampling period effect

joints. Hereg, goes fromr /2 to —7 /2. We get the following 20510
results presented in figures 5, 6 and 7, where the evolutic
of the cost function/ is shown for the three compensation 15

control task.

Decreasing sampling period )

oy
=

Gravity compensation sampling period effect
0.05-

Decreasing sampling period

Instantaneous cost

0.04-

0.03-

. . . . . . . )
0.02- =2 -15 -1 -0.5 0 0.5 1 15 2

Instantaneous cost
n

0.01
Fig. 7. Cost variation due to varying sampling for Inertia cemgation
o task

094 15 =] 05 qlb 05 1 15 2
- where [amin; @nmaz] = [0.1;  0.65], gini IS the initial

ition an the final trajector ition.
Fig. 5. Cost variation due to varying sampling for gravity c@mgation position a dgena the fina ajectory positio

task B. Simulation with TrueTime

TrueTime (wwv. control . I th. se/truetime/) [14]

00 _ Coriolis compensation sampling period effect is a MATLAB/Simulink-based simulator for real-time conitro
systems that eases simulation of the temporal behaviour of
a multi-tasking real-time system executing controlleksas
The tasks are controlling processes that are modelled as
ordinary continuous-time Simulink blocks.

In this section, simulations have been performed using
TrueTime. In this application, the period of the feedback
scheduler has been fixed 30ms to be larger than the robot

Decreasing sampling period

0.03-

0.02-

0.01-

Instantaneous cost

-0.01-

-0.02-

ool reesng samping peried control tasks periods, which limits have been set froms
N to 30ms.
Tas a1 s o o5 1 15 2 In the experiment depicted in figure 10 the desired CPU

usage is initially set to 50% of the maximum usage. The
Fig. 6. Cost variation due to varying sampling for Coriolisrgensation UPPer plots show the tasks periods and CPU usage. The PD
task loop period is fixed aftms and the trajectory generator at
5ms.

While it is difficult to infer the relations between the com-  As seen in figure 10, the load of the compensation tasks
pensation tasks execution period and the trajectory tngcki (Gravity, Coriolis and Inertia) vary on line as expected
performance, a natural interpretation is as follows. Rinst according to the parameter; (see figure 12). The corre-
Gravity compensation effect is very sensitive to the inseea sponding evolution of the task periods is shown in figure 11.
of the sampling period at the end of the trajectory, as theloreover, in figure 13, the adaptive LPV case \(arying)
cost increases in the second part of the trajectory (firdt pag compared with the constant case £ 0.375). It can be
of the graph as the trajectory goes froni2 to —7/2). We  seen that the LPV case leads to a smaller cost function which
will require to ensure the availability of CPU resources t@mphasizes the real interest of the provided approach.
this task, in a linear way with the trajectory position. Then
the situation is almost reverse for the Inertia effect. Fna V. CONCLUSIONS
even if some variations can be observed, we will ask for a | this paper a new approach for integrated control/real-

constant use of CPU resources of the Coriolis compensatigp,e scheduling has been proposed in the framework of the

task, all along the trajectory. S robust theory for LPV systems. It consists in a LPM/
We have then chosen that the distribution of control tasfgedpack control of computing resources, where the varying
periods should be: parameters can be linked to the controlled plant perfor-
Uy =aU, Ug=aglU, Us=aclU (19) mances. The given control structure is open enough to allow

for many plant performance criteria to be used for the
whereac = 0.25, oy = 1 — ag, andag is linked to the  on-line variation of the parameters. Here it is illustrated
plan trajectory by: through the real-time control of a robot-arm, and the vayyin
parameters are in this case linked to the robot reference

_ ) _ ) 4d — dend
ag = tmin + (AMaz — Qmin) X (20) trajectory, leading to a better use of computing resources

GQini — dend
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and an increase of closed-loop performances. The provided
simulation results using TrueTime emphasize the intembt a

efficiency of the proposed methodology, which highlights th

benefits of the robust control approach.

Note that, as explained in [2] and depicted in Figure 14,[2]
the scheduling feedback loop can be easily implemented on

top of an off-the-shelf real-time operating system (e.gi®o

under the form of an additional real-time periodic task, &e

(3]

control module which function is specified and encoded by
the control designer. The inputs are the measured executidfi
times of the control tasks. The set point is a desired global
computing load. Outputs are the sampling intervals of thgs]

Gravity, Coriolis and Inertia control tasks which are tiéggd

by programmable timers provided by the operating systemyg
Thanks to the use of a hierarchical control structure, the

given results may also be integrated with existing method
for the design of varying sampled controllers, as in [3], [6]
This makes this integrated approach easier and generic.
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