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Abstract. 

The large amount of digital data recorded by permanent and temporary seismic networks makes automatic 

analysis of seismograms and automatic wave onset time picking schemes of great importance for timely and 

accurate event locations. We propose a fast and efficient P- and S-wave onset time, automatic detection 

method based on neural networks. The neural networks adopted here are particular neural trees, called 

IUANT2, characterized by a high generalization capability. Comparison between neural network automatic 

onset picking and standard, manual methods, shows that the technique presented here is generally robust and 

that it is capable to correctly identify phase-types while providing estimates of their accuracies. In addition, 

the automatic post processing method applied here can remove the ambiguity deriving from the incorrect 

association of events occurring closely in time. We have tested the methodology against standard STA/LTA 

phase picks and found that this neural approach performs better especially for low signal-to-noise ratios. We 

adopt the recall, precision and accuracy estimators to appraise objectively the results and compare them with 

those obtained with other methodologies. 
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after its submission to Journal of Seismology. 
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Tests of the proposed method are presented for 342 earthquakes recorded by 23 different stations (about 

5000 traces). Our results show that the distribution of the differences between manual and automatic picking 

has a standard deviation of 0.064 s and 0.11 s for the P and the S waves, respectively.  Our results show also 

that the number of false alarms deriving from incorrect detection is small and, thus,  that the method is 

inherently robust.  

 

1. Introduction 

In recent years, a large effort has been put into finding algorithms able to pick the earthquake P- and 

S-wave onsets automatically. Many different approaches to the problem have been proposed. These 

include, methods based on the comparison between the short- (STA) and the long-term average 

(LTA) of the signal (Allen, 1978; McEvilly and Majer, 1982; Earle and Shearer, 1994), 

autoregressive methods (Leonard and Kennett, 1999; Leonard, 2000), algorithms that analyze wave-

polarization (Cichowicz, 1993; Jurkevics, 1988), algorithms that adopt the wavelet transform 

(Anant and Dowla, 1997; Zhang et al., 2003), and algorithms that use neural networks (Mousset et 

al., 1996; Dai and MacBeth, 1995a; Dai and MacBeth, 1997; Zhao and Takano, 1999; Enescu, 

1996; Dai and C. MacBeth, 1995b; Wang and Teng, 1995; Wang and Teng, 1997). 

Neural networks have the advantage that they adopt data-driven learning schemes to find the 

solution to the problem. Therefore, it is not necessary to have a deep knowledge of the statistical 

distribution of the features to obtain a solution even if these features extracted are redundant or 

noisy. In addition, neural networks permit increased generalization and flexibility. 

There are essentially two possible approaches when using neural networks for P- and S-wave phase 

onset picking: (1) direct signal classification, and (2) signal classification from previously extracted 

features. 

The two approaches present advantages and disadvantages. The first has the advantage that it 

supplies to the network all the available information, but, owing to the large amount of information, 

the learning examples are mapped in the feature space very sparsely and, thus, the network can 
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converge to some erroneous solution (i.e., this is similar to an over-parameterized model space in 

geophysical inversion). In contrast, feature extraction can be very advantageous if the relevant 

features are selected, because the learning examples can be mapped more densely in the feature 

space. However, if a relevant part of the information is lost, this approach is inappropriate (i.e., like 

an under-parameterized model space in geophysical inversion). 

The neural networks adopted in the literature for P- and S-wave phase picking are generally multi-

layer, feed-forward neural networks, i.e., networks composed by several layers of neurons in which 

the signal passes from an input layer to some hidden layer of neurons, reaching, at the end, the 

output layer.  

Dai and MacBeth (1995a and 1997), Zhao and K. Takano (1999) and Enescu (1996) all present 

algorithms based on the direct signal classification made by multi-layer, feed-forward neural 

networks. Some of these methods present a large number of false alarms, i.e., noise or parts of the 

earthquake far from the picking point confused as true arrival onset times. In order to eliminate 

some of these false alarms, Dai and MacBeth (1995b) present a hybrid method, in which the 

network described in their previous paper (1995a) is used to find the “candidate time” for the start 

of S or P phases, while a second network, trained by a feature, is used to classify these candidates in 

the three classes “noise”, “P pick” and “S pick”. Wang and Teng (1995) develop two neural 

network based picking methods for detecting P arrivals. These are based entirely on features and not 

on the seismogram signal. The same authors (Wang and Teng, 1996) present S-wave phase onset 

picker based on features.  

In this paper, we present a new feature-based neural approach that uses an innovative model of 

neural network, called IUANT2 (Gentili, 2003b for details see Appendix A). The advantage of 

these neural structures, with respect to the multilayer neural networks used generally in literature, is 

that the structure of the network is not chosen empirically by the operator, but it is adapted 

automatically to the problem addressed. In this particular application, we demonstrate (see 

Appendix A and section 5 for details) that a good solution to the classification problem for both P 
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and S picking is simply a one-network neural tree. IUANT2 uses as neural networks the 

perceptrons, that are composed by two layers of neurons, one corresponding to the input patterns 

and the other corresponding to the output classes “phase pick” and “not phase pick”. The fact that, 

for the particular choice of features adopted and the problem addressed, a simple perceptron solves 

the classification problem, is by itself an important result, because it allows to have a higher 

generalization capability and a faster response with respect to a multilayer neural network (see 

appendix A for details). 

The algorithm proposed here can be applied both to data acquired by fixed and temporary seismic 

networks, and to single-station data. We apply the technique to data acquired by a local, temporary 

seismic network. The overall performance, in terms of accuracy of the onset picking, is determined 

through comparison between automatically and the manually obtained P- and S-wave onset 

readings and we show the performance of the IUANT2 neural network as the S/N ratio of the test 

set is increased. 

Comparison between different automatic picking systems proposed in the literature is made difficult 

because authors use different descriptions of the performance of the algorithm they present. For this 

reason, in this paper we have tried to define more systematically and rigorously some evaluation 

parameters. In particular, we defined the accuracy in the phase onset picking in terms of standard 

deviation of the distribution of the differences between the automatic and manual picks. In addition, 

we introduce the concept of “Recall” and “Precision”, two parameters that give a measure of the 

percentage of onset time picks detected by the system and of the percentage of false alarms, 

respectively.  The P picking is also compared to the performance of the well known standard 

STA/LTA approach. 

2. Method  

2.1 Preprocessing 

For data recorded by a local earthquakes network, the three component seismograms, after mean 

removal, are filtered between 2 and 50 Hz and 2 and 8 Hz for P- and S-wave onset detection, 
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respectively. This approach (e.g., Wang and Teng, 1997) allows to filter out the noisy signal at less 

significant frequencies. The three component (3C) seismograms are then transformed into two 

components: vertical (V) and horizontal (H) one. The vertical remains unchanged, whereas the 

horizontal consists of the module of the two horizontal components i.e.: 

22

iii enh +=  

where hi is the value of i
th

 sample of the new horizontal component, ni and ei are the values of the i
th

 

sample of the north and the east components, respectively.  

2.2 Extractor Modules 

The system proposed here consists of two main modules: the P-pick Extractor Module and the S-

pick Extractor Module. 

For each earthquake, the P-pick Extractor Module extracts the P-wave phase onset time, together 

with an estimate of its accuracy. In addition, it supplies information on the time window where to 

search for the S-wave onset. If no P-wave onset time is found, the algorithm stops and the S picking 

is not carried out altogether. In this case, it is made the assumption that no earthquake occurred 

within the selected time window. 

The S-pick Extractor Module searches the S-wave phase onset time and, if an onset time pick is 

found, this is supplied to the system together with an estimate of its accuracy. Again, if no onset 

time pick is found, the algorithm stops. Thus, the P and S picker used here require only single 

station data. If more than one station data are available, we have found it convenient to adopt some 

post-processing to “clean” the automatic onset picking (see section 4), and improve the overall 

performances of the system. 

2.2.1 P-pick Extractor Module 

P-picking is performed on single, 3C waveform data. We consider four features extracted from 

either H or V traces. They are variance (Var), absolute value of skewness (Skew), kurtosis (Kurt) 

and a combination of skewness and kurtosis and of their derivatives respect to time we call IntegrInf 
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(Integrated–Information – “Integ” hereafter). They are calculated at each sample using a 2.048s 

long sliding window and they are defined as follows: 
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where N+1, ix  and σi  are respectively the number of points, the mean and the standard deviation of 

the signal in the chosen time window. The number of points of the sliding window depends on the 

sampling rate. The features Vari is sensible to the increasing amplitude of the signal, while the other 

three features reflect, to different degree, the asymmetry of the signal distribution around the P and 

S onset time pick (Press et al. 1992). All the features are normalized between 0 and 1 before their 

use. In the following we set the letters H and V to indicate whether they are calculated on the 

horizontal or the vertical component, respectively  (e.g.,  VarH). In Fig. 1 it is possible to see the 

vertical component of a large signal-to-noise (S/N) ratio seismogram and the corresponding first 

three features of equation (1). We see that the peak of the absolute value of the skewness is nearly 

aligned to the peak of the kurtosis. The time shift of about 1s, between the peaks of these features 

and the P wave onset time, corresponds to about one-half of the length of the sliding window.  

 The previous features are used i.) to find M temporal intervals  spanning in time over one 

earthquake, and ii.) to  provide a first order estimate of the P-phase onset time. In order to do this, 

the intervals tIj and tFj  j=1…M  where VarV  is above a given threshold are selected, and, inside 

these intervals, the time tMj that corresponds to the first maximum of VarH above  a given threshold 

is searched (see Fig. 2). This allows to obtain the windows of interest which extremes are tIj and tMj . 
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Since tMj is the time in which VarH reaches the maximum, this time is delayed with respect to the S-

phase onset time. 

Therefore, we can say that the correct onset time pick of the P and S phases of the j
th

 candidate 

earthquake belongs to the interval [tIj-∆t+δt, tMj+δt], where δt is the time shift due to the length of 

the sliding window (after several tests we found δt = 0.83 s) and ∆t is a shift we added (we adopted 

a time shift equal to the dimension of the sliding window - 2.048s), in order to overcome problems 

related to the inaccurate threshold method that could, in principle, detect the increase of the 

amplitude too late. In addition, tIj+δt can be considered as a rough estimate of the P-wave onset time 

pick for the successive analysis. In Fig 5a it is possible to see the previous features in the window of 

interest for a well picked earthquake. The Integ feature is calculated after the normalization in the 

window of interest of  Skew and Kurt. It is possible to see that the peak of this feature is sharper 

than those of Skew and Kurt. 

For each candidate earthquake, we consider  SkewV, KurtV and IntegV as well as VarH and VarV.  

The first three features are useful to find the correct onset time pick whereas the variance  is  more 

useful to filter out noise or to avoid confusion between P and S phases since the variance increases 

generally rather slowly as the P-waves are recorded whereas it is generally sharper and larger for S 

arrival phases. A vector composed by 21 samples of the five features is extracted for every point of 

the selected time window [tIj-∆t, tMj] and considered for P-phase classification using the IUANT2 

neural tree.  

The output of the neural network, and the rough evaluation of the time pick (tIj+δt) are used to infer 

the determined onset time pick (see section 3) and its accuracy. An onset time pick is considered 

incorrect if it differs from tMj by less than 0.4s (i.e., P pick very close to S maximum). In this case, 

the corresponding candidate interval is classified as noise and neglected  for further analysis.   

2.2.2 S-pick Extractor Module 

For S-picking we consider the horizontal components of the seismogram. From these signals, VarH, 

SkewH, KurtH and IntegH are extracted, together with two additional features we name Varrot and 
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FeatBG. As for the P-waves, 21 samples of these 6 features are extracted from every point of the 

selected time window and used for S phase classification, using the IUANT2 neural tree. When the 

S phase starts, SkewH and KurtH present a sharp peak, which corresponds to the onset pick time. 

The feature called “Varrot” (i.e., variance under rotation) is obtained by evaluating the variance of 

one of the horizontal components under rotation around the vertical axis. This rotation is applied at 

angular increments of 10° to encompass a total angle of 170° . 

In other words, if piθ is the projection for a single sample ( )()cos( θθθ sinenp iii += ), the Varrot 

feature is defined as: 
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is the mean of the value of p on a window N+1 samples long and with 18 different rotations of 10 

degrees.  

This feature exploits the fact that S-waves have nearly horizontal polarization and that search for 

the S wave onset time can be performed by focusing on the time where the horizontal motion 

becomes dominant. 

FeatBG is derived by one feature parameter developed by Bragato and Govoni (2000) for the Friuli 

automatic earthquake alert system. This feature follows from S waves having longer periods and 

larger amplitude than P-waves. Therefore, the absolute value of the integral of the horizontal traces, 

between one zero crossing and the next one, is larger for S– than for P–waves. We adopt the 

following formulation: 
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where zj are the zero-crossing points. Since the picking on all the other features is shifted by δt, we 

insert in the definition of FeatBG a shift Sh, where Sh is the number of samples in the seismograms 

corresponding to the time interval δt. See Fig.5a for an example of the new features. 

Since Varrot is generally quite accurate for S-wave phase onset reading, a rough evaluation of the 

time of the S pick is done by simply choosing a threshold on the value of Varrot. In order to do this, 

the algorithm starts from larger times and proceeds backward until the value of Varrot is less than a 

given threshold (we choose 0.08). If the interval is wrongly selected, it can occur that the extractor 

output is equal to tIj or tMj. In these cases, it is assumed that the window is incorrect and the 

algorithm stops. Otherwise, Varrot and FeatBG are considered, together with the other four 

features, for S phase classification using the neural networks. The usefulness of the SkewH, KurtH 

and IntegH features in detecting the S onset time picks, even if they are calculated on the horizontal 

component of the signal, is generally decreased by the larger signal of the P-wave arrival. Thus, to 

improve the relevance of these features, the time window in which they are evaluated is shortened 

by removing the P-wave arrival (i.e., the time window starts 0.4 s after the estimated P pick).  

The rough picks obtained for S waves are compared to the output of the neural network in order to 

determine the S final pick and its accuracy (see section 3). 

3. Neural tree 

3.1 Training 

Neural networks training, has been done by vectors (patterns) composed by 21 samples of vertical 

Var V, Skew V, Kurt V, Integ V and Var H for the P Phases Neural Classifier and by 21 samples 

of Var H, Skew H and Kurt H, Varrot and FeatBG for the S Phases Neural Classifier. The training 

has been done by supplying to the network, designated for the picking of the P phases, 21 pattern 

corresponding sliding windows centered on the P onset time pick and 60 pattern corresponding to 

sliding windows centered elsewhere. The network for S phases picking was trained by 44 pattern 

corresponding to sliding windows centered on the S onset time pick and 56 patterns corresponding 

to sliding windows centered elsewhere. 
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In both cases, the neural tree obtained were simple perceptrons, without children nodes. This result 

is interesting, because it demonstrates that the problem is linearly separable in the feature space and, 

therefore, it can be solved by a simple and fast neural network with a high generalization capability. 

Using a multilayer neural network in this case would be slower (a larger number of operations for 

every classification) and the performances could be worse due to the excessive number of neurons 

involved and the consequent loss of generality. Further details can be found in Appendix A. 

 

 

3.2 Classification 

Proper interpretation of the output of the neural network is critical in order to use correctly the 

neural classifier and for evaluating its performances. In many pattern recognition applications, the 

output of a neural tree, or of the feed forward neural network, is the object class, and not the 

evaluation of the quality of the classification. Usually, the neuron which has the higher output for 

the network (or for the last network, if a neural tree is adopted), called the “winning neuron”, is 

found, and the output class is the class to which this neuron corresponds. 

However, in a continuous signal interpretation like that of this application, a continuous response of 

the output can be useful, to better define the phase onset time pick, among the different candidate 

pick times. This problem has been solved in different ways in the literature – e.g., by having one 

only output neuron and taking its output as the probability to have the phase pick (Wang and Teng, 

1995; Wang and Teng, 1997), or by constructing the network so that every neuron corresponds to a 

different sample (Enescu, 1996).  

A frequently used approach is to construct a two-classes neural network. The two neurons output a 

number close to unity, when the pattern is recognized in the corresponding class, and close to 0 

when the pattern is not recognized. A unique response from two output neurons  can be achieved by 

determining  
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where o1 is the response of the neuron corresponding to the class “phase detection” and o2 is the 

response of the other neuron (Dai and MacBeth, 1995a; Dai and MacBeth, 1995b; Dai and 

MacBeth, 1997; Zhao and Takano, 1999).  

In this paper, we use an approach more general than equation (4). The equation, in fact, has several 

limitations: 1) It can be applied only if the output layer of the neurons is defined, which, in 

principle, is not always true in a neural tree (see Appendix A for details), although it is defined in 

this application case. 2) It can be applied only if there are only two output classes. 3) It treats in the 

same way both the well defined class “phase detection”, and the other class “not phase detection” 

that can correspond to noise, parts of the earthquake far from the onset time pick, other phases pick-

times, or unrecognized signal. For this reason, a new equation has been proposed (5), derived from 

the analysis done in (Gentili, 2003a; Nebrensky et al., 2002) about the “unknown class” (i.e. the 

undefined one).  

In Fig 3 the steps of the classification are summarized. From the positions [i-10, i-9,…, i+10] of the 

sliding window, 21 samples for each of the n features of the classification are extracted, obtaining a 

21x n long vector that is the input of the neural network (one input neuron for each element of the 

vector). Since in this case we demonstrated that the neural networks are simple perceptrons (see 

Appendix A), the output of each network is the two activation values AVi1 and AVi2 of the two 

output neurons. 

Let Mi be the maximum of the activation values of the output neurons and let mi be the second 

maximum (in this simple two-classes problem it is simply the other activation value). A weighting 

parameter wi is defined as: 

2

)( 22

iii

i

mMM
w

−+
=  

Let ci be the class corresponding to the neuron presenting the maximum activation value; ci is 1 if 

the network classification is “phase detection” and 0 otherwise. The output of the networks of the 

whole seismogram is reconstructed in the following way: 
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where Th is a threshold chosen in order to filter out uncertain classifications.  

In this way, investigating 21 positions of the sliding window around the i
th

 position, the system is 

able to supply the output for the i
th

 sample of the seismogram. 

By considering all the points ot the seismogram inside the window of interest, it is possible to 

reconstruct two output signals out1 and out2 obtained respectively by the P and S neural classifiers. 

In order to find the P and S onset time picks from these two signals, the following approach has 

been applied:  

1. The neural network onset pick time is taken as that corresponding to the maximum of out1 in 

the first interval where out1>0 (for P pick – in order to avoid confusion with S picks) or as the 

time corresponding to the maximum of out2 (S pick). 

2. If the time in 1.) is equal, within a statistically evaluated error, to that of the rough pick, this is 

selected and its accuracy is considered best (i.e., it becomes “score 1 pick”). 

3. If the time in 1.) is not equal, then another maximum of the output signals, still satisfying the 

previous condition, is searchedand this result is output with score 1. 

4. If no maximum satisfies the condition, the neural network classification is neglected, and the 

rough evaluation pick time is output and the labeled accuracy is lower (score 0). 

This approach has been applied, since it has been shown statistically on a large earthquake dataset 

that the neural network pick-time is generally more accurate than the rough picking method. For 

example, on the dataset we have analyzed (see section 5), the standard deviation of the distribution 

of the time difference between manual and NN picks is 0.06 s for P waves and 0.11 s for S waves. 

The corresponding standard deviation using the rough methods is 0.15 s and 0.13 s, respectively. 

However, we have found a few cases where, because of very large errors due to noise, the rough 

picking method performs somewhat better.  
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4. Post-processing and noise cleaning 

The last module of the system can be applied only when the earthquakes have been recorded by 

more than one station. It has the advantage that erroneous picks can be easily identified and 

removed. In fact, some erroneous pick times are likely to remain after the processing because of 

incorrect event association. 

The analysis described below is based on the determination of the differences between P and S 

arrival phases at different stations and it can be considered derived from the Wadati diagrams (Lay 

and Wallace, 1995). This analysis allows for the evaluation of the accuracy of the manual picks and 

it permits identification of the wrong ones.  

P and S onset time picks at two different stations (i and j) are compared two by two for the same 

earthquake by determining the differences ∆Pij = Pi - Pj and ∆Sij = Si – Sj.  It is easy to show that 

when the medium is homogenous and the velocities vp and vs of the P and S waves are constant, for 

all the possible combinations of i and j (i≠j and Pi≠ Pj), we obtain SPijij vvPS =∆∆ . 

This implies that by plotting the values of ∆S vs. ∆P on a diagram, for all the possible pair of 

stations, all the points should lie on a straight line through the origin with angular coefficient (slope) 

vP/vS. 

The value of the angular coefficient does not change by plotting together points obtained separately 

by different earthquakes on the same set of stations. 

In the Earth, seismic velocities are not constant, the raypath of the P and S waves can be different 

and there is an error in picking the onset time picks due, for example, to the finite sampling rate or, 

more often, to noisy traces. In general, however, the points on the ∆S vs ∆P diagrams lie on a 

narrow band around the diagonal straight line around the mean SP vv . 

In our implementation the order of the stations compared is chosen so that the values of ∆P are 

always-positive. 
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It is interesting, from our point of view, that, when some pick-times are incorrect, the diagram 

presents some anomalies. From the analysis of these anomalies, it is possible the identification of 

the wrong pick-times. The data-points corresponding to incompatible onset readings are the 

following: 

1. The points corresponding to values of ∆P and ∆S too far from the origin. Their time shift is too 

large compared to the inter-station distance. In the case analyzed in this paper, the largest 

distance among stations is less than 90 km. If we assume a minimum velocity for the P waves of 

about 5 km/s and for S waves of 3 km/s, we inferred that ∆P>20 s or ∆S>30 s must be attributed 

to event-phase misidentification.  

2. The points with large negative values of ∆S. Since, by construction, ∆P>0, also ∆S should be 

greater than zero. In this paper, in order to make only a first order cleaning and to avoid to 

eliminate stations characterized by small ∆P and only noisy picking, we chose to eliminate those 

points with ∆S<-2s. 

3. The points too far from the straight, diagonal line ∆S = (vp /vs)∆P are not compatible with true 

physical values of vp /vs. After elimination of the outliers of point 1 and 2, it is possible to fit 

linearly the points of the diagram and eliminate the points, which lie too far from the fitted 

straight line. In our application, the removal of the outliers has been applied twice - the first to 

all the pick-times found featuring large delays (2s off the straight line), the second only to the 

more accurate picks (1s out of the straight line). 

Once the incorrect  points have been detected, the algorithm steps through to analyze which picks 

have caused them, since every point is the result of the P and S picks of two different stations. A 

pair of P and S picks of a station is considered wrong if it causes at least N/2 wrong points in the 

∆P/∆S diagram (where N is the number of stations recording the same earthquake). If a pair is found 

wrong, the S pick is always rejected, while the P pick is rejected only if its score is 0, or if it 

corresponds to a point in the ∆P/∆S diagram with values too large of ∆P.  
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5. Application 

The set of seismograms adopted here consists of 5068 time windows containing one or more 

earthquakes detected by a 23 stations network installed during the 1997 Umbria-Marche earthquake 

sequence. The total number of earthquakes analyzed is 342. The windows are obtained using an 

event association algorithm that scans the continuously acquired time series and identifies an 

earthquake (and the associated time window) only in presence of a simultaneous amplitude grow 

over a given threshold on at least 5 stations (Govoni et al., 1999). This method is fast but 

inaccurate, and more than one earthquake can be selected within a single window. In these cases, 

the first event in the selected window is that manually picked (when it is not too small in 

amplitude). In Fig. 4, the map of the stations of the test database and of the epicenters obtained by  

manual pick is presented. The magnitude of the events ranges from 1 to 4, the epicenters are located 

in a 50x10 km area, oriented NW-SE and the depth ranges from 1.5 to 10 km. Due to the range of 

distance, the P and S phases picked are Pg and Sg phases. 

Some examples of the performance of the method on earthquakes featuring diverse waveforms and 

large amounts of noise are presented in Fig 5a and 5b. In these cases, the final pick of P and S 

phases correspond to the neural networks picking. The figure shows the three components of the 

seismogram together with the features adopted in the window of interest. Fig 5c and 5d present 

examples in which, even if the neural classifier fails in picking P (Fig 5c) or the S onset phases (Fig 

5d), the pick is nevertheless accurate, due to the overall robustness of the rough pick. This is an 

example of the robustness of the method, which is able to detect correctly the onset time pick even 

when neural classification fails. In order to show the limitations of the method and therefore where 

it can be improved, Fig. 5e shows one of the cases in which the system fails completely, due to the 

large amount of noise and to having two earthquakes close together in time.  
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5.1 Overall system performances 

In order to compare automatic and manual picking procedures, we have determined the time-

difference ∆P between the two types of time picks and then fitted a gaussian function to the 

distribution. The value of the standard deviation σt of the obtained function provides a measure of 

the accuracy of the method. In particular, we define the accuracy in the following way: 

t

Accuracy
σ

1
=              (6) 

Note that because the manual pick has also an error (i.e., only a rough estimate on its quality is 

available), the value of σt supplied before is the result of the inaccuracy in picking of the system 

combined with that of the manual pick. In other words, our estimates are relative to a manual pick 

which we assume to be correct though not necessarily in all instances.  

In order to measure the capability of the system to pick a large percentage of the waves and of 

rejecting false alarms, it is necessary to define an automatic criteria to understand which, between 

the picks not coincident with the manual one, are definitely wrong (i.e., outliers) and which are just 

inaccurate. To do that, we have adopted the Chauvenet data rejection method (Taylor, 1982). This 

method assumes that the available sample contains a set of data normally distributed data plus a few 

outliers. For a normal distribution N(µ,σ), the probability to observe a value that differs from the 

mean µ for more than a quantity δ is: 

[ ])(12)|(| δµδµ +−⋅=>− FXobPr           (7) 

where F is the cumulative density function (cdf) of the normal distribution. Given a set of M 

observations, the expected number of data that differ from µ for more than δ is  

)|(|Pr δµ >−⋅= XobMK                      (8) 

The data rejection method fixes δ so that K=1/2, and recognizes as the outliers the data that differs 

from µ for more than δ. For our data set, which contains about 5000 onset time picks, we obtain 
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δ=4σ. The picks that lie outside the 4 sigma from the mean are labeled as “false”. The other picks 

are considered correct, even if they may be inaccurate, and labeled as “true”. 

To measure the ability of the system to detect the onset of seismic waves and of rejecting false 

alarms, two features are evaluated - precision and recall (Aviles-Cruz et al, 1995). They are defined 

as: 

ft

t
cisionPre

+
=                                                       (9) 

T

t
callRe = .                       (10) 

T is the total number of manual picks, f is the number of false automatic picks and t is the number 

of the true/correct automatic picks.  

The ideal picker has both precision and recall equal to 1. A not very sensitive picker, that does not 

detect a large part of the events, but has few false alarms, is characterized by a high precision and a 

small recall. Conversely, a sensitive picker that detects all phases pick times, but it is also sensitive 

to noise, will result into high recall values but low precision. 

In Table 1, the values of f, t, σt, precision and recall are presented for all P and S picks, and for 

those selected automatically by the system as the more accurate (here and after score 1 P and S). It 

is possible to see that the quality of score 1 P picks is larger than that of all the P picks (i.e., σt and 

the recall are equal within the error, but the precision is higher).  

In order to make a comparison between our method and a well-known and simple, standard  

methodology which does not avail of  neural networks, we have determined  the P picks also using 

the STA/LTA method. In particular, among different implementation of the STA/LTA, we have 

chosen, because of its high accuracy, that proposed by Earle and Shearer (1994). The method 

calculates the STA/LTA of an envelope function that depends on the seismogram and on its Hilbert 

transform and smoothes the resulting STA/LTA by convoluting it with an Hamming function before 

detecting the onset time pick. The performances of this method are presented for comparison in the 
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fourth column of Table 1. It is possible to see that all the P picks obtained by the method proposed 

in this paper  present larger values of recall and precision and smaller values of σt than those 

obtained by the STA/LTA method 

In Table 1, the performances of the method for S waves are also presented. It is possible to see that 

σt and precision of all picks and score 1 picks are equal within the error, whereas the recall is 

smaller for score 1 S, since they are a sub-set of all the S picks. This owes to the fact that the quality 

of the picks of the neural network and of the rough method are comparable. In fact, the contribution 

of Varrot is very relevant for S-phase picking and, in addition, the neural classification of the S 

phase is less accurate than the neural classification of the P phase because it operates in the coda of 

the P waves. For this reason, we assigned the same score (i.e., 1) to all the S picks of the system. 

When comparing the performances on P and S waves, it emerges that the precision of S-waves 

picking is equal, within the error, to that of score 1 P picks, whereas the recall is larger for S picks. 

This is an effect of the smaller standard deviation of P distributions and therefore of the higher 

accuracy requirements for P picks. 

 

5.2 Performances as a function of S/N 

In order to evaluate the performances of the method as function of the S/N ratio, it is necessary to 

define clearly what is meant for S/N ratio. The definition we have found in the literature differs 

depending on the authors. For example, Wang and Teng  (1997) use the STA/LTA ratio, Enescu 

(1996) supplies a logarithmic definition, Dai and MacBeth (1995a) define the signal-to-noise ratio 

as the ratio of the maximum value of the modulus of the signal before and after the onset time. Dai 

and MacBeth (1997) define the mean signal-to-noise ratio as the ratio between the mean absolute 

amplitude after and before the onset.  

Since the mean signal-to-noise ratio is a measure less sensitive to small noisy spikes, and, therefore, 

it is more reliable than the simple ratio among values while being dependent linearly on the signal, 
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we define the S/N ratio as the ratio between the mean absolute values of the amplitude taken after 

and before the onset time. The mean is calculated on a window 1 s long.  

In order to outline how different definition of S/N do affect the estimates of the  performance of the 

methods, we plot in Fig 6 the S/N as defined by Dai and MacBeth (1995a) versus the S/N defined in 

this paper. To this purpose, we have used a dataset of more than 2000 earthquakes randomly chosen 

from our dataset. If the two estimates had been similar, the points on the graph would have lied on 

the diagonal. In contrast, we note a large spread in the values that is to be attributed to the 

sensitivity to noise of the Dai and MacBeth estimate. In addition, after best fitting the points to a 

straight line, it is possible to see that the Dai and Mac Beth method supplies S/N values which are 

generally smaller than those of our method.  This will result in fictitious better performances if the 

accuracy is estimated as a function of the S/N. 

In Fig. 7, the performances of the system are plotted as function of the S/N ratio for all the P picks 

and the score 1 picks.  

We see that, when the S/N ratio is smaller than 2, the results of the system are unreliable (i.e., up to 

a few seconds of error in pick time evaluation). For S/N>8 the error reaches values in the range 

[0.06, 0.14] s and  [0.06, 0.12] s for all P and for score 1 P picks, respectively. These values are 

comparable with manual picks. For S/N<8, score 1 P perform better, because a large part of the 

inaccurate picks correspond to rough picks, and therefore have score 0.  However, some problems 

still remain, due to the possible confusion between different earthquakes within the same window. 

In analyzing these data it is important to remark, however, that the smaller the S/N is, the larger is 

the error also in manual pick, and, therefore, the results we show are affected by both automatic and 

manual error. We should note that the method that we adopted here does not filter out the outliers 

thus affecting inevitably its statistics.  

In Fig. 8, a detailed analysis is performed for S/N<15. In practice, we have removed the outliers by 

considering as incorrect picks those with errors larger (in absolute value) than 1 s. The performance 

is compared to that of the STA/LTA method. For this comparison and in order to remove the effects 
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of inaccurate manual picks, we have selected 25 traces having  high signal to noise ratio (> 50) for 

which we expect manual picks to be “exact”, added real noise multiplied by a constant to simulate 

lower signal-to-noise-ratio signals and, finally, performed the analysis using both our method and 

the STA/LTA approach. In figure 8, it results that, at S/N=15 the performances of the two methods 

are comparable, but, at lower values, the error of the STA/LTA picks increases dramatically. In 

contrast, the performance of the neural approach proposed here stays stable or increases  slightly. In 

section 5.3, we present the approach followed to eliminate automatically the incorrect picks. 

In Fig 9, the value of ∆S for different values of S/N is presented. The S/N of S waves is generally 

smaller, due to the presence of P coda. In this case, the results for S/N<2 are poor, while for S/N>4 

the error is in the range 0.1- 0.15s. The performance of the automatic picker for the S-waves on the 

overall dataset is worse than that of the Ps, because the S/N for the S waves is generally smaller. 

Also in this case, there are not relevant differences among score 0 and score 1 S picks, confirming 

the idea that setting all the S picks to the same score is correct. 

5.3 Data Post-processing 

The technique described above for the post-processing has been applied to the entire data set. The 

following constraints have been set in the application of the post processing. 

1. ∆P<20s and -2s<∆S<30s. 

2. The distance from the best-fit straight line < 2s for all the picks.  

3. The distance from the best-fit straight line < 1s for the score 1 picks. 

In Fig.10a the initial ∆P/∆S diagram is presented, while in Fig. 10b and 10c we present the diagram 

after the post-processing has been applied for all the P picks and the score 1 P picks, respectively. 

At the end of the post-processing, we have found that the algorithm rejected 282 P picks (102 score 

1 P picks) and 621 S out of the 5059 and 4933 P and S picks detected originally, respectively. 

For comparison, the same approach has been applied to the manual picks while assuming all P picks 

as score 1 P picks. The results after the post-processing are shown in Fig.10d. 
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The procedure eliminates only one P pick and 336 S picks of the 5068 manually picked. Comparing 

Fig. 10c with Fig.10d, it is possible to see that at the end of the post-processing phase, manual and 

automatic picks display similar features at least from the ∆P/∆S diagram point of view.  

In Table 2, the performances of the system after the post-processing are presented. Comparing this 

table with Table1, we see that while the accuracy is equal within the error limits, the precision of 

the picks has improved after the post-processing, whereas the recall has somewhat decreased 

because of the rejection. 

In Fig.11, the mean error of the P-wave picking of the system after the post-processing is presented 

as a function of the S/N ratio. From the comparison of Fig. 7 and Fig. 11, it is possible to see that, 

after post processing, the performances of both all P picks and of score 1 P picks have improved at 

low S/N ratio, because a large part of wrong picks has been detected and removed. For larger values 

of the S/N ratio, the results are nearly unchanged. In addition and because of the elimination of 

erroneous picks due to noise, the performances of all picks and score 1 picks are now similar. In 

Fig. 12, the performances of the system after the post processing for S waves are presented. 

Comparing the results with those obtained before the post-processing (see Fig. 9) it is possible to 

see that, also in this case, the performances have slightly improved for 2< S/N <8 . However, due to 

the shorter, predefined window that is searched, the number of erroneous picks for S waves is 

smaller and, therefore, the post-processing does not affect significantly the picking performances of 

the S-waves. 

5.4 Discussion 

Summarizing the results published in the literature, while making a thorough comparison with those 

obtained here, is difficult. This follows mainly from the use of different data sets by the different 

authors. In addition, the use of different approaches for testing the algorithms does not easy a 

thorough comparison. In particular, we have found the following problems when comparing the 

results. 



 22 

1. Some of the studies are more related to labeling rather than to picking. This because they supply 

as results only the recall, rather than the time shift between some “ideal” picking and the 

automatic one (Dai and MacBeth, 1995b; Wang and Teng, 1995). 

2. Even if some authors outline that the S/N ratio affects the performance of the picker (e.g., Wang 

and Teng, 1995; Wang and Teng, 1997), they do not supply enough information on how the 

performance of their picking scheme varies while changing the S/N ratio. In addition, no 

information is supplied on the S/N ratio of the test set (only Wang and Teng (1997) supply some 

information, although in the form of STA/LTA ratio). This approach will generally overestimate 

the performance of the picker. In fact, it is generally found that even a not very sensitive picker 

can determine the onset phases from signals having large S/N. 

3. The definition of S/N is not always provided, or it is different depending on the authors (see 

section 5.2). 

4. In many studies, the recall is supplied, but not the precision (Dai and MacBeth, 1995a; Zhao and 

K. Takano, 1999; Wang and Teng, 1995), or it is given only the number of misidentifications 

with noise but not the misidentifications between P and S arrivals (Wang and Teng, 1997). This 

can overestimate the performance of the pickers in which every small variation of the signal 

(that can be also due to noise) is recognized as potential phase. In addition, proper identification 

of the phase type is essential to avoid confusion and to be of any use. 

5. In some papers, the test set is too small and/or the seismograms are all obtained from one or two 

stations (Dai and MacBeth, 1995a; Dai and MacBeth, 1995b; Dai and MacBeth, 1997; Enescu, 

1996; Wang and Teng, 1995; Wang and Teng, 1997). A small and homogeneous test set is 

easier to be classified and this, again, will lead to overestimation of the picker performance. 

Regardless of all these limitations, in the following we will make an attempt to provide at least a 

qualitative comparison and our aim is of understanding the advantages and disadvantages of the 

presented technique. 
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5.4.1 Accuracy estimate 

Estimation of the accuracy of the different methods existing in literature is generally performed by 

supplying the percentage of pickings which difference with the manual ones is below a given 

threshold. For local earthquakes, as those analyzed in this paper (i.e., epicentral distance <80 km, 

approximately), the threshold has been chosen to 0.1 s (Dai and Mac Beth, 1995a; Dai and Mac 

Beth, 1997; Wang and Teng, 1997).  

The percentage of P-wave picks which difference with the manual picks is below 0.1 s amounts, for 

our method, to 63% for all P picks and the 69% for score 1 P picks. For S picks the same estimate 

amounts to 36%. 

All this would suggest that our method is less accurate than the others proposed in the literature (see 

Table 3). We remark, however, that the evaluations proposed in the literature are performed on 

small data sets, or on “ad hoc” subsets of larger ones. In this case, there is a prior selection phase 

that is not accounted in the performance estimates. In addition, the proposed methodologies adopt 

seismograms from very few stations and we have not found thorough information on the S/N level. 

For these reasons and in order to make a fair comparison between our results and those in the 

literature, we found it necessary to undergo our analysis to some additional processing in order to 

make the results of the different methodologies inter-consistent.  

For example, some papers neglect the outliers and focus their analysis only on the data where the 

pick is correct but with different level of accuracy. For our purposes and in order to neglect the 

outliers while following an objective statistical approach, we make the hypothesis that the data are 

distributed normally and we adopt only the information deriving from the standard deviation and 

the mean of the Gaussian distribution that best fits our data. When this approach to data analysis is 

followed, the percentage of picks differing from those obtained manually (< 0.1 s) increases to 87% 

and 63% for P- and S-wave picks, respectively. 

Another important aspect when comparing the result is the S/N level of the test data set. Any 

evaluation of the accuracy will, in fact, be affected by the S/N of the test set – the lower is the S/N, 
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the lower is the accuracy of the method. In addition, we have found that, for large values of S/N 

(>50), also the standard deviation of the distribution of the difference between manual and 

automatic picks is affected by the S/N ratio.  

In Fig.13a, we show (for both all the P picks and the score 1 P picks) the ratio between the number 

of picks with error smaller than 0.1 s and all the picks as the minimum S/N level is varied.  If the 

minimum S/N ratio lies between 50 and 256, the percentage of picks within 0.1 s is above 80 and 

85% for all and score 1 P picks, respectively.  It is interesting to notice that, while the S/N ratio is 

relevant for the performances in accuracy of the P picks, it seems to be less relevant for the S, 

causing a not-monotone behavior (see Fig.13b). We think that this depends on the fact that the 

accuracy of the picking of S waves depends not only on its S/N ratio, but also on the choice of the 

window of interest determined by the P-pick Extraction Module. However, also in this case, when 

increasing the minimum S/N level to 19, we obtain 57% of the data within 0.1 s of the manual pick. 

Overall, our method is general, because it can be applied to any number of stations, while many 

other methods have been trained and tested only on very few stations. In particular, if we select the 

stations in which the performances with our methodology are best, the results improve quite 

significantly. For example, by selecting the station BETT, CASC, MVL and NRC for the P waves 

and the stations ARM1 and LAVE for S waves, the percentage of picks within 0.1 s reaches the 

97% for the P and 86% for the S waves, respectively. 

In Table 3, the performances of the methods existing in literature are summarized, when available, 

together with the information on the method adopted for the tests (“?” means that it has not been 

specified). The errors on the measures have been calculated in the hypothesis of Poissonian 

distribution (the error on a number of picks equal to N is N ) and propagated. From the table, it is 

possible to see how our algorithm is comparable or better than those existing in literature from the 

accuracy point of view, if the same analysis method is applied. 
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5.4.2 Precision Estimate 

The precision of our method is high, especially after the post processing procedure. In particular, 

before the post processing, the precision ranges between 0.87 and 0.96 depending on the wave 

picked and on the score of the pick. After the post processing,  values as high as 0.90-0.97% are 

reached. The information on the precision of the methods proposed in literature is often not 

available, and, sometimes, only the number of noisy signals confused with P and S phases is 

presented. This, however, neglects possible misidentifications of P with S waves. 

The only information available is presented in Table 4. Also in this case, the method proposed here 

performs either better or equally well (within the error bounds) to those presented in the literature. 

This result is valid regardless of the selected “best stations”, or of the minimum S/N level. 

5.4.3 Recall estimate 

In order to make correct comparisons with methods existing on literature, we compared the results 

of our method with those in which rejection of the outliers is not carried out. 

In Table 5, we find that our results are generally comparable (within the error bounds) or better than 

those presented in the literature. The only method in this table, that results into better recall 

estimates when compared to the method proposed here is the AND-B neural network introduced by 

Wang and Teng (1995) for P pick time detection. However, it should be pointed out that the 

network of this study was tested only on one station. Out of all our stations, the recall estimates of 

at least 13 of them provided comparable results to the AND-B methodology. In Table 5 the 

performances of higher recall stations for P (APPE and CASC) for S (GUA) are presented. 

5.4.4 Processing times 

The analysis of our data set was performed on current personal computers. Although the code that 

we have developed is not yet fully optimized, the time necessary to analyze 3C data (in ASCII 

format) on a time window of about 6000 samples (i.e. about 48 s long or more, depending on the 

sapling rate) is about 0.6 s (0.024 s for each neural classification and the remaining time for the 

other modules of analysis and for checking the I/O file). In detail, the software has been written in 
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C++ and the processing was performed on a 2.40 GHz Pentium 4 with 1 GB of RAM. A basic draft 

Matlab interface has been developed for data management and graphics. The interface uses files as 

I/O with the C++ code, allowing to calculate and plot the results into a mean of 2.2 s for a 6000 

samples time window. Since these performances will be improved in the final version of the code, 

they should be seen as an upper bound on the processing time.  

6. Conclusions 

In this paper, we have presented a general and robust P- and S-wave onset times, automatic picking 

methodology that is based on neural networks. In particular, the method uses a neural tree, called 

IUANT2, capable to infer the best structure of the network during the training phase, while 

allowing for noise filtering and high generalization capability. Comparison between standard, 

manual onset time picks and the results of the neural network has shown that the latter generally 

rejects the errors deriving from record noise and it is capable to accurately determine the onset 

times and their accuracies. In addition, we have compared the technique to the results obtained 

using the standard STA/LTA onset picking methodology on the same data set and found that our 

neural approach is far more accurate for signal-to-noise ratio values less than 12.  

We have tested the methodology to a data set consisting of 342 local earthquakes recorded by a 23 

station networks during the Umbria-Marche sequence in 1997. The mean epicentral distance of the 

earthquakes was about 20 km. In order to appraise the results, we have adopted the precision, 

accuracy and recall estimators. These estimators provide quantitative measures of the goodness of 

the methodology..  

We have found that the distribution of the difference between manual and automatic pick times has 

a standard deviation of 0.064 s for the P waves and 0.11 s for the S.The precision is 0.87 for all the 

P waves, 0.96 for the P-waves selected by the system as those most accurate (i.e., score 1 P), and 

0.96 for the S waves. These values show well that the number of false alarm is small and that the 

method is robust.  
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Finally, a post-processing procedure has been added, which allows for the identification and 

rejection of erroneous picks. We find that after post-processing, the precision is improved. The 

recall after the post-processing is larger than 0.8 for all the types of waves independently on the 

accuracy estimated by the method. This confirms that the method is capable of detecting and 

identifying correctly a very high percentage of the waves. 

The advantage of the proposed method lies in its generality, in the speed of the computation, in the 

high percentage of earthquake detected, in the low number of false alarms and in the accuracy in 

detecting the wave onset pick times.   

The method is designed to be used for the automatic picking of large, off-line, data sets recorded, 

for example, during continuous data field campaigns of temporary networks. Similarly, the method 

could be also used for real-time data analysis of earthquake monitoring networks. 
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Figures Captions 

 

Fig 1: Example of the feature calculation o a seismogram vertical component (V), variance, module 

of the skewness and kurtosis. Note that both skewness and the kurtosis present a sharp peak 

about 1 second before the onset time pick.  

Fig 2: The vertical component of the seismogram (V) together with the two horizontal ones (N and 

E) , the vertical variance (VarV) and the horizontal variance (VarH). It is possible to see the 

position of tI1 , tF1  and tM1. 

Fig 3: Classification scheme: from the sliding window in the positions [i-10,i+10], 21 elements for 

each of the n features are extracted. This results in a 21×n long vector that is sent to the 21×n 

input neurons of the neural network. The signal is then processed by the network obtaining 

two activation values, AVi1 and AVi2. From the two activation values, a new value outi is 

obtained, that corresponds to the output of the classification procedure for the i
th

 sample of the 

signal. 

Fig 4: Map of the epicenters obtained using the manual picks  from the 1997 Umbria-Marche 

earthquake sequence dataset (Govoni et al., 1999). The dimension of the circles scale with the 

magnitude of the earthquakes, whereas the darkness scales with depth. Triangles, squares and 

rhombs of different grey level correspond to the position of the stations belonging to the 

different research agency that participated to the acquisition experiment or of different 

instrumental characteristics. 

Fig 5: Examples of the accuracy of the method for both P and S onset time picks and for different 

waveform types and noise levels. PR and PNN (and analogously SR and SNN) refer to rough 

and neural network onset time picks, respectively. The onset time picks discarded 

automatically are shown as vertical thin dotted lines whereas the final onset time picks are 

shown as solid lines (in Fig. 5d they coincide). The manual, onset time picks are shown a 

solid squares in the top traces (observed data). In the bottom traces (features), the final onset 
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time picks are shown as circles.  (a) good performance of the procedure deriving from proper 

neural tree classification; (b) good performance on the P-wave induced by appropriate 

“rough” picking, which has been preferred to the neural pick because none of the peaks of the 

neural network output was compatible with the rough pick. The small error on S-wave time 

picks results from neural tree classification; (c) small error of  the method in P wave picking 

because of proper neural network classification. In this case, the error on the S is small 

because the rough S pick has been preferred to the neural pick (i.e., none of the peaks of the 

neural network output was compatible with the rough pick); the incorrect neural S pick has 

been indicated by a dotted line. (d) incorrect P-wave onset time picking resulting from large 

noise and at least two earthquakes within the selected time window. However, the system 

picks accurately the S-wave of the second earthquake. 

Fig 6: Comparison between Dai and MacBeth (1995) S/N definition (vertical axis) and that adopted 

in this study. More than 2000 real seismograms have been used randomly chosen by our 

dataset. It is possible to see a large dispersion in the values due to the sensitivity to noise of 

Dai and Mac Beth definition. In addition, the fit (solid line) shows how Dai and MacBeth 

definition tends to supply lower values of S/N for the same data. The dashed line, for 

comparison, corresponds to equal values of the two S/N definitions. 

Fig 7: Performances as a function of the S/N ratio for (solid circles) all the P picks and (open 

circles) score 1 P picks. The ordinate y of each circle refers to the median of the absolute 

values of ∆P for the earthquakes whose S/N is in the interval [x-1, x+1], where x is its 

abscissa.  

Fig 8: Comparison between the the performances of our method and the STA/LTA methodology. 

Multiple amounts of recorded noise has been added to 25 earthquake seismograms featuring 

very high (> 50) S/N ratio.  This insures very high accuracy of the original picks performed 

on very low noise traces.  The picks characterized by error larger than 1s are considered 

wrong picks and eliminated from the comparison.  
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Fig 9: Performances as a function of the S/N ratio for (solid circles) all the S picks and (open 

circles) score 1 picks. The ordinate y of each circle represents the median of the absolute 

values of ∆S for the earthquakes whose S/N is in the interval [x-1, x+1], where x is its 

abscissa. Fig 10: ∆P/∆S diagram of (a) all the P and S picks of the system (b) all the picks 

after the post processing (c) score 1 P picks after the post processing (d) the manual data after 

the same processing. Note that nearly the same results are obtained in (c) and (d). 

Fig 11: Performances after the post-processing as a function of the S/N ratio for (solid circles) all 

the P picks and (open circles) score 1 P picks. To see the improvement after post-processing 

compare this graph to Fig. 7. 

Fig 12: Performances after the post-processing as a function of the S/N ratio for (solid circles) all 

the S picks and (open circles) score 1 S picks. 

Fig 13: Ratio between the number of samples with error <0.1s and all the samples for S/N ratios 

larger than those listed on the abscissa. For (a) P picks (grey: all P; black: score 1 P) and  (b) S 

picks.  
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Tables 

 

 

 

 All P Score 1 P STA/LTA All S Score 1 S 

f 680 176 866 212 210 

t 4379 4268 4226 4721 4121 

σt 0.064±0.006s  0.064±0.005s 0.084±0.009 0.11±0.01 0.11±0.02 

Precision 0.866±0.006 0.960±0.003 0.830±0.008 0.957±0.003 0.951±0.004 

Recall 0.86 ±0.01 0.84±0.01 0.83±0.01 0.93±0.01 0.81±0.01 

 

Table 1: Performance of the system (f = number of false alarms, t = number of correct picks, σt = 

standard deviation of the distribution of difference between manual and automatic picks, precision 

and recall) for all the P picks (All P), for the P picks labeled with score 1 (i.e., more accurate; Score 

1 P); for all the S picks (All S) and for the score 1 S picks. The fourth column presents the 

performances of a STA/LTA method.  

 

 

 

 All P Score 1 P All S Score 1 S 

f 449 119 87 94 

t 4142 4038 4232 4225 

σt 0.065±0.006 s 0.064± 0.004 s 0.11±0.01 0.11±0.02 

Precision 0.902±0.003 0.971±0.003 0.980±0.002 0.978±0.002 

Recall 0.81±0.01 0.80±0.01 0.84±0.01 0.83±0.01 

 

Table 2: Performance of the system after the post-processing analysis (f = number of false alarms, t 

= number of correct picks, σt =standard deviation of the distribution of difference between manual 

and automatic picks, precision and recall). See Table 1 for detail. 
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Author Outliers 

rejection 

Number of 

stations 

Minimum  

S/N P 

Minimum 

S/N S 

P (%) <0.1s  S (%) <0.1s 

Dai & MacBeth 

1995a 

Y 2 (P & S) ? ? 94±4 90±4 

Dai & MacBeth 

1997 

Y 2 (P & S) ? ? 90±4 83±4 

Wang & Teng 

1997 

N 2 (S) ? ? - 70±10 

Gentili & 

Michelini 

(this paper) 

N 

Y 

N 

Y 

23 

23 

23 

4 (P) – 2(S) 

0.5 

DOOC 

50 (1) - 256 (all) 

DOOC 

0.7 

DOOC 

19 

DOOC 

63±1 

87±2 

86±2 

97±4 

36±1 

63±1 

60±20 

86±4 

 

Table 3: Comparison of the accuracy obtained using different methods and different data analysis. 

“Outliers rejection” means whether very erroneous picks have been removed before the analysis. 

The last two columns indicate the percentage of P and S picks within 0.1 residual from manual pick.    

“DOOC” stands for “Depending On Other Choices”, “?” means that the datum is not available, “-” 

means that the method has not applied to that particular picking (see text for detail). 

 

Author Outliers 

rejection 

Number 

of stations 

Minimum  

S/N P 

Minimum 

S/N S 

Precision P  Precision S  

Dai & MacBeth 

1995b 

N 1 (P & S) ? ? 0.69±0.03 0.62±0.04 

Wang & Teng 

1997 

N 2 (S) ? ? - 0.98±0.03 

Gentili & 

Michelini  

(this paper) 

N 23 0.5 

0.5 

DOOC 

DOOC 

0.7 

0.7 

DOOC 

DOOC 

0.866±0.006 (all) 

0.960±0.003 (1) 

0.902±0.003(all-pp) 

0.971±0.003 (1-pp) 

0.957±0.003 (all) 

0.951±0.004 (1) 
0.980±0.002 (all-pp) 
0.978±0.002 (1-pp) 

 

Table 4: Comparison of the precision obtained using different methods and data analysis. (see text 

and Table 3 for detail). 
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Author Number of 

stations 

Minimum  

S/N P 

Minimum 

S/N S 

Recall P  Recall S 

Dai & 

MacBeth 

1995b  

1 (P & S) ? ? 0.82±0.05 0.54±0.04 

Wang & Teng 

1995 

1 (P) ? ? 0.9±0.1 AND-A 

1.0±0.1 AND-B 

- 

Wang & Teng 

1997 

2 (S) ? ? - 0.9±0.1 

 

 

Gentili & 

Michelini  

(this paper) 

23 

23 

23 

23 

 

2 P & 1 S 

0.5 

0.5 

0.5 

0.5 

 

DOOC 

0.7 

0.7 

0.7 

0.7 

 

DOOC 

0.86 ±0.01 (all) 

0.84±0.01 (1)  

0.81±0.01 (all-pp) 

0.80±0.01 (1-pp) 

 

0.97±0.05 

0.93±0.01 (all) 

0.81±0.01 (1)  

0.84±0.01 (all-pp) 

 0.83±0.01 (1-pp) 

 

0.96±0.09 

 

 

 

Table 5: Comparison of the recall obtained using different methods and data analysis. In detail, 

“pp” refers to after the post processing, “1” means “score 1 pick”, “all” means “all the picks” (see 

text and Table 3 for further detail). 
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Appendix A  

The neural classifier adopted here is an innovative model of neural network, named IUANT2 

(Gentili, 2003b), based on neural trees (Utgoff, 1988). A neural network is a massively parallel 

distributed processor storing experiential knowledge into inter-neuron connection strengths and 

making it available for use. The knowledge is acquired through the learning process (Haykin, 

1994). 

The processors, called “neurons” or “nodes”, work in parallel. The single neuron performs a very 

simple task, that is to supply a numerical answer, which is a function of the intensity of the input 

signal that reaches the neuron from the other neurons through the connections (or synapses). 

The mathematical model is the following: let xi be the output signal of the i
th

 neuron connected with 

the j
th

 one. The output signal yj of the j
th

 neuron is:  









−Φ= ∑ ji

i

ijj xwy θ                                                                                     (11) 

where wij is the strength of the connection (the weight) between the i
th

 and the j
th

 neuron, θ j is a 

threshold and Φ is a function of the input signal called the activation function of the neuron. The 

most frequently used activation function is the sigmoid function, defined as 1)1()( −−+=Φ ks
es  

where k is a constant; however, also other functions, like e.g. the gaussian one, are frequently used. 

In the network, the neurons can be organized in a single layer, on more layers connected one to the 

other or in more complex structures. The simplest model of neural network, is the perceptron, 

developed by Rosemblatt in 50’-60’ (Rosemblatt, 1958). It is the less computationally complex 

model and so is faster than the others, but the applicability is limited; in fact it is possible to 

demonstrate (Minsky and Papert, 1969) that a network characterized by one single layer of neurons 

is not able to solve problems not linearly separable (i.e. a problem in which the classes can not be 

divided by an hiper-plane in the feature space).  

The approaches to solve not linearly separable problems, maintaining the advantages of neural 

networks, i.e. the learning by examples and the generalization capability, are essentially two: (1) 
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developing networks with more than one layer of neurons, like e.g. multilayer feed-forward neural 

network (2) developing an adaptive networks whose structure depends on the problem addressed.  

The multilayer feed forward neural networks are the networks most frequently used till now in 

earthquake phases picking algorithms; they have a structure composed by several layers of 

neurons.. The information moves from the input neurons (input layer) to the output ones (output 

layer). The layers between the input and output layer are called “hidden layers”. The main 

disadvantage of these networks is that the number of hidden neurons affects the performances of the 

network: if it is too small, the network can not solve some problems, while if it is too high, the 

network looses its generalization capability. Since the “ideal” number of hidden layers and the 

number of neurons for every hidden layer is unknown, and changes depending on the problem 

addressed, the approach used in literature is performing several attempts and choosing the networks 

whose performances are best (Haykin, 1994). Unfortunately this approach is empiric and slow and 

the ideal structure may not be found.  

The neural trees, vice-versa, have a structure that is determined during the training and depends on 

the problem addressed. They are composed by a variable number of very simple neural networks 

and sometimes some decision nodes. In IUANT2 neural trees, perceptron network have been 

chosen, because for these networks the structure is determined simply by the length of the input 

patterns and by the number of output classes. Even if a single perceptron is not able to solve a 

problem if it is not linearly separable, it is possible to show that a set of perceptron in cascade with 

some decision nodes can do it. The perceptron is a supervised neural network. This means that a set 

of examples (training set) of the desired performances is defined for the training. The examples are 

vectors (patterns) corresponding to the features of what has to be classified, together with the 

information of the desired output of the network (target). The target is a vector with all the elements 

equal to 0 except the one corresponding to the output class, that is equal to 1. 
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The training of the perceptron is generally made (and this is the approach used by IUANT2 neural 

tree) recurrently by using a gradient descendent optimization algorithm (perceptron learning rule or 

delta rule) defined as: 

µ

µ

µµµµη
jkik

xxwytw
N M

k

iiij ∑ ∑
= =

Φ−=∆
1 0

)()( &                     (12) 

where N is the number of training patterns, M is the number of elements of the patterns, µ
it is the i

th
 

component of the target output of the µth
 input pattern (1 if the target class is the i

th
, 0 otherwise), wij 

is the value of the weight between the i
th

 and the j
th

 neuron, ∆wij is its change, µ
jx  is the j

th
 

component of the µth
 input pattern, Φ& is the derivative of the activation function (we choose a 

sigmoid) and η is the learning rate. 

The training of the IUANT2 neural tree is based on the concept of Minimal Description Length 

(MDL) (Utgoff et al., 1997), of Minimum Tree Description Length (MTDL) (Gentili, 2001; Gentili 

2003a; Gentili 2003b) (see after for definition) and on the perceptron learning rule.  

The training of the IUANT2 neural tree is the following:  

1. The training set P is processed by the perceptron in the root node, which tries to subdivide it 

into groups corresponding to the J classes of the problem. The training of the perceptron 

continues until a stopping criterion is met. In this case, the stopping occurs when the error does 

not decrease by a minimum amount in a given number of cycles. If the problem is not linearly 

separable, some of the training patterns are classified in the wrong class. 

2. A new level of J neural networks (the children nodes) is added to the tree. If one or more 

subsets are entirely assigned to a class Ωi, the corresponding children node becomes a leaf node 

labeled with the class Ωi and the training ends for that subset. 

3. The children nodes to which no subset is assigned are ignored, while the leaf nodes whose 

corresponding subsets are composed of different classes, are marked as “wrong leaves”. 
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4. If the MDL of the wrong leaf is lesser or equal to its MTDL, the wrong leaf node becomes a leaf 

labeled with the class with higher cardinality in the leaf. 

5. Otherwise, the corresponding subset is used to train another perceptron that tries to subdivide 

the subset into its J1 classes. The procedure continues in a recurrent way following the steps 1-5 

for all children. If the training set cannot be divided in any group (the perceptron repeats the 

same classification of the parent node), a splitting rule (decision node) is applied, dividing the 

feature space by an hyper-plane perpendicular to the straight line passing from the baricenters of 

two classes or by a random hyper-plane if the baricenters are all coincident.  

6. When all patterns reach a leaf, the algorithm ends.  

The MDL of a wrong leaf is defined as  

MDL=1+log2(c)+x[log2(n)+log2(c+1)]                     (13) 

where c is the number of classes observed at the leaf, n is the total number of patterns in the leaf and 

x is the number of patterns wrongly classified at the leaf.  

The MTDL is defined as:  

MTDL= )(log1 2 t+                       (14) 

where vct ⋅= , c is the number of classes of set of patterns reaching the wrong leaf and v is the 

number of elements of the pattern.  

The comparison between the MDL and the MTDL gives a measure of the opportunity to substitute 

the wrong leaf with the smaller tree that can be constructed, i.e. a perceptron.  

After the training, the network can be used to classify new patterns. 

The classification of a new pattern is made by moving toward the tree in a top-down way, following 

a path determined by the classification given by each considered node, till a leaf node is reached; 

the pattern is then labeled with the classification provided by the leaf node. The classification of 

each node corresponds to the neuron giving higher output value. 

The advantages of IUANT2 approach with respect to other neural networks are the following: 

1. The network structure is determined during the training and depends on the problem addressed; 
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2. A noise filtering, during the training, avoids a grow of the tree into wrong directions; 

3. The IUANT2 neural network can be trained again without loosing the existing stored 

information. 

The updating procedure of the network (point 3) is done by the addition of new networks to the 

existing tree in places determined by a new training. However, since this feature of the network has 

not been used here, we refer for a detailed discussion to (Gentili, 2001a; Gentili 2003; Gentili, 

2003b). This feature is useful if we already have a network supplying good performances and we 

want to update it for different typology of earthquakes, maintaining the same performances on the 

most of the data.  

The capability of this network to adapt its structure to the problem (point 1), has been found of great 

advantage in this application. We have found that both the P and S pick problems are linearly 

separable, since they can be solved by only one perceptron. This allows having a fast classification 

system, with a high generalization capability, that a multilayer perceptron may not have, owing to 

the very large number of neurons. Also the noise filtering capability (point 2), obtained by the 

comparison among MTDL and MDL, has been found useful during this application, because it 

allowed to avoid a wrong branch, due to noise, during the S phases neural classifier training phase.  
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Fig. 3 

 
Fig. 4 
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Fig. 5 
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Fig. 6 
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Fig. 8 

 
Fig. 9 
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Fig. 10 
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Fig. 13 


