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Abstract

In this paper we present an alternative separable implementation of L2-orthogonal space-time codes (STC) for

continuous phase modulation (CPM). In this approach, we split the STC CPM transmitter into a single conventional

CPM modulator and a correction filter bank. While the CPM modulator is common to all transmit antennas, the

correction filter bank applies different correction units to each antenna. Thereby desirable code properties as orthogo-

nality and full diversity are achievable with just a slightly larger bandwidth demand. This new representation has three

main advantages. First, it allows to easily generalize the orthogonality condition to any arbitrary number of transmit

antennas. Second, for a quite general set of correction functions that we detail, it can be proved that full diversity

is achieved. Third, by separating the modulation and correction steps inside the receiver, a simpler receiver can be

designed as a bank of data independent inverse correction filters followed by a single CPM demodulator. Therefore,

in this implementation, only one correlation filter bank forthe detection of all transmitted signals is necessary. The

decoding effort grows only linearly with the number of transmit antennas.

I. I NTRODUCTION

The combination of space-time coding (STC) with continuousphase modulation (CPM) systems has attracted

considerable interest. It brings the possibilities of capacity increase [1] and robustness to fading [2] in systems that

display good spectral and power efficiency [3]. Pioneered byZhang and Fitz [4], the first STC CPM constructions

were based on trellis codes. This approach was also pursued by Zajić and Stüber in [5] for full response CPM,

further optimized in [6] and extended to partial response CPM in [7]. Bokolamulla and Aulin [8] and Maw and

Taylor [9] designed STC by splitting the CPM signal in a memoryless modulator and a continuous phase encoder

(CPE) [10]. While Bokolamulla and Aulin use codes from [11],the latter combines an external encoder with the

STC and the CPE. However, for these codes the decoding effortgrows exponentially with the number of transmit

antennas. This was partially circumvented by burst-wise orthogonality as introduced by Silvester et al. in [12] and

by block-wise orthogonality as established by Wang and Xia in [13] [14]. Unfortunately, this latter design is based

on the Alamouti code [15] and thus is restricted to two transmit antennas. An extension to 4 transmit antennas

based on quasi orthogonal space-time codes was presented in[16].



Mainly motivated by the low complexity of decoding as described in [13] [14], our present contribution concerns

orthogonal space-time block codes (STBC) for CPM systems. In our previous work [17]–[19], we have been able to

designL2-orthogonal space-time codes for 2 and 3 transmit antennas which achieve full rate and full diversity with

low decoding effort. In [17] we generalized the two-antennacode proposed by Wang and Xia [14] from pointwise

to L2-orthogonality. In [18] we presented the firstL2-orthogonal code family, coinedParallel Codes (PC), for CPM

with 3 antennas.

In the present paper, we briefly review some of our previous results and generalize them to an arbitrary number

of transmit antennas. More specifically, forParallel Codes we present an alternative approach to the encoding

by splitting the STC CPM transmitter into a conventional CPMmodulator and a correction filter bank. While the

modulator is shared by all transmit antennas, the correction filter bank is specific to each transmit antenna. Therefore,

the correction filter bank fully characterizes the properties of the code, e.g. orthogonality, diversity and coding gain.

This simple framework makes it possible to readily designL2-orthogonalParallel Codes for an arbitrary number

of transmit antennas and we prove that full diversity is achieved with these codes.

Again, by separating the demodulation and inverse correction steps at the receiver side, a simple receiver is

designed as a data independent inverse correction filter bank followed by a single decorrelation unit. In this

implementation, only one decorrelation unit for the detection of all transmitted CPM signals is necessary. The

overall decoding effort grows only linearly with the numberof transmit antennas.

The remainder of the paper is organized as follows. In Section II, we present our new code representation,

show that full diversity is achieved and give a condition to obtain L2-orthogonality for an arbitrary number of

transmit antennas. In Section III, we introduce a fast decoding algorithm forParallel Codes. In Section IV, the

code performance and the decoding algorithm are evaluated by simulations and finally, in Section V, we conclude

this paper.

II. GENERALIZED CODE REPRESENTATION

In this section we develop a simplified representation forL2-orthogonal PC and prove that PC with linear phase

correction functions provide full diversity. Finally, we give a condition to obtainL2-orthogonal codes.

A. System Model and Code Structure

Let us briefly introduce our model for the CPM transmitter with Lt transmitting antennas. We adopt the block

structure from [18] and accordingly we define the CPM signal for blocks ofLt symbol intervals. Thelth CPM

block of lengthLtT is given by [3]

s(t,d) =

√

EB

TLt
exp

(

j2π
[

θ(l) + h

(l+1)Lt∑

i=lLt−γ+2

diq(t − iT )
])

. (1)

for lLtT ≤ t < (l + 1)LtT . Here,EB is the block energy,T is the symbol length,γ the CPM memory length,

h = m0/p is the modulation index withm0 andp relative primes anddi is the data symbol taken from the set

Ωd = {−M + 1,−M + 3, . . . , M − 3, M − 1}.
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Fig. 1. Block diagram of the transmitter and receiver for STCCPM using the generalized code representation

For convenience, the data symbols of the current blockl are collected in the vectord =
[

dlLt+1 . . . d(l+1)Lt

]

.

The phase pulseq(t) is a continuous function withq(t) = 0 for t ≤ 0 and q(t) = 1/2 for t ≥ γT and the

accumulated phase

θ(l) =
h

2

lLt−γ+1
∑

i=−∞

di (2)

sums allLt symbols reaching1/2 till the end of the previous block.

The family of L2-orthogonal codes proposed in [18] allows to sendLt CPM signals over the transmit antennas.

The signal sent by each antenna is further modified by an additional correction function. Here, we present a new,

generalized representation forParallel Codes, a member of theL2-orthogonal code family. These codes use the

same CPM signals(t,d) for each antenna and only the correction functioncm(t) differs for each antennam.

Consequently, we rewrite the vector of the transmitted signals s(t,d) and obtain the new representation

s(t,d) = s(t,d)c(t) = s(t,d)








c1(t)
...

cLt
(t)








. (3)

Figure 1 illustrates the single CPM modulator andLt data independent correction functions for each transmitter

antenna. To maintain the constant amplitude of the CPM signal, the correction functions modify only the phase,

i.e.

cm(t) = exp
(
j2πφcm(t)

)
, (4)

where the design ofφcm(t) will be described in the following.

B. Diversity

For convenience, we assume a receiver equipped with only oneantenna but the extension to multiple antennas

receivers is straightforward. The channel between themth transmitting and the receiving antenna is characterized by

the channel coefficienthm. All channel coefficients are assumed to be mutually independent, block-wise constant,

Rayleigh distributed random variables. Furthermore, we assume perfect channel state information (CSI) at the



receiver and corruption by complex additive white Gaussiannoisen(t) (AWGN). Then the received signal follows

as

r(t,d) =h
T
s(t,d) + n(t) (5)

=
[

h1 . . . hLt

]








c1(t)
...

cLt
(t)








s(t,d) + n(t). (6)

To characterize STC with linear modulations, a signal matrix Cs was introduced in [2]. This matrix results from

the correlation of all the possible differences of code words. To achieve full diversity,Cs ought to be full rank. It

was shown by Zhang and Fitz [20] that for nonlinear modulation, i.e. CPM here, the signal matrix should now be

defined over waveforms, as

Cs =

LlT∫

0

∆(t)∆H(t) dt, (7)

where∆(t) is the difference between two transmitted signals modulated by different data symbolsd and d̃

∆(t) =








∆1(t)
...

∆Lt
(t)








= s(t,d) − s(t, d̃). (8)

Proposition 1 from [20] shows thatCs has full rank if and only ifuT
∆(t) 6= 0 for all vectorsu ∈ CLt , except

u = 0. This means that the waveforms of the transmitted signals have to be linearly independent. By applying Eq.

(3) we obtain the diversity condition

u
T
(
s(t,d) − s(t, d̃)

)
c(t) 6= 0. (9)

Now, sinces(t,d) ands(t, d̃) are different for at least one symbol, their difference is never zero for allt within a

block. Thus, Eq. (9) simplifies to

Lt∑

m=1

umcm(t) =

Lt∑

m=1

um exp
(
j2πφcm(t)

)
6= 0, (10)

which only depends on the correction functioncm(t). A large class of functions fulfill Eq. (10). In the following,

we focus only on correction functions with linear phase. Thus we define parametrized phase functions as

φcm(t) =
m − 1

LtT
αt + βm, (11)

whereβm is a constant phase offset andα is a nonzero slope. Now,uT
c(t) = 0 would imply that

Lt∑

m=1

(
um exp(j2πβm)

)
exp

(

j2π
m − 1

LtT
αt

)

= 0 (12)

Introducing the polynomial

p(x) =

Lt∑

m=1

(
um exp(j2πβm)

)
xm−1, (13)



Eq. (12) would mean thatp(ej2παt/(LtT )) = 0. This would imply that the polynomialp(x), of degreeLt − 1,

vanishes on more thanLt different points. Thus,p ≡ 0 andum = 0 for all m. Consequently, by [20, Prop. 1], the

signal matrixCs has full rank and all the codes achieve full diversity.

The linear phase correction functions are similar to the idea of tilting phase as proposed by Rimoldi [10]. However,

the purpose of tilted phase in [10] was to simplify the statesof single input single output CPM systems. Here, the

phase drifts are introduced to achieveL2-orthogonality between transmit antennas. Therefore the tilt angle (i.e. the

slope of the linear phase function or the phase shift) has a quite different role in the two approaches.

C. Orthogonality

With the new representation of CPM introduced in Section II-A we derive the orthogonality condition for an

arbitrary number of transmit antennas.L2-orthogonality is imposed by [18]

EBI =

LtT∫

0

s(t,d)sH(t,d) dt

=

LtT∫

0








c1(t)
...

cLt
(t)








[

c∗1(t) . . . c∗Lt
(t)

]

s(t,d)s∗(t,d)
︸ ︷︷ ︸

|s(t,d)|2=1

dt

=

LtT∫

0








c1(t)c
∗
1(t) . . . c1(t)c

∗
Lt

(t)
...

...

cLt
(t)c∗1(t) . . . cLt

(t)c∗Lt
(t)








dt (14)

whereI is the Lt × Lt identity matrix. Due to the constant amplitude of the CPM signal, orthogonality depends

only on the correction functions. By Def. (4),cm(t)c∗m(t) = 1. So, we only need to cancel all the crosscorrelation

terms and get

0 =

LtT∫

0

cm(t)c∗m′(t) dt (15)

=

LtT∫

0

exp
(
j2π[φcm(t) − φcm′(t)]

)
dt (16)

=

LtT∫

0

exp

(

j2π

(
m − m′

LtT
αt + βm − βm′

))

dt (17)

for m 6= m′. To fulfill Eq. (17) we have to integrate over full rotations on the unit circle. Therefore,α needs to be

an integer. In the following we setα = 1 for two reasons:

1) Minimizing bandwidth: The correction function causes a frequency shift depending on the slope of the phase.

To minimize the overall bandwidth of the system the frequency shift needs to be small. Hence, the phase

slope of the correction function is required to be minimal.
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Fig. 2. Merging of inter- and inner-block trellis for simplified detection withl = 1 (pps - paths per state)

2) Equivalence tolinPC [18]: If α = 1 Parallel Codes with linear phase function coincide with thelinPC family

proposed in [18]. The phase offsetsβm in Eq. (11) correspond to the initial phases of thelinPC.

III. FAST DECODING ALGORITHM

In this section we provide a simplified decoding scheme for the proposed parallel codes. For convenience, we

assume only one receive antenna (Lr = 1) but the extension to multiple antennas is straightforward.

The received signalr(t,d) is a superposition of the transmitted CPM signals which are weighted by the channel

coefficients. Due to the CPM inherent continuous phase encoder (CPE) [10], the received signal consists ofLt

superposing trellis codes. These are generally quite hard to decode.

To reduce the complexity of the decoder we first consider the block structure of the proposed STC. This facilitates

the splitting of the super trellis into an “inter” and “inner-block” trellis as shown in Figure 2. To achieve full rate,

each block containsLt symbols with an alphabet sizeM which are distributed over the ST-block. Therewith each

state of the inter-block trellis hasMLt leaving paths, i.e. in order to calculate all block distances DB(d, d̃|Θ(k)),

MLt matched filter of lengthLtT have to be appliedpMγ−1 times. This exponential growth of complexity with

the number of transmit antennas makes the application in real world systems impossible.

Eq. (18) shows the non-simplified maximum likelihood metricfor the inter-block trellis. The absolute value

contains allLt data symbols. Therefore we have to consider all crosscorrelations between the data symbols which

gives us the previously mentionedMLt path metrics. By using theL2-orthogonality from the previous section those



correlations are canceled out and we get

DB(d, d̃|Θ(k)) =

LtT∫

0

∣
∣
∣r(t,d) −

Lt∑

m=1

h∗
ms∗(t, d̃)c∗m(t)

∣
∣
∣

2

dt (18)

=

Lt∑

m=1

LtT∫

0

∣
∣
∣r(t, d̃) − hms(t, d̃)cm(t)

∣
∣
∣

2

dt. (19)

Here it can be seen that for nonlinear modulations,L2-orthogonality is sufficient to decorrelate the signals of

the transmit antennas. The pointwise orthogonality of the orthogonal codes used in linear modulations is also a

sufficient condition to simplify Eq. (18). But this would impose stronger restrictions upon the STC.

Eq. (19) implies thatLt conventional CPM signals have to be decoded. Hence, the complexity grows only linearly

with the number of transmit antennas, i.e. due to decorrelation of the transmitted signals, each data stream from

one transmit antenna can be decoded separately. Alternatively, the ML metric can be transformed into a correlation

between the received signalr(t,d) and an hypothetical version of this signal. We get an equivalent correlation

based metric by

DB(d, d̃|Θ(k)) =

Lt∑

m=1

LtT∫

0

Re
{

r(t,d)h∗
mc∗m(t)s∗(t, d̃)

}

dt. (20)

By splitting the correction filtercm(t) from the conventional CPM signals(t,d), we define a pseudo received

signal as

x(t,d) = r(t,d)

Lt∑

0

h∗
mc∗m(t). (21)

This signal corresponds to asingle preprocessed CPM signal which is decoded by

DB(d, d̃|Θ(k)) =

LtT∫

0

Re
{

x(t,d)s(t, d̃)
}

dt. (22)

Hence, only one CPM signal has to be decoded and we obtain a single inner-block trellis which is shown at the

bottom of Figure 2. The metric to compute the symbol-wise distances at time slotr is given by

D(d, d̃|Θ′(k)) =

rT∫

(r−1)T

Re
{

x(t,d)s(t, d̃)
}

dt. (23)

This additional complexity reduction is accomplished due to the parallel structure of the proposed code. Finally,

sinceα = 1, the phase drift per block is always an integer (0 . . .Lt − 1) and therewithcm(0) =
(
cm(LtT )

)

mod1
.

Thus, the accumulated phase memoryθ(l) at the beginning and the end of each block is defined over the same

set of rational numbers, i.e.Ωθ = {0, 1/p, . . . , (p − 1)/p}. The states of the inner trellis at the end of one block

Θ(k) and the beginning of the nextΘ′(k) are consequently equal and inner and inter-block trellis can be merged

to one trellis. The new block independent trellis is equivalent to the trellis of one conventional CPM signal. This is

consistent with the model we use for the modulation where only one CPM signal is modulated and the signals for

the different transmit antennas are created by the phase correction functions. One can look at the phase correction



Fig. 3. BER for PC CPM withM = 4, 2REC,h = 0.5 andh = 0.8

filters (phasers) of the transmitter, the physical channel and the dephasers of the receiver as a single input single

output pseudo channel. This pseudo channel benefits from thefull diversity introduced by the correction filters

whereas at the transmitter and receiver only a conventionalcoder and decoder are necessary.

Finally, it should be noticed that the complexity of the proposed receiver can be further decreased. Namely,

methods proposed in literature ( [21]) can be additionally applied to the CPM decoder.

IV. SIMULATION RESULTS

In this section, we evaluate the proposed transceiver implementation and the performance of the code by means of

simulations. For all our simulations, we use a linear phase pulse with a length of2T (2REC) given byq(t) = t/4T

for 0 ≤ t ≤ 2T , q(t) = 0 for t ≤ 0 andq(t) = 1/2 for t ≥ 2T . An alphabet of sizeM = 4 with Ωd = {−3,−1, 1, 3}

is used. Further, we assume blockwise transmission with block lengthLb = 130. The channel coefficientshi have

Rayleigh distributed amplitude and uniformly distributedphase. They are assumed to be constant during one block

lengthLbT and the receiver has perfect knowledge of those coefficients.

As stated earlier, the complexity of the most costly part of the decoder, the MLSE, is independent of the number

of transmit antennas. In our case, the trellis has alwayspM = 16 states withM = 4 paths originating from each

state. That means that we have to evaluate only64 path weights per symbol and64Lt per block. This is valid not

only for one but also for three transmit antennas. In contrast, for Lt = 3, a non-simplified receiver would have

had to evaluatepMMLt = 1024 paths per ST-block. For the proposed scheme only the size of the correction filter

bank grows with the number of transmit antennas. Hence, the decoding effort grows only linearly with the number

of transmitting antennas. Moreover, this filter bank needs to be evaluated only once per symbol.



Figure 3 shows our simulation results for two different modulation indexes;h = 0.5 and h = 0.8. A larger

modulation index increases the distance between two symbols and improves therewith the BER. The drawback of

this improvement is an increased bandwidth. As expected, the simulations in Figure 3 show that the BER of the

proposed STC CPM schemes also benefits from a larger modulation index. Further, the diversity gain becomes

clearly visible. The slope of the BER curves increases with agrowing number of transmit antennas.

For the second group of simulations (h = 0.8) the decoding complexity increases slightly due to the modified

modulation index. The trellis has nowpM = 20 states and we have to calculate80 path weights per symbol. The

complexity of the correction filter bank remains unchanged.

V. CONCLUSION

In this paper, we have presented a novel representation forL2-orthogonalParallel Coded CPM. This representation

decouples the data-dependent CPM modulator from the antenna-dependent correction filter bank and enables the

generalization of theL2-orthogonalParallel Codes to an arbitrary number of transmit antennas. It is also shown

that these generalized codes achieve full diversity.

The main advantage of this representation arises at the receiver level. The costly maximum likelihood sequence

estimation, necessary for decoding the CPM [18], is now implemented only once, independently of the number of

transmit antennas. The full diversity of the system comes from the correction filter bank which is applied only once

per symbol. Hence, a simplified implementation and a decoding effort that grows only linearly with the number of

transmit antennas is obtained in exchange for a slightly increased bandwidth for the correction filter.
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