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Optimal Real-Time Scheduling of Control Tasks
with State Feedback Resource Allocation

Mohamed EI Mongi Ben Gaid, Arbenela and Yskandar Hamam

Abstract— This paper proposes a new approach for the optimal quantization precision. Real-time designers on the other hand
integrated control and real-time scheduling of control tasks. see the control loop as a periodic task with a hard deadline.
First, the problem of the optimal integrated control and non- 3 jy4th control and real-time scheduling theories, the notion
preemptive off-ine scheduling of control tasks in the sense of of “instantaneous computational needs” of a control applica-
the H, performance criterion is addressed. It is shown that this - . f : R
problem may be decomposed into two sub-problems. The first tion is not defined. Computation and communication resources
sub-problem aims at finding the optimal non-preemptive off-line are consequently allocated according to the “worst case needs”
schedule, and may be solved using the branch and bound method. of these applications. This corresponds to the use of periodic
The second sub-problem uses the lifting technique to determine g mpjing, which on the one hand simplifies the control design
the optimal control gains, based on the solution of the first
sub-problem. Second, an efficient on-line scheduling algorithm problem, but on th_e other hand leads to an unnecessary usqge
is proposed. This algorithm, called Reactive Pointer Placement Of some computational resources. In fact, a control task that is
(RPP) scheduling algorithm, uses the plant state information to close to the equilibrium needs less computing resources than
dispatch the computational resources in a way that impoves another one which is severely disturbed [3]-[5]. Similarly, the
control performance. Control performance improvements as well - re5)_time scheduling design of control tasks is based on their
as stability guarantees are formally poven. Finally, simulations . . . .
as well as experimental results are presented in order to illustrate Worst'case executhn t'me' As illustrated !n 6], a re‘?’ource
the effectiveness of the proposed approach. saving may be obtained if these hard real-time constraints are
“conveniently” relaxed, since control systems may be situated
in between hard and soft real-time systems. Our opinion is
that a significant economy in computing resources may be
performed if more elaborate models are used by the two

. INTRODUCTION communities, which amounts to co-designing the control and
the scheduling [1], [6]-[8].

N computer systems, the scheduler is the entity that is re-1n this paper, a new approach for the co-design of control

sponsible of the allocation of the computational resourcegnd real-time scheduling is proposed. In the first part, we
Consequently, using efficiently these resources amounts ri@tivate the use of th/, performance index for the problem
designing appropriate scheduling algorithms. The need for @hthe optimal integrated control and non-preemptive off-line
efficient use of the computational resources comes from cagheduling of control tasks. A new approach for solving this
pressure, which requires the realization of system functionafiroblem is proposed. This approach decomposes the problem
ties with minimum resources. Traditionally, control design anghto two sub-problems. The first sub-problem aims at finding
real-time scheduling design have been decoupled in the desigig optimal non-preemptive off-line schedule, and may be
processes of embedded control applications. This separati@lved using the branch and bound method. The second sub-
of concerns allowed each community to focus on specifigroblem uses the lifting technique to determine the optimal
problems, and led to the spectacular development that we gghtrol gains, based on the solution of the first sub-problem.
familiar with today [1]. However, this separation of concerng\e illustrate how existing knowledge from the considered
relies on the fact that these two domains use very Slmp“fl%ntrd systems models may be used to Considerab|y reduce
models of their interface with each other. In fact, as pointegie time needed to find the optimal solution, fully taking
out in [2], control designers assume that the implementatigfjvantage of the use of the branch and bound method. In
is able to provide an equidistant sampling and actuation, afigk second part, a plant state feedback scheduling algorithm,
to ensure a fixed input output latency as well as an infinitgalled reactive pointer placement (RPP) scheduling algorithm

is proposed. Its objective is to improve the control performance
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This paper is organized as follows. After a review of thef LQG was introduced and developed in [21]. The proposed
related work in Section I, the formulation and solving ofmethod allows pruning of the search tree in order to reduce
the optimal control and non-preemptive off-line schedulinthe combinatoric explosion.
according to theH, performance criterion is addressed in 3) Scheduling of control tasks in environments with vari-
Section 1ll. In Section IV, the RPP scheduling algorithm isble computing workload : It is well-known that worst-case
introduced, described and evaluated using simulation. Finalbnalysis techniques [22] may be used in order to guarantee
in Section V, the experimental evaluation of the proposetie deadlines of tasks with variable but bounded execution
approach is presented. times. However, when the average execution time is smaller
than the worst-case execution time (WCET), these techniques
lead to an oversized design. Recently, new approaches were
proposed in order to handle variations in tasks execution times

The related work may be classified into four categories: and system overload more efficiently than worst-case analysis

1) Adaptive sampling : The analysis of asynchronouslytechniques, among them the feedback scheduling [6], [23] and
sampled systems was undertaken at the end of the fifties. Tthe elastic task model [24].
researches, which were performed at the sixties and at thé~eedback scheduling is a control theoretical approach to
beginning of the seventies, focused on SISO systems. To teal-time scheduling of systems with variable workload. The
best of our knowledge, the first adaptive sampling method wésedback scheduler may be seen as a "scheduling controller”
proposed by Dorkt al. [11]. The proposed adaptive samplemwhich receives filtered measures of tasks execution times and
changes the sampling frequency according to the absolutets on tasks periods in order to minimize deadline misses.
value of the first derivative of the error signal. Using analo@he application of feedback scheduling to robot control was
simulations, the authors have shown that this method redu@gerimentally evaluated in [7].
between25 % and50 % of the number of required samples, In the elastic task model [24], a periodic task set containing
with respect to the periodic sampling, given the same responSetasks may be seen as a sequenceVolinear springs. In
characteristics. Other approaches were proposed thereaftethis model, the utilization factor of a task is analogous to
particular [12]-[14]. The evaluation of these approaches anble spring’s length. Tasks may change their utilization rate
their comparison to the periodic sampling was performed in order to handle overload conditions, which may occur, for
[15]. Simulations have shown that these adaptive samplimgample, if a new task is admitted to the computing system.
methods are not always better than periodic sampling, espe-order to ensure the schedulability of the task set, tasks are
cially where the input is subject to unknown disturbancesompressed or decompressed. In [25], the elastic task model
Remarking that the methods of [11] and [14] are closelwas applied to the scheduling of control tasks with variable
related, Hsia proposed a generic approach allowing to deriggecution times. The use of this method permits the application
adaptive sampling laws [16]. of the approach of [17] in order to find the optimal tasks

2) Optimal control and monoprocessor scheduling : The periods based on tasks average execution times (instead of
problem of the optimal selection of control tasks periodtheir worst-case execution times), leading to an improvement
subject to schedulability constraints was addressed in [10f the control performance. [26] generalized this approach
Assuming that the discrete-time control laws are designed tio take into account the degradations that may occur to the
the continuous-time domain and then discretized, the noti@ontrol systems if its control task that was designed to work
of Performance Index (Pl) was introduced. The Performanes a given rate runs at another rate. The analytical expressions
Index quantifies the performance of the discrete control law af the performance degradations were given. A compensation
a given sampling frequency. In most control applications, thmethod was proposed. This method allows to trade-off the
performance index is minimal when the continuous-time comperformance degradations and the required memory space
trol law is used and increases (i.e. degrades) as the samplindpich is needed to store the parameters of the pre-computed
frequency is decreased (note that for some control systewgmntrol laws that will be used by the compensation algorithm).
this relationship is more complicated, as illustrated in [18]). However, all these approaches are mainly based on the
Considering this important class of control applications, thessumption that control performance is a convex function of
problem of the optimal sampling frequency assignment for the sampling period. In reality, as illustrated in [3], [4], the
set of control tasks consists on minimizing a weighted sunuality of control is also dependent on the dynamical state
of the performance indices of the considered control taskd the controlled system (in equilibrium, in transient state).
subject to schedulability constraints. In [19], the optimal offin this paper, instead of using feedback from execution times
line scheduling of control tasks in the sense of LQG waseasures, the plant state information is used to dispatch the
considered, assuming that all the control tasks have the saawailable computing resources.
constant execution time. The resolution of this problem was 4) Scheduling of control tasks based on plant state infor-
performed using the exhaustive search method, which limitsation : The idea of the dynamical allocation of processor
the application of this approach to applications with a limitedesources as a function of the plant state was proposed in [27],
number of tasks. Similarly, the problem of the optimal monoassuming that the performance index of a task controlling
processor scheduling of control tasks in order to optimize @ system at a given state is proportional to its period and
robustness metric (i.e. the stability radius) was treated in [2@h the controlled system’s error. The problem of the optimal
The problem of the optimal control and scheduling in the sengstegrated control and scheduling was investigated in [5]. It

II. RELATED WORK



was demonstrated that the optimal scheduling policy in the tackled in the previously cited reference. Using off-line
sense of a LQ performance index is dependent on the plaaheduling, the scheduling pattern (starting time instants of
state. A significant improvement in control performance magontrol tasks or non-control tasks reserved slots) is repeated
be obtained by rapidly reacting to the disturbances [4]. Thidentically everymajor cycle, or hyperperiod. In the following,
rapid reaction can be performed by plant state based on-lime will denote byl"x T}, the hyperperiod of the static schedule.
scheduling algorithms. The problem of the optimal on-lindhe hyperperiod is equal t@ when expressed in terms of
sampling period assignment was studied in [28]. A sub-optimalimbers of elementary time slofs,.

periodic sampling period assignment heuristic was proposedExample 1: An example of an off-line schedule of two
The feedback scheduler is triggered periodically and computesntrol tasksr(!) and~(?) and a set of sporadic tasks using at
the optimal sampling frequencies of the control tasks basesbst44 % of the CPU (i.e. whose utilization raf = 0.44)

on a finite horizon predicted cost. However, the stability anid given in Fig. 1.

computational complexity issues of the feedback scheduler

were not addressed. In opposition to this approach, the on- |:| Control task

line scheduling heuristic proposed in this paper, and called

Reactive Pointer Placement (RPP) scheduling, changes the [ ] Reserved for non-control tasks
effective sampling periodin reaction to the disturbances, and Hyperperiod

not according to a periodic triggering. | :

] & [ [0 []
1

IIl. OPTIMAL OFF-LINE SCHEDULING
A. Problem formulation

Consider a collection ofV continuous-time linear time- T,
invariant (LTI) systemgS));<;<y. Assume that each sys-
tem SU) is controlled by a task(?), which is characterized by
its worst-case execution timé&’). Since we are interested in
deriving an optimal off-line schedule, the scheduling decisions Task scheduling may be described by associating Boolean
(i.e. releasing and starting of control tasks) must be madéheduling functions ) to control tasksr’) such that
periodically (i.e. at instants that are multiple of an elementary
tick period), rather than at arbitrary time instants, as illustrated |

Fig. 1. An example of off-line scheduling of control and non-control tasks

1 if the execution of task () finishes in the

in ( [29], Chapter “Clock-Driven Scheduling’). L&, be this 7" (k) = interval [(k — 1)}, kT},)
elementary tick period. The time line is then partitioned into 0 otherwise.
intervals of lengthl’, calledtime slots. Control tasks may be (1)

started only at the beginning of the time slots. A control tasWe caI.I v (k) the execution end indicator of the jobs of
may need more than one time slot to execute. In the prtask 7(/). Due to the use of non-preemptive scheduling, the

posed model, we assume that control tasks are execoted # slots containing or preceding the end of a job of task

.pregmpti'v.ely. This assumption has two essential penefits. First(;y are allocated to its execution, whefe| denotes the
it simplifies the problem formulation and solving. Secondyejjing function. Using this observation, the processor time

non-preemptive scheduling ensures a minimal and constaj; ilization by a given control task?) may be described
input/output latency for control tasks. In fact, if the input an

output operations are performed respectively at the beginning

a(9)
and at the end of a control task, preemption causes variations , k+[T—,,]—1 ,
in the input/output latency, which may degrade the control Dky="> 0. 2)
performance, as illustrated in [30], [31]. 1=k

Usually, control tasks share the processor with other spo- . , . -
radic or aperiodic tasks, which do not perform the compu-[he var|ablge(3>(k) E.{O’ 1} is the)task exect_Jt'lon indicator
tations of the control laws, and are calladn-control tasks. corresponding to the jobs of task’) and verifies
Examples of such tasks include signal processing, monitoring(j)(k)
or communication tasks. The total computational load that
these tasks induce may be described by their processor uti-
lization rate, noted?. If these non-control tasks do not have pyring interval[(k — 1)T,, kT,), the processor can execute
any real-time constraints, then they may be scheduled in thgly one control task. This constraint may be modeled by the
background, after the completion of the control tasks jolg)iowing inequality
(i.e. in the slices of the time slots where control tasks do not
execute), as shown in ( [29], Chapter “Clock-Driven Schedul- N
ing”). Otherwise, their schedulability and real-time constraints > V() <1 (4)
have to be checked using state of the art methods. This issue J=1

= 1<«= the processor is allocated to task) du-
ring a sub-interval of(k — 1)T),, kT),).

lthe “effective sampling period” depends on the execution rate of theIN Orderto guarantee th_e CompUtat'ona_l !"ee_ds of non-control
associated real-time control task tasks, described by their processor utilization ré&e the



scheduling decisions of control tasks must satisfy In order to formulate the joint problem of optimal control

T—1 N and scheduling, in addition to the modeling of the tasks and
R + _ Z Z 0 7(J) (5) the representation of the_ sy_stem’s dynamics, it is necessary to
1y k=0 j—1 choose an adequate criterion of performance. The previous

studies that were carried out on the joint problem of the
a0ptima| control and scheduling, starting from a given initial
condition, have shown that the optimal schedule is dependent
on the chosen initial states of the systems [5], [34]. This depen-
2D (k+1) = ADzO (k) + B§j)w(j)(k) + Béﬂu(j)(/{) dence may be exploited by the on-line scheduling algorithms
; NG e, e in order to improve the control performance. But when only
Z(J)(k) - Ci )x(j)(k) + Dgl)w(j)(k) + DEQ)U“(J)(k) a fixed schedule is desired, it is necessary to use performance
where zU) (k) € R™ is the state vectorny?) (k) € R% is criteria that depend on the intrinsic characteristics of the
the disturbance input;(9) (k) € R™ is the control input and system, not on a particular evolution or initial state. The use of

Each systemSU) is characterized by its sampled-dat
model, derived at the sampling peridd, according to the
approach of [32], and described by

2 (k) € RPs is the controlled output. the well-knownH, performance criterion provides a solution
In the following, we will assume that for gJle {1,..., N}: to meet these objectives. In fact, using this performance index,
1) The pair(AU),Béj)) is controllable, the obtained off-line schedules will be independent of any

. (C(j))T _ _ _ initial conditions and disturbances. Moreover, the results may
2) QU = (Dl(j) - [ c? pl) } > 0, with pe easily transposed to a linear quadratic Gaussian (LQG)
G (s i2) context, as illustrated in ( [35], pp. 365-366). In fact, LQG
(Dy3)" Dyy > 0. optimal control problems are particular casestof optimal

Let S be the global system composed of systé®s))1<;j<n. control problems.
Assumption 1 is a necessary condition for the existence of a
hyperperiodl” x T}, and an off-line schedule (with hyperperiod . ) ]
T x T,)) ensuring the reachability of the global systénj33]. B- Decomposability of the optimal integrated control and off-
When the scheduling of systefis performed according to a ine scheduling problem
given off-line schedule ensuring its reachability, Assumption An off-line schedule is callecadmissible if it satisfies
2 guarantees the existence of a stabilizing controller (and alsonstraints (2), (4) and (5). In theory, for a fix&dthe number
an optimal controller) and is usually made in optimal contradf feasible off-line schedules with hyperperidd x T, is
problems. finite. Consequently, finding an optimal off-line schedule with
Using straightforward algebraic manipulations, systemsyperperiodl’ x T, that minimizes theét{, norm of the global
(SW);<;<n may be described using an extended state modsjstem amounts to the exploration of the set of feasible off-line
representing the global systeshand described by schedules (with hyperperidfl x T},) and to the computation
e(k+1) = Ax(k)+ Brw(k) + Bou(k) (6a) of the Ho norm of each feasible Qﬁ-line §cheQu_Ie, in order
to find an optimal one. However, in practioexplicit search
2(k) = Ciz(k) + Duw(k) + Dizu(k).  (6D)  ethods like exhaustive search will rapidly suffer from the
curse of dimensionality when used for solving problems with

Letn = Z s M= E My 4 = E ¢; and @ the matrix relatively large values of’ or N. That's why we propose the

defined by use of the branch and bound method, which isiplicit
T search method, allowing a more intelligent exploration of the
Q= [ D112T } [ C1 Do . (7) set of admissible off-line schedules.

When the scheduling of the control tasks is performed
In the considered modeling, when a control task finishes ig&cording to an admissible fixed off-line schedule with hyper-
execution, then it immediately updates the plant, which meaperiod T x T, the scheduling functions?) (k) and e (k)

that that are associated to this off-line schedule will be both
uY) (k) is updated during intervdlk — 1)T,, kT,) if and ~ periodic with periodT (i.e. v/ (k) = 4V)(k + T) and
only if 79 (k) = 1. eW(k) = eYW(k 4+ T)). It may be easily shown [10] that

(8) the model of the global syster§ may be described by a
The digital-to-analog converters, use zero-order-holders fo-periodic discrete-time state representation. This remains
maintain the last received control commands constant unftile when the tasks are scheduled using the optimal off-line
new control values are updated. Consequently, if a contrethedule that was previously determined. Consequently, using
command is not updated during the time slét—1)7,, ¥7,,), the well known results of the optimal periodic control theory,
then it is held constant. This assertion may be modeled bywe know that the optimal control of each systéii) is a state-
feedback control law. Sinc#, optimal control problems are
W(J)(k) =0 = u¥ )(k) = ul )(k -1 ©) solved over an infinite horizon,pthe optimal cgntroller of the
Remark 1: Introducing scheduling variables allows modelglobal system will bel'-periodic.
ing the computational delays in an abstract way. The compu-These observations show that the optimal integrated control
tational delay of a given task is thus approximated in terms ahd off-line scheduling problem may be decomposed into two
numbers of elementary time slots. sub-problems, which may be solved successively: the optimal



scheduling sub-problem (which has to be solved first) araf the /> norms corresponding to these responses. As a result,
the optimal control sub-problem (whose solution requires thae “finite-horizon computed{, norm” ||S||, (H) converges

knowledge of the used scheduling). asymptotically to the trueH, norm ||S||, (co) computed
over an infinite horizon, wherf — +o00. Consequently,
C. Formal definition of the H, norm for a desired precision, specified by the maximal absolute

) error ey, between the tru¢{, norm ||S||, (co) computed
Assume that the control tasks are scheduled according to &, an infinite horizon and the “finite-horizon computka

admissible off-line schedule with hyperperi®dx 7', and that norm” |||, (H), there will exist a horizort,;,, such that,
ensures the reachability of syst&imAs previously mentioned, ¢5. a1 7 > I . IS, () — |S]l, ()| < ep,. Based

. . el mins 2 2 = 2"
the off-line schedule as well as the optimal controller &e ,, this remark, and on the visualization tools which were

periodic. For those reasons, systémwill be a T-periodic i niemented, the horizoH i, may be determined iteratively.
discrete-time system. Consequently, in order to determine the

H2 norm of the global systen$, we adopt a definition of ) ) )

this norm which is based on the impulse response of lineBr Solving of the optimal scheduling sub-problem

discrete-time periodic systems [36]. This definition generalizes In this section, the translation of the optimal scheduling sub-
the well-known definition of th&{, norm of discrete-time LTI problem in the sense df(, into the mixed integer quadratic
systems. Lefe;)1<i<, be the canonical basis vectorskf formulation is described. This translation requires the trans-
and §;, the Dirac impulse applied at instaikt Using these formation of the involved constraints into linear equalities
notationsgye; is a Dirac impulse applied to th€" disturbance and/or inequalities. Constraints (9) may be translated into an
input at instantk. Let g;, be the resulting controlled outputequivalent conjunction of linear inequalities and equalities if
of the global systen$ (in closed-loop) assuming zero initial extra variables are introduced, as illustrated in [37]. Remarking
conditions and that the control inputto the global systens  that (9) is equivalent to

satisfies the constraints (9). More formally, the respangédo , , . . , ,

the Dirac impulsé;e; assuming that the global system is cony(J)(k) —u (k= 1) =4 (k)u? (k) =79 (k)u (k - 1),

trolled by the control input, that satisfies the constraints (9), . ) bl (13)
is completely defined by the following equations: and introducing the extra variables
d for alllwe(?\)l = G then (9) may be rewritten in the equivalent form
and fo
w(l) = 0ifl#k v (k) <UDy (k)
YD) =0 = w9 (k)=u0)(k-1) forall v({)(k) > L(j),y(J)(k) ‘ | (15)
je{l,...,N} v (k) <ul) (k) = LO(1 =~ (k)
z(l+1) = Az(l)+ Biw(l) + Bau(l) v (k) > w9 (k) — UW (1 —~yU)(k)),
l = Ciz(l)+ D l D l ) )
9_28 _ Z(ﬁ( )+ Duw(l) + Dizul) whereU) and LU) are respectively the upper and the lower
" ' (10) bounds of the control commands”) of systemS(). In
The H, norm of the periodic systers is defined as practice, these bounds correspond to the saturation thresholds
of the actuators. If saturation does not occur, tHé®)
1 E=1 e ) (respectivelyL?)) may be set big enough (respectively small
ISllz = | 7 S lgally, (11)  enough) with respect to the values that the control signals may
k=0 i=1 take during the evolution of the system. Note that the product
where thels norm of g5, is defined by o) (k) = 49 (k)u9) (k — 1) may also be translated using the

same procedure.
The constraints involved in this problem may be classified
(12) into two groups. The first group is related to the scheduling
constraints (2), (4) and (5). Let
Using this definition to compute thH& > norm involves the 7(j)(o) )
computation ofj|gix||;,, which requires the observation of the O . andT —
system’s response over an infinite time horizon. In this work, o N Tl
a very close approximation dfg;x||,, is obtained through a Y9 (H —1) NGO
finite horizon/7 from the instant where the impulse is appliedihen, the constraints belonging to this group may be described
For that reason, it is necessary to choddegreater than by
the response time of the global syste$n In the practical
implementation of the algorithm, it is possible to visualize the
responses to the different Dirac impulses, and to evaluate havhere 4, and B, are respectively a Boolean matrix and a
much these responses, which correspond to exponentially dBmolean vector of appropriate dimensions.
ble trajectories, are close to zero. TRe norm of the system  The second group is related to the computation of the
is proportional to the square root of the sum of the squar@spulsive responses;;, for 0 < k < T —1 andl1 < i <

gitll,, =

AT < By (16)



q, over the horizonH. Let u™*, 2, z** v and o’* be exploring the nodes where it is possible to certify that
respectively the values of the control, the state, the controlled they do not contain any optimal solution. In fact, if the
output and the auxiliary variables corresponding to a Dirac  upper bound of a subproble# is larger than the lower

impulse applied at instarit to the:*” disturbance input of the bound of another subproblef) then the optimal solution
global system. LefS** be the set of the involved constraints, cannot lie in the feasible set of solutions of subprobfem
for a given responseg;,. S includes the state model (6), For that reason, it becomes useless to branch subproblem

control updates constraints (9), the Dirac impulse verifying  A. SubproblemA is thenpruned.

wi* (k) =1 andw;*(1) = 0 for r # i andl # k, in addition  An intrinsic advantage of this method is that it allows finding
to the constraints that must be added to the problem to ensy{f-optimal solutions with a guaranteed distance to the true

the causality of the response (i€ (1) = 0 for I < k). optimal solutions. The optimality distance is the difference
u'(0) " (0) between the cost of the best obtained solution and the lower
Let U* = : , Xk = : , bound on the optimal cost. The fact that the branch and
Wik (H — 1) 2R (H —1) bound algorithm allows finding sub-optimal solutions with a
2%(0) vk (0) guaranteed distance to the true optimal ones comes from the
Zik _ : vk — : Oik — fact that at each stage, this algorithm is able to compute a
o ' I ' lower bound on the cost of the true optimal solutions (using
Z*(H —1) o (H - 1) continuous relaxation, i.e., replacing integer variablefir }
ik [{fk’ by continuous ones if0, 1] and solving an efficient quadratic
0"(0) _ {(_”“ program). For a description of the application of the branch
; and V" = | Z |, then the set of and bound method for the solving of MIQP problems, the
o (H —1) ‘f”“ reader may consult reference [38] (Chapter 4, pp. 49-52) and
o+ references therein.
constraintsS** may be described by
Atk [ VI:k } < B*, (17) E. Solving of the optimal control sub-problem

Given an admissible off-line schedule, the ordered exe-
where A% and B are matrices of appropriate dimensionscution of the control tasks during the major cyde 7' x
Consequently, the optimal scheduling sub-problem in the sergg) may be described by the sequene€),...,s(7 — 1)),
of the H, norm may be written in the form where 7 is the number of control task executions during
q the hyperperiod[0,7 x T,). For example, the sequence
> (ViR THY® (5(0),s(1),s(2),s(3)) = (1,2,2,3) indicates that during the
i=1 hyperperiod, the processor begins by executing task,

T—1
_ min
L,(V*)1<i<qo<k<T-1 k=0

Al < ?9 followed by two consecutive executions of task?), which
Atk [ Vik } <B* for1<i<q0<k<T-1, are followed by the execution of task®). The total number
(18) of control task executions during the hyperperiodZis= 4.

where  is a matrix of appropriate dimensions, whose elelgnowmg the optimal off-line schedulg*, which is a solution

ments are functions of;, Dyy, D1, andT. Problem (18) is of the optimization problem (18), it is then possible to derive

a mixed integer quadratic problem (MIQP). The resolution Otpe optimal control gains, according to the, performance

this problem leads to an optimal off-line schedule (computec iterion. In opposition to problem (18), the determination of

over the horizonH) T'*. This resolution may be performedt e optimal control gains may be performed on each system
using the branch and bound algorithm. separately. — . Lo
Remark 2: In operations research literature, branch and In .the pragtlcal implementation Qf control tasks, it is im-
bound is considered among the most efficient methods fBPSS'ble to_ directly measure the dlsturt_)ances that act on the
solving MIQP problems. As its name indicates it, this metho stem. It is only possible to detect their effects on the state.

is based on two complementary mechanisbrsnching and h_en the controller has only access to the plan_t state, the
bounding. optimal H, controller becomes identical to the optimal LQR

_ . . ) controller (for a complete proof, see [39], p. 143). For that
« Branching makes it possible to decompose a given pro

) X F | Fb'ason, in the following, we will consider th&,; = 0. The
lem into subproblems (by adding additional ConStra'”ts)expression ot ) (k) reduces to

such that the union of the feasible solutions of these
subproblems forms a partition (in the worst case a cov- 20) (k) = ij)(k)x(j)(k) + Dg)(k)u@(k).
ering) of the feasible solutions of the original problem.
In this manner, the resolution of the original problem is Let kgj> be the index of the time slot corresponding to the
reduced to the resolution of the subproblems obtained by + 1)** update of the control commands of task). More
its branching. formally, k7 are the discrete instants verifying

« Bounding consists on computing an upper and a lower _
bound of the optimal solution of a given node. The 3k e {1,...,T},3i € N such tha’rkf/) =k+4T and
bounding stage allows the branch and bound to avoid ()" (k) = 1.



Based on this definition, the optimal control sub-problem magn these notations, it is easy to

be stated as follows.

+oo NT .

min 3 2007 (k)20 (k)

u@ 0

subject to

2D (k +1) = AW 20) (k) + BOu (k)

u9) (k) may be updated if and only #ig € N such that

9 —

q

w9 (k) = u@ (k- 1) if and only if Vg € N, ki) # k.

(19)

see that problem (19) is
equivalent to the following periodic optimal control problem

= [0 1" A 9 (q)
subject to

(g +1) = AV (@79 (q) + By ()i (q).
Problem (21) is a periodic optimal control problem over an
infinite horizon. Let SU)(q) be the solution of the Riccati
equation associated to the optimal control problem (21), which
is described by

Since zero-order-holders are used to maintain the last received(j) DT o EG) 7G) ()
control inputs constant, an equivalent down-sampled discrete? (@) = AV (9)5 (g +1)AY (q) + Q1 ()

time representation of systefi’) may be deduced. Let
20 (q) = x(j)(k:((lj)),
g(j)(q) — u(j)(/ﬁ;((lj))7

then the following relation is obtained:

FD(q+ 1) = AD (@)D (q) + BY (q)a (q) (20)
with
G) )
A (g = A e 7
Bl = Y avsy

=0

- (A9 (@89 g+ 1BV (@) + G (@)
« (B9 (9)59(g + )9 (q) + 05 (@)
x (BO" (@89 (q+1)A9(q) + §%" @)
Problem (21) admits a unique solutiai?)" (¢) defined by
7@ (q) = _K(j)(q)f(j)(q)

-1 (22)

with
K‘—(j)(q) _ (Qéj)(q) + B’(j)T(q)g’(j)(q + 1)§(j)(q))—1
x (B9 (9)59(g +1)A9 () + G (a))
(23)

Using the lifting approach described in [34], it may be proved
that matricesS/) (¢) and K ) (¢) are both7Z ()-periodic. The

Equation (20) describes the evolution of the state of systepptimal cost corresponding to an evolution of syst&f from
S, at the time slots where its control inputs are updatephstantk’) to +oo is given by

Let

k) T NE)
A(])k kg j_okq 1

OmJ )T1g

A(j)iBéj)

@(j)(k',k((zj)) — ;

Remarking that foi such thatky) <k < k),

D E) ) _ o) piny [ 2@
{um(k) } = V(K ky )[@;u)(q) ]
then
k({2171 . T .
4 ) ) =(7) . ~(7)
DT (1. Dy — | D) 1 50 79 (q)
> 0w [Mq)] g <q>[ﬂm(q) 7
k=k$)
where
k) -1
QW (q) = Z cb(j)(k,kf]j))TQ(j)(b(j)(k,kf]j))
k:k,(zj)
_ [Q’i@(q) *%’(q)]
29 @Y

+oo
Z D7 ()29 (k) = D7 (1)SD ()9 ().
k=k{)

(24)

Remark 3: Note that optimal control gain& @) (¢), which
are 7 U)-periodic, are independent of which represent the
initial time of the optimal control problem. This considerably
simplifies the implementation of the controller, and justifies
their use in the on-line scheduling approach, which will be
described in the next section.

Remark 4. In, equation (24), the cost corresponding to an
evolution of systens /) from instanti:”) to +oo is expressed
as a quadratic function of the sta?)(;) = 2z (k).
However, equation (24) may only be used in instants where
the control inputs of syster8 ) are updated (i.e. belonging
to the set{k:f{), qE€ N}). In the following, we prove how the

cost corresponding to an evolution of systesty) from an
arbitrary time instant to +oo may be written as quadratic
function of an extended state?) (k) such that
) ) (k
-y~ | 2P (k)
0w =[ 56y |
Let y(]) = [ OernJ ImJ ]’ )7(]) = [ I"j
¥) the matrix defined by

0p;,m, | and

Let 7U) be the number of executions of task’) during the ‘ o
hyperperiod. Since the optimal schedule is periodic, then ma- $0 - [ A9 04, m, | +BYYY)
trices AV (q), BY)(q) and QV)(q) are 7@ -periodic. Based - yu) '



Let k£ such thaﬂcé{)l <k< kflj). Since forl such thatt </ <

kP, uD (1) = u) (k) = @ (kD)) then fork <1 < k)

(1) = D" 70) ().

Each systemS?) is controlled by an independent control
task7(), j € {1,2,3}. Taskr(® is followed by a communi-
cation taskr¢. There is a data dependency between tasks
and7c. Consequently, task® has to be executed immediately
after taskr(®).

Consequently, the cost corresponding to an evolution of systemwe assume that the execution platform is an Allen-Bradley

S from an arbitrary time instant to +oc is

fz(j)T(l)Z(j)(l) = D" (£)SD (k)2 (),

=k

CompactLogix 5320 programmable logic controller (PLC)
[40] from Rockwell Automation. This execution platform is
characterized by the execution times of its basic assembler
instructions. The complete list of the execution times of all
the instructions can be found in [40]. Based on this assem-

where SU)(k) is defined in equation (25) on the top of thepler language, a handwritten assembler code of the control

next page. and

56)(q) = YN FD (g) YD),

F. A numerical example

tasks was derived. The estimated worst-case execution times
(WCET) of the different tasks are given in table I. We also
assume that a set of sporadic and aperiodic tasks may need to
be executed on the same processor. Based on this requirement
as well as on the WCET of the tasks, the elementary time slot
durationT),, was chosen equal tb ms.

We consider the collection of 3 sampled-data LTI systems
SM, 52 and SG). §(1) and S? are two second-order

TABLE |

systems, the first is open-loop unstable whereas the second WoRSTCASE EXECUTION TIMES OF THE CONTROL TASKS

is open-loop stable. Syste$i®) is a fourth-order open-loop
unstable system and corresponds to a linearized model of
a quick inverted pendulum. This benchmark was obtained
through the discretization of three continuous time systems
having different response times and stability properties, in
order to allow the evaluation of the influence of these char-
acteristics on the obtained optimal off-line schedules. These

Task WCET (us) |
ey 282.94
@ 282.94

70) 1 1< | 779.82 + 240.19

three systems are defined by:

M _ [ 0996 002 ] ) 0.013 | (1)
k1) = [70.250 0.998 | = () F | glg99 | w1 (k)
0.013
+[0.999 W (k)
89.4 0
3.16 ]z(l)(k)

0

0 159 147 ]

0 147 69.1]“’ (k)
u“)(k)

=M (k) 10-3

0.993  0.345 0.124 1 ¢
«Pk+1) = [ ~0.025  1.000 ]‘T/(z)(k’““ [ 0.791 ]“’9)(’“)
0.138 (2)
+ [ 0.800 ] u (k)
2236 0]
AR PRI
@ _
z (k}) = -3 0 4.16 3.81 (2)
1075 g 381 174 |w ()
3.16 u(? (k)
111 0 0.002 0.55
(3) _ 0 1 0212 0 (3)
eo(k+1) = [ 0 0 0761 0 = (k)
045 0 0.009 1.11
23 28
—a | 9 (3 —4 | 11 3
+10 [ 75 :|’wl ) (k) + 10 { 88 }J ) (k)
81 106
10 0 0 0
0 316 0 0| @,
[ 0 0 10 }T (k)
‘ 0 0 0 1
23 (k) = . 7

0.71 1.03 1.11 1.17

0 3.08 3.80 071 0.92
10— { 8 3.80 4.98 1.03 1.27 } w0 ® (k)
0 0092 1.27 117 1.24

The execution of tasks!) and~(? require only one time
slot. The consecutive execution of tasks) andr¢ requires
two time slots. Sporadic and aperiodic tasks require at most
40 % of the CPU power.

The optimal solutions, corresponding to different choices
of T are illustrated in table Il. The relative optimality gap of
the used branch and bound algorithm is equalto®, which
means that the best-obtained solution will be considered as
an optimal solution if the difference between its cost and the
lower bound of thetrue optimal cost is less thar®).01 %.

The computations were performed on a PC equipped with a
3.6 GH z Intel Pentium IV processor andG B of RAM. The
optimization problem was resolved using the solver CPLEX
(Release.1.0) from ILOG. In this particular implementation

of the optimization algorithm/ must be a multiple of . It is
sufficient to choosé! bigger thar27 to guarantee a maximal
absolute erroes;, = 1074

The optimization results are given in table IlI. In this table,
the two columnsCPU Time indicate the time needed by the
optimization algorithm to finish. The algorithm finishes when
it proves that the best obtained solutiond®se enough to
the lower bound of the optimal solution (i.e. the relative
difference between the best obtained solution and the true
optimal one is less than the specified relative optimality gap).
The optimization results indicate that the minimal optimal
schedule is of length” = 5. In this schedule, task(?® is
first executed, followed by the execution of task!), which
is followed by the execution of tagk®), which is followed by
the execution of task(!). The length of the optimal schedules
that gives the best, norm (H. = 9.7463) is a multiple



NEC . NG kD1 T - : :
(i CA LI B 16)) (ke =" ()" OO i ) (7)
SO (k) = L | ] SV (q)¥ + lgk {\Il } QYUY it kyy <~ k < ky (25)
S9(q) if k= k)
TABLE Il

given initial schedule, which was derived by the designer.
Remark 6: In the obtained off-line schedule, task!) was
executed twice in the hyperperiod. Consequently, the optimal

OPTIMAL H2 NORM AS A FUNCTION OFT’

T | H | Hznorm | Optimal CPU Time | CPU Time control gains for its two instances may be different. For that

Schedule | Default (s) | with initial reason, a subscript will be added to distinguish two instances

solution (s) . .
TRETAREE PR ™ = of the same task that may use different control gains. The two
: instances of task(!) will be notedr{" andr{".
5 | 30 | 9.7463 2131... 58 40
6 | 30| 11.7966 | 11213... 243 185
IV. ON-LINE SCHEDULING OF CONTROL TASKS

7 | 28| 13.0122 | 13213... 533 482 ] o )
8 | 32 | 121146 | 312131 | 1482 1151 Assume that an off-line schedule, specifying how the dif-
9 | 27 | 106545 | 1312312 | 1796 1244 fere.nt control_and n'on—control tasks §hou|d be executed,_ was
10 | 30 | 9.7463 21312131 | 4288 2062 designed. This off-line schedule, which may be stored in a

table, describes when each control task should be started and
possibly the starting time instants of the time slots that are

of 5. The resource allocation depends on the dynamics Bfe-allocated to non-control tasks. .
the systems and on their sensitivity to the Dirac impulse At runtime, the execution of the periodic off-line schedule

disturbance of theH, performance evaluation. It may beMay Pe described using the notion pdinter. The pointer

proved (using the formal definition of tHet» norm of system MaY b€ seen as a variahpewhich contains the index of the

S) that a circular permutation of an optimal schedule remair?é’”tml task to exequte. The pointer is incremented after each

optimal. control task execution. If it reaches the end of the sequence,
The columnCPU Time Default indicates the required CPU its position is reset. After each task execution, the position of

time using the default parameters of the solver. The colunii€ Pointer is updated according to

CPU time with initial solution indicates the required CPU time p:=(p+1) modT7. (26)

when the cost of a feasible initial solution is taken into account ) ) N

by the algorithm. In fact, it is always possible for the designer Knowing the pointer positiop, the control task to execute

to derive a feasible schedwe-hoc, using rules of thumb like 1S $(p). It is convenient to define the mapwhich associates

those described in [41] (for example, choosing the samplif§ the pointer position its absolute position (expressed as

period T, of a first-order system such th# ~ 4...10, multiples of 7, in the schedule). The map linking the

whereT, is the rising time of the system). The advantage giifferent pointer positions to their absolute positions in the

the branch and bound method is that it is able to use the@&mple of Fig. 2 is defined in table IIl.

feasible solutions to considerably reduce the search space by

pruning the regions that are proved to be worst than these " | T<2)| ™ | T<4)| |
given initial solutions. This reduces the number of regions to

be explored by the algorithm. Finally, note that the requiredp=0 p=1 p=2 p=3

time to find the optimal solution is lower than the needed | | | | | | |
time to prove that it is optimal. For example, fér= 6, the 0 1 2 3 4 5

optimal solution was found after 69 seconds but 185 seconlglis
were necessary to prove that it is optimal. g
Remark 5: When the number of systems (and correspond-
ing control tasks) increases, the potential for improving the TABLE Il
global performance is more important but the complexity of THE MAP ¢
the decision increases also, due to the “curse of dimension-
ality”. Finding the true optimal off-line schedule becomes
then difficult. The advantage of the proposed approach is its

2. Absolute positions of the pointer

Pointer positionp | Absolute positiont(p) |

ability to provide sub-optimal solutions with an upper-bounded 0 0
distance from the optimality, along the execution of the branch 1 2
and bound algorithm. For problems with a large number of 2 8
tasks, the algorithm has to be run during a predetermined 3 >

amount of time, starting from a feasible off-line schedule that
the designer might determingd-hoc using state of the art  Since the non-control tasks are sporadic or aperiodic, they
methods, in order to find solutions that are better than thi® not necessarily use all the pre-allocated time slots for their
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execution. Consequently, it appears useful and perspicacioasources in order to improve the control performance. These
to employ this unused CPU power for improving the qualityesources are thus allocated according to the “instantaneous
of control. Such improvements may be possible by executimgeds” of the controlled systems. In the proposed adaptive
more frequently the control tasks of the systems that have theheduling strategy, instead of systematically using (26), the
greatest need for additional computing resources. This requissition of the pointer is placed according to the knowledge of
specific scheduling algorithms, because the control tasks #ine controlled plants states, in order to ensure the improvement
used to control dynamical systems, where the timing of thaf the control performance as measured by a quadratic cost
input and output operations is crucial for the stability an€unction. This strategy relies on computifig predicted cost
performance guarantees. functions corresponding to an evolution of the global system
The idea behind the proposed scheduling strategy is to use 7 different positions of the pointer. Let
the free available computing resources (i.e. where there are

7(1)
no sporadic nor aperiodic tasks to execute for example) in . z (k) -I
order to execute a feedback scheduler, which is responsible Z(k) = : .
of determining the best scheduling of the control tasks in M (k)

the future. In the following, the issues that are related tg

the execution of the feedback scheduler are discussed 'G{1€ Pointer is placed at positionat instantk, then the cost
well as optimal pointer placement scheduling strategy, whidHnction corresponding to an evolution of systéitt) over an
represents the comerstone of the used adaptive schedufff§ite horizon starting from the state”) (k) at instantk and
strategy. Finally, the method for reduction of the computation&d the static scheduling algorithm is
complexity of the feedback scheduler is described. ) o . _
JOD (k,p) = sz (k+ 1)z (k + 1) 27
=0
A. Execution of the feedback scheduler — 59 ()T 59 (t(p))3 D (k).
As previously mentioned, the feedback scheduler is exe- ] ) » )
cuted in the non-control tasks reserved time frames, wh&rihe pointer is placed at positignat instant, then the cost
they are “free”. Depending on the possibilities of the executioffNction corresponding to an evolution of the global system
platform (whether it supports preemption or not), the feedba@Ver @n infinite horizon starting from the statek) at instant
scheduler can be executed as: k and using the static scheduling algorithm is
« A preemptive task, with a given priority and deadline, N
and which will be discarded by the scheduler if it misses  J/(k,p) = J**(&(k), k,+o0,p) = > J9(k,p).  (28)
its deadline (in this case the schedule execution is not J=1

modified). _ o ~ This strategy (called optimal pointer placement scheduling)
« A non-preemptive task which is executed on predefinggas employed in [5] in the context of networked control
sub-slots of the non-control tasks slots. systems in order to reduce the considerable computational

In both cases, the possible real-time constraints of the sporad@nplexity, which is required to find the true optimal control
or aperiodic tasks should be taken into account, when tl@d scheduling decisions (this latter problem was investigated

feedback scheduler task is added. in [4]).

Remark 7: In real-time scheduling theory, static scheduling
is mostly used in safety critical systems, in order to ensure a ) = = | @ | | -
strong temporal determinism. The first motivation behind the p=3
use of a basic static schedule in the on-line scheduling heuristic | JNE) | |T<1)| |7.(2)| |T<1)| |
is the need for predictability. In fact, the adaptive feedback p=2
scheduler, which will described thereafter, needs to compute 0 5 0 @
a predicted cost function, in order to determine the schedul- |_Tl BESE ] i
ing decision. Using the basic sequence, the computation of p=
the predicted cost is considerably reduced, because it boils |T(2)| |T(1)| | ™ | |T(1)| |
down to the computation of a reduced number of quadratic p=0

functions. The use of the basic static schedule simplifies also FBS
the computations of the feedback gains. Furthermore, the P
implementation of the feedback scheduler as an extension gf=1 =
the basic sequencer may be easier than handling dynamic
priorities in priority-based schedulers. In fact, few real-time

operating systems support the run-time change of prioritiesrig. 3. Optimal pointer placement scheduling of tasks, +(2) and ().
FBS is the abbreviation of feedback scheduler

1 1

B. Adaptive scheduling of control tasks In the following, we describe how this concept may be

Choosing the pointer replacement as an on-line decisialeployed for monoprocessor scheduling. As mentioned previ-
allows exploiting more efficiently the available computationabusly, the feedback scheduler is triggered in a non-control task
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reserved time frame, if this time frame is free (i.e. there are rawlvantage from knowing that a given system is practically

sporadic nor aperiodic tasks to execute for example). It firstable. For a given systei/), let

acquires the state of all the controlled plants at instanfthe ) ) &)

instant where the feedback scheduler begins its execution), and Tmin (P) = fmgl)lng (J (kvp))

then computed™ predicted cost functions corresponding to an o

evolution over an infinite horizon, starting at instdnt (the 2and . .

instant where the next control task will begin its execution) for Tiha(p) = o (J(J)(kap)) :

the7 possible pointer positions. The task that will be executed S .

at instantk, is the one that corresponds to the pointer positioff€n we have the following proposition. - -

that gives the minimal predicted cost. Fig. 3 illustrates the Proposition 1. Let p, andp, be two pointer positions and

method (in the case of the adaptive scheduling of the numeridap Subset of 1,..., N'}. If

example of section IlI-F). . (i i
Note that the feedback scheduler uses the knowledge of viel, Hx( )(k)H = 65”/)

the state at instarit, to compute the predicted cost functiongand

J(kz,p), forp € {0,...,7—1}, corresponding to an evolution

starting atk,. If the plant model is used to predict the state Z

o0

J(j) (k7p2) + Z jw(rZ()m:(pQ) <

at instantk, knowing the state at instat,, then it is easy to ge{t, N}=1 4 e
establish that ST T k) + T8 (1)
N = N - A N je{l,...,N}—TI jer

I (ks,p) = " (k) S(¢(p))2 (ka) = &7 (ka) S(t(p)Z (Ka)- then
The expression of5(t(p)) may be easily deduced from the J(kyp2) < J(k,p1)
plant model, the expression &f(¢(p)) and the control gains. Proof: This result directly follows from the fact that

J(kvpl) = J(j)(kapl) + J(J)(kvpl)
C. Reduction of the feedback scheduler overhead je {1;,:1\7} I jze;

In the following, a method of reduction of the computational > Z JD (k,py) + Z J9 (p)
complexity of the feedback scheduler is proposed. This method et -1 o
relies on intuitive observations, which may be related to the
concept of practical stability. The method is motivated b@"
the fact that when a systeri’) is at the equilibrium (i.e. Jkp) = Y. JDkpa)+ > Tk p2)
z\) = 0), its computational resources may be given to other je{l,. N}—I Jer
tasks, which control perturbed systems. If systét) is - Z T )+Zj(j) (ps)
close to the equilibrium, it may be less frequently updated T en T P2 e b2)-

J yeeey — J

than other systems that experience severe disturbances. This
proximity from the equilibrium can be formalized by defining - L u

a practical equilibrium regio (V) for each systent®. To Constants/\?), (p) and J\..(p) may be easily pre-computed
define how much a systerfi) is close to the equilibrium, off-line using a QP solver.

positive constants’ are introduceds'" have to be chosen ~Example 2: In order to illustrate the gains in terms of
small enough to consider that whé;{m?(i) (k)Hoo <9 then gomputatlonal complexﬂy, we consider the_: examplg_ of sec-
systems(® is considered practically at the equilibrium. Eaction !!lI-F. The computation of the true pointer position re-

practical equilibrium region can be formally defined by ~ duires Z(n +m — 1)(n + m + 1) = 480 additions and
T (n+m)(n+m+1) = 528 multiplications. If systemss(?)

< 5&')} ) andS® are practically stable, searching for a pointer position
that may be better than the next pointer position requires at
Systems in the practical equilibrium region are systems whotfee worst cas€ ((ny +m; —1)(ny +mq + 1) = 32 additions
affected computational resources may be released for the prafid 7 ((n1 + m1)(n1 + m1 + 1) = 48 multiplications, thus a
of other tasks. In order to ensure stability and performanceduction of respectivel95 % and90 % of the computational
improvements, this dynamic resource allocation has to be docemplexity.
using a well defined methodology, which will be developed in In the situation where input operations are performed by
the following. independent hardware devices and that their computational
The basic ideas behind the proposed method for the redusxerhead may be neglected, a possible pseudocode of the
tion of the computational complexity of the feedback scheduléeedback scheduler is given in the listing below. This feed-
relies on changing the adaptive scheduling paradigm from back scheduling algorithm is called reactive pointer place-
find the best pointer position ment (RPP) scheduling algorithm. In this listing, for a given
to p € {0,...,7 — 1}, I, is a set of plant indices and, =
find a pointer position that is better than the cyclic schedule.  {1,...,N} — I,. For a giverp € {0,...,7 —1}, P, is a set
The answer to the latter question requires less computatioloélpointer positions that does not contain Typically, I, is
resources than the answer to the first one, and can ta#teosen such thaf, = {s(r),7 € P,}. When this choice

RO = {50 (k) such that||# (1)

oo
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is performed,/, containss(p). Note thatl, may also be slot that corresponds to the end of tifis+ 1)" execution.
chosen such that, = () (when more computational resourceAssume without loss of generality thag = 0. Let J"PP~55(])

are available to the feedback scheduler). The choice of the the cost function corresponding to an evolution starting
elements ofP and I,, depends on the available computindrom the initial statez(0) where RPP is applied from instant
resources that may be dedicated to the feedback-schedulgr= 0 to instantk; and then followed by the application of
More resources are available; more potential pointer positiotige static scheduling algorithm (which is applied from instant
may be tested. The computational resources that are needed to +oc0). By construction of the RPP scheduling strategy
are time-varying and are in the worst-case proportional to tijas described in listing Algorithm 1), and using Proposition
cardinality of the setd, (which is the complementary of the 1, the pointer position at thél + 1)!* execution is set
set, in {1,...,N}) and P,. In fact, these resources areto position p(l) verifying equations (29) on the top of the
essentially needed for the on-line computation of the functiomext page. In (29),J°5(Z PP (k;), ki, +o0,p(l)) (respectively
JO (k,7) — JU)(k,p), for j € I,, as illustrated in the RPP J**(i"PP(k;), k;, +00, (p(l — 1) + 1) mod 7)) represents the

algorithm listing below. predicted cost corresponding to an evolution over an infinite
horizon of the global system from stai€””(k;) where the
Readz (k) ; pointer at instant; is placed at positiorp(l) (respectively
p=p+1 mod T ; (p(l—=1)+1) mod 7). In fact, as previously mentioned, the
if Vi€ I, ||~%(i)(k)Hoo < or I, = 0 then scheduling decisions that are preformed by the RPP algorithm

are based on a prediction of the evolution of the system,

i ©) 7(9)
it 3w €Pp/ 3, JORm) + 3 Jiaa(m) < for selected pointer positions, and assuming that the static

jefp J€lp . : H : i i
; =(4) scheduling algorithm is used during these predicted evolutions.
jEZI-p TP (k.p) + j§p Jmin () then Note that(p({—1)+1) mod 7) represents the pointer position
| pi=m, obtained by incrementing the pointer according to relation (26)
endif (i.e. open-loop static scheduling).
endif Adding J"(z(0), 0, k;—1) to both left and right terms of
execute tasks(p) ; inequality (29b), forl > 0, and remarking that
Algorithm 1: Pseudocode of the feedback scheduling algo- rpp—ss(7\ _ TP (A
rithm, called Reactive Pointer Placement (RPP) scheduling J (1) = J#(2(0), 0, ki)

algorithm +J% (‘%rpp(kl)v klv +OO,p(l)),

and

Remark 8: Using the proposed complexity reduction JPPTES(1— 1) = J™PP(%(0),0, ki—1)
mgthodology, it is possible to bound the computational re- 5 (EPP (ky), Ky, 400, (p(l — 1) + 1) mod T),
quirements of the feedback scheduler even when the number
of control tasks increases. In general, the situations where (i3
the independent systems are severely disturbed at the same JTPPTEN(]) < JTPPTSS(1 — 1), for 1 > 0. (30)
time are less frequent than the situations where some systems - B
are disturbed and some others are in normal operation, TRECIING that J**(Z"" (ko). ko, +o0, p(0)) = J™P7*5(0),
RPP algorithms, allocates the available resources accordrﬁg]arkmg thatlil+moo Jre(l) = J7PP(#(0),0, +00) and
to the needs of the controlled systems. Therefore, intuitivelysing inequalities (29a) and (30), we get
when the number of tasks increases, the potential of improving rpp( ~ 88~
the control performance may be more important because the T (&(0), 0, +00) < J7(F(0), 0, 400, po). (31)

qguantity of unneeded resources that may be allocated to the n
disturbed systems will increase. Theorem 1 demonstrates that the RPP strategy guarantees the

performance improvements with respect to the static schedul-

D. Stability and performance improvements ing algorithm. The stability of the RPP scheduling algorithm

Let "7 (#(i), i, f) be the cost function corresponding to andlrectly follows from Theorem 1 and is given the following

; . o . . corollary:
evolution from instank = 7 to instantk = f starting from the ) . o - .
extended staté(:) where the RPP scheduling algorithm is ap;, Corollary 1. If Q is positive definite and if the asymp-

plied. The performance improvements of the RPP scheduli tz(;) stability .Of the global systeny (c_omposed .Of systems
. . : . 7))1<j<n) is guaranteed by the static scheduling algorithm,
algorithm are stated in the following theorem: TS . .
) - X o then it is also ensured by the RPP scheduling algorithm.
Theorem 1. Let z(0) be a given initial extended state of the ) . . -
lobal systems (composed of systemss () ) and Proof: When @ is positive definite, then
g y b y L<G<N) BNADO  rss 7.0 0, 100, pg)  (respectively  J7PP((0), 0, +o0))

an initial pointer position of the static scheduling algorlthmi,S finite if and only if systemS is asymptotically stable.

get

then Knowing the asymptotic stability of the system scheduled
J™PP(Z(0), 0, 4+00) < J**(2(0), 0, 400, po)- using the static scheduling algorithm and using relation (31),
Proof: LetZ"PP be the extended state trajectory of systerthe corollary is proved. ]

S when scheduled using RPR,) the pointer position at the  Remark 9: Using the RPP strategy, the effective frequency
(I + 1)t execution of RPP and; the index of the time with which the control tasks are executed is not necessarily
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J*2(&"7 (ko), ko, +00, p(0)) < J**(#(0),0,+00,p0) if 1=0, (292)
T3 (EPP (ky ), Ky, 400, p(1)) < J*(ZPP (ky), ki, 400, (p(1 — 1) +1) mod T) if 1>0, (29b)

constant. In particular, some tasks may be executed manguts that are read at positiprare given by the the detection
frequently during some periods of time. Based on Theoresequence

1, we proved that this irregular execution, which is performe

according to a well defined methodology (on-line scheduling: ({¢r: (0., G, Ok A (T, Grs (T-1)})
that minimizes an infinite horizon cost) provides a better (anflat is determined by the solutio(’wf, o W;;S) of the fol-

in the worst-case situation a similar) control performance thagwing optimization problem

the basic static schedule. The performance improvements may N

be seen as a direct application of the Bellman optimalit (n%, .. m ) = min max  {ko — ki,
principle. In fact, the RPP algorithm has more degrees T (T )€ 52 Rk RSk

freedom than the static scheduling algorithm. Its worst-casp such that:Z¥ (k) = 1, ZY)(ky) = 1 and for all
performance is that of the static scheduling strategy. Thg &, < k < ks, Zfrj)(k) =0}.

control coefficients (gains) that will be used by each control (33)
task are taken into account when the infinite horizon cost his optimization problems aims at minimizing the sum over
computed. For that reason, there is no need to re-compute thef the “maximal distances” between two successive output
control coefficients of the tasks that will be executed with areading of systens (7).

irregular rate. This considerably reduces the complexity of the

on-line scheduling algorithm. F. A numerical example

] i i In order to evaluate the proposed approach, the real-time

E. Reduction of input readings overhead implementation of the example of Section III-F is considered.

In some situations, the input operations are performedhsed on the assembler language of the CompactLogix 5320
directly by the processor. The control application may alsBLC, a handwritten assembler code of the feedback sched-
be networked: the control inputs from the plant and outpuiger was written. Tasks execution was simulated using the
to the plant are transmitted over the network. Consequenttgolbox TRUETIME [9], [30], which allows the co-simulation
reading the inputs from the plant at each execution of thsf distributed real-time control systems, taking into account
feedback scheduler may result in a computational or banghe effects of the execution of the control tasks and the data
width overhead. In order to reduce this overhead, the feedbagknsmission on the controlled systems dynamics.
scheduler must read at most inputs, such that, < n. The Based on Table |, the processor utilization of the control
most efficient way is to read these inputs according to thesks, when scheduled using a basic sequencer, is equal to
optimal off-line sampling periods of the controlled systems32.57 %. This means that aperiodic tasks as well as the
In the following a heuristic approach for selecting the inputfeedback scheduler may have at most a utilization rate of
that are read by the feedback scheduler is presented. Sincedhe3 %. Note that this implementation assumes that input
feedback scheduler is executed in the non-control slots whicherations are performed by independent hardware devices.
follow the execution of the control tasks, we may associate fin important issue concerns the execution overhead of the
each pointer position of set of, control inputs that will be feedback scheduler. In order to be able to implement the
read. LetIl be the set of all the permutations of tdetuple proposed feedback scheduling algorithm, the worst case ex-

(0,1,...,7 —1). Let = € II a given permutation and. the ecution time of the feedback scheduler must be less or equal
sequence defined by to 717.06 ps or 980.08 s, depending on the non-control tasks
o B slots lengths. To solve this problem, an implementation of
o= (G (0):Gr(D), - (T = 1)) the feedback scheduler (as described in Section IV-C) was
= (s(m(0)), s(m(1)),...,s(x(T —1))). performed. When the pointer is at positipn the feedback
Assume that an,-tuple of permutationsr = (ry,...,m,, ) SCheduler tries to answer the question:

is defined. If the pointer is at positiop, then the inputs IS position 7 (p) better than position p?
{¢ (D), Crn ()} are read. Thévinary detection indica- Wheren™ = gw*(o),w;(l),w*(g),77*(3)) = (1,0,3,2). The
tors associated to each systesty) are defined by: parameterss) = P = Y = 0.001, I, = {2,3},

) _ . L ={1,3}, I, = {2,3}, Is = {1,2} and P, = {7n*(p)},
Z(p)=1 if 3k e {1,...,ns} suchthatlr,(p) =j  for p € {0,...,3} were chosen. These parameters are simply
Zﬁr’)(p) =0 otherwise. a consequence of the available computational resources to

(32) execute the feedback scheduler. In order to improve the
The binary detection indicators indicate whether or not thesponsiveness of the feedback scheduléfp) was computed
outputs of systemS() are read, for a given positiop of using the optimization heuristic (33). Based on these choices,
the sequence pointer. L@Z(J)(k) = Zfr’)(k mod 7). The the worst-case execution times of the feedback scheduler (for
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Fig. 4. Global system responses and accumulated cost using the static scheduling (SS) and the RPP scheduling algorithms

TABLE IV
WORSTCASE EXECUTION TIME OF THE FEEDBACK SCHEDULERFOR
EACH POINTER POSITION

region, except one, which is perpetually disturbed. In the
simulations depicted in Fig. 6, syster§$!) and S remain
in the equilibrium region whereas systes?) is continuously
disturbed with a band limited white noise characterized by

Pointer position] WCET (us) | a noise power of).1 and a correlation time of x 104
0 455.27 Simulation results indicate significant improvements in control
1 45527 performance (Fig. 6, left). These improvements are due to the
2 968.60 fact that the unused computing resources are allocated by the
3 455.27 feedback scheduler to the control of systéii), as illustrated

in (Fig. 6, right).
Remark 10: In all the situations, the RPP scheduling algo-

a given pointer position) are given in Table IV. Note that ir{ithrn i‘c,’ able to maintain the §tabi|ity of alllthe plants and
this example, testing over all the pointer positions based & prowde a perform_ance that is bett_e r(and in _the worst-case
the global system model (which corresponds to the use of tﬁgmlar) to that obtained by the_ static scheduling aIgo_nthm,
OPP algorithm) requires an execution time3ab3.8 us. even when all the plant_s are dlsturbe_d at the same time. In
The global system responses corresponding to stajes Fh|s example, the restriction concerning .the fact that RPP
23, x5 and 7 of the global system (ie. stateéll), L2 s able to react to only one disturbance is only due to the

3 ang 2 I h ated | dl !I bIimitations of the computational resources that are allocated to
;" andz,”) as well as the associated accumulated globgl ayecytion. If more resources are available to the execution

cost are q§picted in Figure 4. The global s%/stem is start%ff'i the feedback scheduler, then the paramétemay be set
from the ('P)'t'al(;tate[l (3? 1 0 1.0 0 0. The three y; ;5 |y this situation, the reactive pointer change may be
systems5 J, 512 and ST reach the practical stability region e ormed even when all the plants are disturbed at the same

respectively att = 0.019 s, ¢ N 0.026 s andt = 0.057 5. {ime This situation will be illustrated in the experimental study
At t = 0.0663 s, systemS!) is severely disturbed. The ¢ 1o ot section.

conditions of the “reactive pointer change” are fulfilled. The
RPP algorithm reacts then at instant 0.0665 s to execute
taskr") instead of task(® (as illustrated in Figure 5). These V. EXPERIMENTAL STUDY

changes allowed to better react to this disturbance and toln order to evaluate the extent of the considered theoretical
improve the quality of control (as illustrated in Figure 4). ltassumptions, to study experimentally the robustness of the
may be seen that when these disturbances occur, the execugidposed on-line scheduling algorithm and to compare its
time of the feedback scheduler increases (as illustrated garformance to state of the art methods (i.e. fixed-priority
Figure 5). This increase is due to the additional test whigreemptive scheduling), the proposed methodology is applied
is needed to guarantee that the “reactive pointer change” widl a real world application. The considered application is the
improve the performances while maintaining the stability. concurrent speed control of two DC motors using an embedded

Finally, the RPP scheduling algorithm is tested, in thprocessor. The control objective is to impose desired angular
case when all the systems are in the practical equilibriunelocities to each DC motor. The considered motors present
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continuously disturbed

some non-linearities at zero crossing velocities (dry frictionyvere derived in order to impose similar closed loop charac-
However, they may be approximated by first-order LTI modelseristics for the two motors.

The control tasks are executed on an alile aJ-PC104 boardtach DC motor is controlled by a control task?), i

equipped with a JEM2 processor, clockediatM Hz. A PC  {1,2}. The processor is shared with other periodic and spo-
with a Matlab/RTW (Real-Time Workshop) board generatasidic tasks. During the experiments, a set of periodic tasks,
the desired set pointg?; and R,) and measures the voltagesyith respective periods 4, 40 and 200 ms, are executed in
that are the image of the motors speed (i.e. proportional to tharallel (with the highest priorities, assigned according to the
motors angular velocities). The experimental setup is describegie monotonic rule). Their CPU utilization load is equal to

in Figure 7. The model of each DC motor (viewed betwees) %. The measured execution times of the different segments
(i.e. parts) of the motors control tasks and the feedback
scheduler are given in table V. The segmemisuts reading

Uy Amplifier] | DC | | Speed
1 Motor 1| |sensor 10,

Rl
M?ACTEIKE - A/D|—> aJBEaCr dlo‘
RTW |t

Amplifier| | DC | | Speed|{:
U, 2 Motor 2| |sensor —|

TABLE V

TASK AND OF THE RPPALGORITHM

Motor Control Task

MEASURED EXECUTION TIMES OF THE SEGMENTS OF A MOTOR CONTROL

RPP algorithm

Fig. 7. Experimental setup Segment Execution Segment Execution
Time (us) Time (us)
the input of the_amplmer an_d the output of_the speed sensor Inputs reading | 363 Inputs reading | 371
may be respectively approximated by the first-order models [—= o compu-| 58 Scheduling 230
0.94 tation computation
M (s) = 1+6.25U1(5)’ Output applica-| 322

d tion

n
2 0 (s) 1.17 Us(s) | Total | 743 || Total | 601 |

s) = ————Us(s
2 1+29s >

where Q; and U; are respectively the image of the angulaand Output application represent the computations that are
velocity (output of the speed sensor) and the control voltagecessary for the acquisition of the controller inputs and

(input to the amplifier) of thé!» DC motor,i € {1,2}. Using the application of the control outputs. The segm€nttrol

the LQR method, two proportional integral (PI) controllercomputation represents the computation of the state feedback
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Fig. 8. Speed responses corresponding to the RPP and RM scheduling algorithms

control, whereas the segme®theduling computation repre- are applied at the same time. The RPP algorithm chooses
sents the code of the RPP algorithm, as illustrated in the listing allow the resources to the control task of motor 2, which
Algorithm 1 (evaluation and comparison of the quadratic cogixperiences the largest deviations, in order to optimize the
functions and pointer placement decision). global cost. From instant = 30 s, the admitted sporadic
The objective of the experiments is to compare the contrtdsks induce a situation of processor overload. The feedback
performance when the two control tasks!) and (2 are scheduler cannot be executed. In fact, as previously indicated,
scheduled using: the feedback scheduler has the lowest priority in the system.
« the rate monotonic scheduling algorithm (RM), where th€onsequently, in this situation of overload, motors control
preemption is authorized, and where each DC motor igsks are executed according to the optimal stdticschedule.
controlled by an independent control task running at thieor that reason, the obtained control performance (obtained
period of1 s. from instantt = 30 s) is identical to that obtained with the rate
« the RPP scheduling algorithm with the parametemmonotonic algorithm (i.e. very similar responses are observed).
7T,=0.5 s, a basic optimal off-line schedule 121212...
(obtained using thé{, optimization),I; = 0, I, = 0, V1. CONCLUSIONS
Po = {1} andP; = {0}. In this paper, a new approach for control tasks schedul-
Based on these parameters, the controllers that are usedng is proposed. This approach aims to improve control
both cases are identical (both derived at the sampling peripdrformance through a more efficient use of the available
of 1 s). computational resources. First, an optimal integrated control
The experimentation scenario is the following. Initially, theand non-preemptive off-line scheduling problem is formulated.
two DC motors are stopped (i.e. their angular velocity is zeroJhis problem is based on thé, performance criterion (which
The higher priority tasks us60 % of the CPU. At instant is closely approximated over a sufficiently large finite horizon)
t = 3 s, the set point of the first motor is set #) rad/s. to statically allocate the computing resources according to the
At instantt = 12 s, the set point of the second motor isintrinsic characteristics of the controlled systems. Using this
set to—30 rad/s. At instantt = 23 s, the set points of the approach, the “sampling periods” of control tasks are optimally
two motors are respectively changed3o and —50 rad/s. chosen. A new method for solving this problem is proposed. It
At instantt = 30 s, a set of sporadic tasks, using more thais based on the decomposition of the optimal control and off-
40 % of the CPU, begin their execution. The priority of thesdine scheduling problem into two independent sub-problems.
tasks is lower than the priority of the motors control tasks bdthe first sub-problem aims at finding the optimal cyclic sched-
higher than the priority of the feedback scheduler. At instantle and is solved using the branch and bound method. The
t = 35 s, the set point of the second motor is sett80 rad/s. second sub-problem uses the result of the first sub-problem
Finally, at instant = 43 s, the set point of the first motor is to determine the optimal control gains, applying the lifting
set t050 rad/s. technique. A plant state based feedback scheduling mechanism
The experimental results (i.e. the measured angular velas-then proposed, enabling to enhance the control performance
ittes of DC motors 1 and 2 using the RM and the RPRith respect to the optimal off-line scheduling algorithm. This
scheduling algorithms) are depicted in Fig. 8. They showaigorithm combines a more frequent reading of systems inputs
that a significant improvement in the control performance iwith a state feedback based resource allocation to improve the
achieved by the RPP scheduling algorithm with respect twmntrol performance. The performance improvements resulting
the rate monotonic scheduling algorithm. These improvemeritem the use of this algorithm as well as stability guaranties
consist on a considerable reduction of the overshoot and are proved mathematically and illustrated by simulation and
improvement of the response time, manifesting themselvegperimentation. This algorithm allows to perform a trade-
after set point changes. These improvements are due tamfabetween control performance and real-time implementation
more efficient use of the available computing resources lapnstraints.
the RPP algorithm. The steady state behavior using the twoWe are of the opinion that our approach is a first step
algorithms is similar. At instant = 23 s, the set points towards the problems of the state-feedback scheduling of



control tasks. Considering LTI systems, and separating cont(ed]
and observation problems, which are widely used assumptions
in control practice, are reasonable choices in this first step. We
also believe that the ideas that we proposed may be applied2g
more general models, including non-linear systems, because
they are based on principles (for example, model predicti\{gz]
control) that may be generalized to non-linear systems.
Future work will focus on the generalization of the proposed

approach to systems with partial state measurements. 23]
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