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Abstract: We present a feature-based vector simulation approacimfiotating local
wave phenomena which often appear in streams. By usingppi®ach, we simulate
the wave pattern in front of an obstacle in a flow. Based on lavagdrodynamics, we
present an efficient geometric construction method whickgemerate and animate the
vector features of the target wave phenomenon. From thewedbrmation, we are
able to build feature aligned mesh for capturing the higgehaion details of the local
waves. The results show that our approach is suitable fbtirea applications. The
approach also allows users to intuitively control the arioma
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Simulation vectorielle des structures d’ondes de surface

Résune : Nous proposons une approche basée sur la simulation desisés apparentes
sous forme vectorielle pour simuler les divers phnomnesdis qui apparaissent a
la surface des ruisseaux et rivieres. En particulier, reommilons a l'aide de cette
approche le motif de vagues a I'amont des obstacles dansetle Flour cela, nous
proposons une construction géométrique efficace baséesdois de I'hydrodynamique,
qui permet de générer et d’animer sous forme vectoriekestructures apparentes
ciblées. A partir de ces informations vectorielles, nogsgons un maillage local
aligné sur chaque structure pour capturer efficacemeatitemésolution les détails des
ondes locales. Nos résultats montrent que la méthodésgsailaptée aux applications
temps-réel. De plus, I'approche permet un contrdle fifitdie parametres par un
utilisateur.

Mots-clés : Rivieres, simulation de vagues, animation, simulatioaq@ménologique,
représentation vectorielle, temps réel, phénomeatsals.



Featured-Based Vector Simulation of Water Waves 3

1 Introduction

Simulating fluids €.g.,liquids, gases) is an important topic in computer graph&s b
cause it has a wide range of applications, including videneas film effects and simu-
lators. For water, many efforts have been put on simulatieguaves of water surfaces.
This is because the most distinct visual feature of a largly lod water in the natural
world (e.g.,river, lake, and sea) is the distortion of the reflection agfdaction due to
the deformation of the water-air surface.

To date, studies on the simulation of water waves have yiefdany realistic re-
sults [TesOU["YHKOI7]. However, many local wave phenomernig. (B) which often
appear in streams still can not be easily handled by existiethods. Simulating
these phenomena are challenges especially when we taafiéitme interactive appli-
cations where users are allowed to observe the water in acl@sg view or in a very
wide view at any moment. Relying on Computational Fluid Dyies (CFD) simula-
tions [EEQ1] would require very high resolution discretiaa, which is not compatible
with the large scale of the background fluid domain. Furtl@empoor controllabil-
ity is another shortcoming of using the CFD technique. Thereo intuitive relation
between the control variables.§.,initial and boundary conditions) and the simulated
water behavior. As non-physically based simulation meshptlenomenological mod-
els [FR86] and statics-based modéls [Tés04] can efficiesntiylate ocean waves but
not the local waves we aim at.

In this paper, we propose a feature-based vector simulappnoach in order to
handle local wave phenomena in streams. This approach &l lzasthe observation
that most of the local wave phenomena have quasi-regulayzemsi-stationary geomet-
ric structures. Our idea is to separate the representaiioanimation and rendering.
We use vector representation to capture the geometricréeatd motion behavior of
the target waves. The concise vector representation allmwwsost animation and good
controllability. For rendering, we transform the simuthteector information to some

(d) (e) U]
Figure 1: Local wave phenomena in water flowa,b) waves caused by obstacles
in shallow water,(c)intersection of waves caused by obstac(eywaves caused by
underwater obstacles in deep wath) hydraulic jump and foams, an@) boils (note
the circular feature in the middle).
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4 Yu, Praizelin, Rochet& Neyret

high resolution representation which is suitable for higlality rendering. Since the
high-resolution is only used for local features, we stilh@nsure high performance.
Finally we superimpose the local waves on the underlyingmfkav which can be
simulated by existing methods like shallow water model ¥juith relatively low
resolution.

We apply the feature-based vector simulation approachtalsie the wave pat-
tern caused by the obstacles in small streams (Eifs. 18 @ndThis type of waves
often appears in small streams, but no existing method irpcoen graphics could ever
simulate this phenomenon. In this case, we see wave cretbts ggometric feature of
the wave pattern. We construct the wave crests based on ¢inddage from hydrody-
namics without numerical simulation. The geometric cargton technique is mostly
based on our previous work TNEO1], but we have improved ithfeiter robustness
and performance. For high-quality rendering, we build deataligned meshes along
the wave crests with user defined wave profiles. We also hahel@ave intersection
(Fig.[dId) that often appears between multiple obstacles. r€aults demonstrate that
the presented approach can achieve the animation anddtoeraf the waves with
high resolution and real-time performance.

The rest of the paper is organized as follows. After briefljnsarizing related
work, we describe the input data of our model in Secfibn 3. W parts of our
method: vector simulation and rendering are presented étid®s[4 and[15, respec-
tively. Sectior b gives implementation details. We demi@istour results in Sectifmh 7.
Finally, we conclude with possible future work in Sectidn 8.

2 Related work

State-of-the-art water animation techniques generalfyae numerically solving full
3D Navier-Stokes equations [EM96, Sta99] and tracking theewsurfaces with the
level set method [EFOL_EMED2]. Though the performance e$¢htechniques can
be improved by using adaptive grids [LGF04, TGLIF06], theg siill not practical in
real-time graphics, especially for handling the surfaceesaof large bodies of water.

One way of reducing the computational complexity is to neiglee 3D features of
waves,.e.,to model the water surfaces with height fields. In this caggpus simpli-
fied fluid equations could be derived from 3D Navier-Stokesatigns with different
assumptions. Kass and Milldr [KMBO] used linear wave equmtd simulate waves
with small amplitude in shallow water. Layton and van de RafiwdP02] simulated
waves by solving 2D shallow water equations with a semi-aagian time integration
method. Cheret al. used the pressure solved from 2D Navier-Stokes
equations to modulate the height of water surfaces. In al$moahded domain, these
methods are applicable for generating waves with limitetlgion in real-time inter-
active applications.

Instead of numerically simulating fluid motion, some wavedels reconstruct the
water surfaces directly from the geometric or statisticaperties of waves. This kind
of approach appeared earlier than did the physically-bsisadation in graphics com-
munities, but it is still the first choice in many today’s irstity applications due to
their advantages of fast and stable computation, low meroosy and high control-
lability. Perlin noise[[Per85] can be used for modeling @mmdvaves with very low
computational cost. Classic procedural wave models afipair deep water waves by
superposing sinusoidal functioris [MaX81, FR86, Pa86]inBwyducing an adaptive
scheme, Hinsingeat al. [HNCOZ] achieved interactive animation of unbounded ocean
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Featured-Based Vector Simulation of Water Waves 5

surfaces. Instead, FFT wave modé&ls IMWMBY, Tés04] perfdrensuperposition in
the spectrum domain, and thus the statistical wave spectfueal ocean can be easily
applied.

There existing some wave models which focus on local waveg@mnena. Glass-
ner [Gla02] simulated ship waves by geometric constructiéowever, in his method
the interaction between the waves and other floating pextionts €.9.,leaves) is not
possible. Most recently, Yukset al. [YHKOZ7] proposed a concept called wave parti-
cles to efficiently simulate surface waves triggered by abyeater interaction. How-
ever, this method does not treat the waves related to watesrdu

3 Input data

The physical cause of the wave phenomenon we focus on igddiatthe local flow
conditions such as flow velocity and water depth. We takedéata as the input of our
simulation.

Since everyday rivers are calm, we can model the river flova Wie superposi-
tion of a steady mean flow and time-varying perturbations.pv¥éeompute the steady
velocity vs and water deptin by solving the shallow water equations with the finite
volume method[Wu04]. Note that the resolution of simulati@uld be much coarser
than the resolution required by the rendering. To enhareelyimamic details of the
velocity field, we make the steady velocity field quasi-stadiry by superimposing the
velocity fields of local perturbations, on it as in [WH91]:

v:vs+vai. 1)

For exampleyy, can be a sink or a source with a small radius. Note that theserpe
bations should be advected with the stationary flgw

4 \ector simulation

We assume that the dominating stationary wave caused by staobd in a shallow
stream can be approximated by the shallow water théory I5fwdge 22], which sug-
gests that its wave speed is independent of its wavelength:

lc| = \/gh, (2)

whereqg is the gravitational acceleration atdis the local water depth. Using the

analogy of the shallow water theory with compressible gamadyics, we call the wave

shockwaven the following discussion. In addition, we assume thatsheckwave

triggers a series of ripples upstream of it. HIh. 2 gives aswdtic illustration of our

assumptions. In the following, we examine the geometriperties of the shockwave.
A wave can be stationary provided the wave speed

|c| = |v|cosa, (3)

wherev is the local flow velocity andr is the propagation angle of the wave relative
to the upstream direction(Figl 3). Therefore, the crestsli@kwave should lie at an

angle
a= arccos‘{TgT‘ (4)

RR n° 6855



6 Yu, Praizelin, Rochet& Neyret

Figure 2: We assume that the waves made by an obstacle consist of aaliomgin
shockwave and a series of ripples.

Wave crest

Figure 3: A wave that propagates at the anglemto the upstream direction. Here,
is the wave velocity, andis the local flow velocity.

to the upstream direction.

Now, let us examine where the most upstream pointstaging point of a shock-
wave locate (Figd4). At the starting point, the wave cresiusth be orthogonal te,
i.e.,a = 0. Substituting it into Ed14, we geé¢v| = /gh. To facilitate further discus-
sion, we remind the Froude number:

_ M
Vah

A supercritical flow & > 1) past an obstacle will leave a subcritical arEa< 1) in
front of the obstacle (Fidgl4). This means we can expect todisthrting point at the
boundary of transitiond, = 1) in front of an obstacldl.

Based on the above observation, we can construct the sheelasest in front of
an obstacle in three steps (Hig. 4):

Fr (5)

« |dentify a subcritical region upstream from the obstaglednstructing a contour
line of F = 1 (SectiorZl).

« Find the starting point of the shockwave along this contimer (SectiorlZD).

« Generate particles at the starting point and advect themate the shockwave
crest according to E@l 4 (Sectibnl4.3).

For animating the wave, we update the starting point at eivamie according to local
time-varying velocity (Section4.4).

1As stated in [[NPU1], it is also possible to find the startinmpdownstream of an obstacle whefe= 1.
For clarity, we only consider the upstream case in this pdpethe downstream case is mostly identical.

INRIA
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Ilow direction

Starting point F>1
\

Shockwave crest
Particle <l ,‘
z | isog
| Stagnation poirﬁ/

Endwndpoint

Obstacle
Figure 4: lllustration of our method.

F,>1  Stagnation pointf = 0) Stagnation pointf, =0) K <1

N/ N/ o
/

Obstacle Obstacle

(@) (b)

Figure 5: To find the endpointblue)of the contour line of F= 1, we search the edges
(red)that contain the endpoints along the boundary of the obstdtimight be § an
edge that contains the stagnation point and>F1 at one of the two ends, ob) an
edge that does not contains the stagnation point but E at one end and < 1 at
the other end.

4.1 Constructing the contour line ofF, =1

When a flow passes an obstacle, there must be a point, cadigdation pointalong
the boundary of the obstacle wheke = 0, i.e., R = 0. In addition, there are two
endpoints whereF, = 1, on the two sides of the stagnation point (fiby. 4). Starting
from one of the endpoints, we can trace a contour line in tla@dgular mesh of the
water surface from cell to cell by linking linearly interdéd points on cells’ edges
whereF, = 1. The tracing procedure stops until it reaches another@ndpFinally,
we can get a contour line that consists of straight line segeney connecting these
points.

In order to find the endpoints, we search the edges that cothaiendpoints along
the boundary of the obstacle, starting from the edge confithe stagnation point.
For the edge containing the stagnation poinE; if> 1 at one of the nodes of the edge,
we can find an endpoint on this edge between the stagnation @od the node by
interpolating (FiglBa). For other edges, an endpoint xistnd only ifF < 1 at one
node and > 1 at the other node (Fifbb).

RR n° 6855
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\Y
0 Vi \4

ISOF, —1 ISOF -1

(@) (b)

Figure 6: The starting point of a shockwave can be found on the conitoeiof FF = 1.
For a contour line that consists of line segments, the stgrtioint may located) on a
segment wherévg 1) - (v1-1) <0, or (b)at a node wher¢v -1g) - (v-11) <O0.

4.2 Finding the shockwave starting point on a contour line

As stated earlier, the wave starting point should lie on treaur line off, = 1, and the
flow velocityv should be orthogonal to the wave crest at the staring poimthErmore,
the wave crest should be tangent to the contour line at thiéngfgpoint, otherwise
the wave crest will enter into the subcritical area whigrez 1 and EqLR can not be
satisfied. Therefore, we can find the starting point alongtreour line off, = 1 by
searching the location where flow velocitys orthogonal to the the contour line.
Since the contour line consists of line segments in praaciiedook for the starting
point by approximation. We first try to find a segment with dtien| which satisfies:

(Vo-1)-(v1-1) <0, (6)

wherevg andv; are the flow velocities at the two ends of the segment [Eld). 1dace
having found such a segment, we interpolate along this segtadind the starting
point. If no such segment is found, we use the node whichfigatis

(V~|0)~(V~|1>§0 7

as the starting point. Herg,is the flow velocity at the node in question, agdndly
are the directions of the two segments connected to this, mesigectively (Fid_14b).

4.3 Tracing wave crest with particles

Once having obtained the starting point of a shockwave, ask is to trace the wave
crest. Before introducing our method, let us first inveggédhe motion of the elements
of a shockwave (Fidd7). In a running stream, waves not onbpagate at the wave
velocity ¢ but also advect with the current of velocity Hence the resultant velocity
of a wave element is the vector sum of the two velocities:

Ve=V-+C. (8)

Eq.I2 tells us that the compondmtcosa of stream velocity at right angles to the crest
cancels the crest’'s motion at the wave speedThus we have

Vel = |v|sina = y/|v[? —[c]?, (9)

andve is tangent to the wave crest.
Based on the above observation, we propose a method frometjrahgian point
of view. We uses particles to represent the wave elementsigtied above. At each

INRIA
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Wave crest

Figure 7: The velocity of a wave elemewd is the vector sum of the wave veloaity
and the stream velocity. Here, the wave crest propagates at the anglerdb the
upstream direction.

time step, we generate two new particles respectively attbesides of a shockwave
starting point and update all existing particles with In addition, in order to imitate
the attenuation of wave energy, we associate an intenditye ta each particle. The
intensity value starts from 1 and linearly decrease to 0 iivargtime period. We Kill
a particle once its intensity value vanishes. Finally, @timg existing particles with
line segments gives us a shockwave crest (#ig. 4).

4.4 Animating the shockwave waves

In our previous work[[NPO1], the steps presented in the previsubsections were
executed every frame for accounting for the time-varyintpeity field. That is to
say, we reconstruct the whole contour linefpf= 1 at each time step. However,
this might occasionally yield discontinuous construcsiarhich lead to the popping of
wave crests. Since the water flow considered in our problequési-stationary with
small perturbations, it is not necessary to reconstructtimour line ofF, = 1. For
obtaining better robustness and higher efficiency, we cocithe contour line and find
the corresponding shockwave starting point only once. &tyframe, we update the
shockwave starting point according to local velocity paryations.

For a shockwave starting poirf we store its initial locatioxg and a local steady
velocity gradientdvy = O|vs(Xo)|. As shown in Fig[B, at each time step we update
with an offsetA from xg along the directionlvg:

dVO
X=Xo+A Vol (10)
to ensurév(x)| = |c|, i.e.,, Fr = 1. Now our goal is to solva at each time step. Using
linear approximation, we can estimate stationary flow vigfog(x) with

Vs(X) & Vs(Xo) + A dvp. (12)

In addition, we assume that only the nearest perturbatjdras a significant influence
on the position of the shockwave starting point. SubstiuiEqs[ID and—11 in Ef] 1
yields

dVo

[V(X)| = [Vs(Xo) +Advg+Vp(Xg+ A
|dvo

)= el (12)

RR n° 6855
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Finally, we can solve the above equation foby using a simple iterative scheme.

/dvo A
1
! ]
. .
V[ A | ,/ Perturbation
val _ _ _ _ Vs is0m1
- —_
s
X /7 A Xo
[ R S A -
s
= dvg
Tdvo] Obstacle
I;o\

Figure 8: Updating a shockwave starting poiafrom its initial valuexg in the vicinity
of a perturbation.

5 Efficient high quality rendering of waves

We next turn to the problem of rendering a water surface orchwvtiie quasi-stationary
waves caused by obstacles are present. We aim at qualitgriegdvith minimum
memory and computation cost. In real-time graphics, théasarof a large body of
water is often represented by a height field. However, thgsiler grid representation
is not optimal in our case. On one hand, the wave phenomendaaus on is local,
i.e.,it appears only at some specific locations but not everywineitee flow domain.
Therefore, a wanted representation scheme should be aelagti, use higher resolu-
tion at wave locations and lower resolution elsewhere. @rother hand, as shown in
Fig.[@, using a mesh aligned with a feature line is prefertiae using a regular grid
for reducing geometric aliasing and normal noise_TBK01].

To overcome the shortcomings of height fields, we propose&aptae representa-
tion scheme by exploiting the vector wave information tlkesults from our simulation
model. We model the water surface by superposwmage surfacesn amean water
surface(Fig.[Id). As has been stated in Sectidn 3, the mean wateacgui$ treated
as the input of our method which is represented by a coarsbk.ni@sh wave surface
is represented by a fine mesh strip aligned to the featureeafrthe corresponding
wave. In the next subsection, we present how to construsetheve surfaces and
superimpose them on the mean water surface. Then, we haad&intersection in
Sectio&.P.

Figure 9: Left: Using a regular grid over the domain, cells as thin as a navrfea-
ture can still generate very distracting geometric aliasiMiddle: The sampling rate
should be even greater, given by Shannon’s theoRight Using a mesh aligned with
the feature line prevents geometric aliasing with fewelscel

INRIA
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Wave surface

/\/\/\/

/ N—"

Mean water surface

—_—
Flow

. . . . Obstacle
Figure 10: We obtain the river surface by superposing wave surfacediasa (mean)
water surface resul.

=
.-

Water flow

Obstacle

Figure 11: Left: Custom wave profile(x) defined by Eq_18Right: Sweeping the
profile curve along a base curve (a shockwave crest) formswee warface.

5.1 Constructing wave surfaces along shockwave crests

The waves produced by an obstacle in the flow consist of a dammshockwave and
a train of parasitic ripples upstream of it. To constructwave surface, in theory we
need to simulate the crests, profiles and amplitudes of betstiockwave and the rip-
ples. However, what we can obtain now from the simulation ehdroduced in the
previous section is only the shockwave crests. Fortunaielyimportant feature of the
wave pattern we target is that all the wave crests are nesglylar and parallel. There-
fore, it is reasonable to assume that the wave surface toristrocted is the resultant
of sweeping a profile curve along a shockwave crest [Elg. Hi)e, the profile curve
represents the superposition of one shockwave and a sénigples. With this as-
sumption, we are able to define the wave surface based onadedidhockwave crests
and user given profile curves.

We formulate the surface definition as follows. The sweepmipgration uses a
shockwave crest as its base cuf¥gi). Let (T,B,N) be a local frame moving along
the base curve, witi the unit tangent to the base curi the normal of the mean
water surface, anB = T x N. Given a normalized wave profilgv), a wave ampli-
tude functiora(u) and a wave width functiow(u), we define the parameterized wave

RR n° 6855



12 Yu, Praizelin, Rochet& Neyret

surface as:
S(u,v) = Sy(x(u,v)) +a(u) - z(v) - N, (13)

where$, is the base water surface and
X(u,v) =C(u)+v-w-B. (14)
If we neglect the derivative of amplitu@u), the surface normal can be calculated by

aoz .
Nw(u,v) = wde+N renormalized (15)

Note that this formula allows us to compute normals effidjelny using pre-computed
derivatives of the wave profile

Our goal now is to tessellate the parameterized wave syi$@agy), to get a mesh
strip that is able to minimize geometric alias errors. Asgasied in [[BKOL], an
effective way to achieve this is to construct a quad mesh wiedges are aligned to
iso-parameter lines (FigJL2). We build the quad mesh in tepssFirst, we create rib
curves uniformly sampled along the base curve. Meanwhiéelethe rib curves be
orthogonal to the base curve. Note that the rib curves maysatt each other when
the curvature radius of the base curve is less thgh In this case, we relax the the
requirements of orthogonalitysecondwe uniformly sample on rib curves to create
lines in another parameterization directiae,,, v direction. The sampling density is
controlled by the LOD scheme that will be introduced in Sedf.

Figure 12: Wave surface is sampled by a quad mesh aligned with iso-pearines
for reducing normal noise.

Once having tessellated the wave surfaces, we need to dmpipesh strips upon
the mesh of the mean water surface. Drawing them separateligwot give a correct
result because wave surfaces may have negative offset frermean water surface
(Fig.[I0). The mesh-stitching technique described in [KR®@y work for merging
these meshes. However, this method requires remeshingdtsitfaces to be merged.
Since the waves are dynamic, the remeshing would have toreid@ach frame. Itis
not only computationally expensive but also leads to araektne cost for uploading
the new surface data to the GPU memory.

To avoid remeshing the mean water surface, we solve the noaspasing problem
by using the stencil buffer found on graphics hardware. Vgt diraw all wave surfaces
into not only a color buffer but also a stencil buffer. Thensi€buffer is able to indicate
which fragments are covered by the wave surfaces. Then we tth& mean water
surface into the color buffer where the wave surfaces argrestent. By using this

INRIA



Featured-Based Vector Simulation of Water Waves 13

method, we do not need to modify the mean water surface., ®tllneed to ensure
a perfect continuity between the wave surface and the bas® warface. When the
boundary of a wave surface intersects with the edges of tleawater surface mesh,
geometry gaps may appear. To avoid the gaps, we insert @éxdrhy interpolation as
shown in Fig[IB.

Figure 13: Left: Mean water surface mesh (dash) and original mesh strip iiplai
Boundary edges like AB, CD and DE must be split because thegsatt with the
edges of the mean water surface mesh (daRght: The mesh strip with added extra
ribs (red dashed lines) by interpolating.

5.2 Handling wave intersection

When two obstacles are close, the stationary waves mayséaue(Fig[Tk). At the
intersection part, waves caused by different obstacleswgrerposed. Simply drawing
two wave surfaces without handling the intersection wildgo an un-smooth result
(Fig.[TZ#), and can not account for the addition of amplisude properly superpose
waves, we construct a dedicated mesh patch for the intevagurt. Suppose that two
wave surface$; (ui,vi) andSy(uz, v2) intersect as shown in FiIL5. The superposed
surface of the intersection part is defined by:

S(u1, U, V1, V2) = Sy (U1, V1) + Sp(Uz, V2) — Sp(Ug, Uz). (16)
The surface normal can be calculated by:

a; 0z ap 0z )
Nw(Ug, U2,V1,V2) = —Wl—(vl) ‘To+ Wiﬂ(vz) -T1+B1xBy renormalized (17)

We tessellate the intersection part with a structured digghed with the grid lines of
S; andS,. Moreover, we need to cut out this intersection part in IRtandS,.

6 Implementation
6.1 Wave Profile

The choice of the wave profilx) is up to users except the constraintx) = Z(x) =
Z'(x) = 0 at the two ends to ensu@ continuity between the wave surface and the base
water surface. In our implementation, we used the norndlizzve profile illustrated

RR n° 6855



14 Yu, Praizelin, Rochet& Neyret

@) (b) (©)
Figure 14: The intersection of two wave patterns. (a) A simple Z-bu#adering
without handling crossing. (b) We generate a dedicated rpasth for the intersection
part. (c) Final rendering with a proper intersection treagmt.

Ny

Figure 15: For handling wave intersection, we cut out the intersecpart in the two
intersected meshes. In addition, we create a dedicated petsh (bounded by red
dashed lines).

in Fig.[M. Itis defined as the sum of a gravity wave prafilex) and a capillary wave
profile z;(x) inspired by [FM98]:

Z(X) = zg(x) + z(x), xe[-1.1], (18)
where 1 -
(%) = 2(3¢+—s)e 7 (19)
and

) = {.045(e—2Xcos(24nx) —1-x(e"2cog24m) — 1)), x>0, (20)

0, x< 0.

6.2 Bump-mapping and LOD

Defining a wave surface by sweeping allows us to calculatarate surface normals
efficiently. We always determine per-pixel normals throtigh analytical bump com-
puted from Eqs[Zl5 arfd1l7. Problems may occur when we shotdd tiile bumps

INRIA
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themselvesi.e.,when the sampling frequency (i.e. pixel size) is smallenttiee fre-
guency of waves. As predicted by Shannon’s theorem, thidy/@iasing. In practice,
this occurs for the capillary wave component of the profilg.(E). So, these high
frequency waves must be properly filtered. We progressieelg the capillary ripples
according to the view distaneck We rewrite Eq[IB to:

2(x) = 29(X) + Bze(x), (21)

where 3 decreases from 1 to 0 akincreases. The filtered geometric information
should be accounted for in the illumination model, which geaeral and tough prob-
lem. We leave it as future work.

To ensure good performance, we determine the resolutioraeéwesh strips ac-
cording to the view distanoa We set the level of subdivision of a wave surface in the
directionu as [10g,((1— &)Nmax) |, with Nmaxthe maximum number of grid lines, and

07 d S dnear;
6= gt dnear< d < drar, (22)
17 d > dfar-

wherednear andds e correspond to the finest and the coarsest LOD, respectively.

6.3 Shading mode

For realistic rendering of water surfaces, we rely on exgstGPU techniques. We
consider reflection (global and local, with Fresnel ternt eafraction effects. Local
reflection and refraction are achieved by projecting rafiecand refraction maps onto
the water surface JAVO02]. A cube map is used to account fobal environment
(e.g.,sky) where the projective texture does not provide pixetdasge objects. Finally,
we combine those colors in the pixel shader using a Fresmal te

7 Results

We benched our method on a scene containing 35m long 3m wiele All tests were
done on an AMD Athlon 3000+ at 1.8Ghz with an NVIDIA GeForc€8&TS.

Fig.[I8 shows very detailed waves generated by our methodahtime. The
wave phenomenon we target is only one of many kinds of wavesven surfaces.
Therefore, mixing our model with other wave models is nemgsis real applications.
Fig.[I7 demonstrates that our method is well compatible wtitier wave models using
bump mapping. Fid—18 shows waves disturbed by floating waRt=ase consult the
accompanying video to see more animation redfilts

To demonstrate the performance of our method, we testectlit veirious view
distances (Fid_19). The simulation time includes two mairt generating dynamic
shockwave crests and constructing wave surface meshefe [flabemonstrates that
our method is applicable for real-time applications.

2Available at http://evasion.inrialpes.fr/Membres/Qixh/projects/vecsim
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(@) (b)

(© (d)

Figure 17: By using bump mapping, we can easily combine noise wayéy(c)and
boils (d) with the waves simulated by our method .

8 Conclusion
In this paper, we have proposed a feature-based vectoraiomlpproach for simu-

lating local wave phenomena that often appear in streams k& idea is to separate
the representation of the animation and rendering. By uliyapproach, we have

INRIA
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Frame 60 Frame 80

Figure 18: Waves disturbed by floating leaves. We get quasi-statioredogity field by
superimposing small local velocity fields attached to lsawe the stationary velocity
field.

t(ms/frame) near view | middle view | far view
shockwave crests 2.5 25 2.5
wave meshes 12 13 17

Table 1: Computational time of our wave simulation method.

simulated the quasi-stationary waves produced by obstacl&e results show that
the vector description allows efficient animation of the esvand the feature aligned
meshes yields high-quality rendering. Further more, ther@gch allows users to intu-
itionally control the animation. For example, one can gasihe the wave profiles or
even keyframe the whole animation.

In the future, we would like to apply the presented approacmore local wave
phenomena as shown in Fig. 1. For each type of wave, we first toefind an appro-
priate vector representation and a way to animated it. Fsywe can resort to some
classical hydrodynamics work as we did in this paper. Negtneed to transform the
vector information to some representation that is suitédl@igh-quality rendering.

Acknowledgments The work of the first author was supported by a grant from thegean
Community under the Marie-Curie project MEST-CT-2004-208.
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(c) Close view.

Figure 19: Typical views considered in our performance test.
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