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Abstract: The aim of a Software Transactional Memory (STM) is to disghahe programmers from
the management of synchronization in multiprocess progrdrat access concurrent objects. To that end,
a STM system provides the programmer with the concept ofres&etion. The job of the programmer is
to decompose each sequential process the application ie omdf into transactions. A transaction is a
piece of code that accesses concurrent objects, but centaiexplicit synchronization statement. It is the
job of the underlying STM system to provide the illusion teatch transaction appears as being executed
atomically. For efficiency, a STM system allows transacitmexecute concurrently. Consequently, due to
the underlying STM concurrency management, a transactomats or aborts.

This paper first presents a new STM consistency conditidtectairtual world consistency. This con-
dition states that no transaction reads object values from@onsistent global state. It is similar to opacity
for the committed transactions but weaker for the abortadsactions. More precisely, it states that (1)
the committed transactions can be totally ordered, andh@)alues read by each aborted transaction are
consistent with respect to its causal past only. Henceyalisworld consistency is weaker than opacity while
keeping its spirit. Then, assuming the objects shared byltbeesses are atomic read/write objects, the
paper presents a STM protocol that ensures virtual worldistency (while guaranteeing the invisibility of
the read operations). From an operational point of vievs, phdtocol is based on a vector-clock mechanism.
Finally, the paper considers the case where the sharedtslgjexregular read/write objects. It also shows
how the protocol can be weakened to satisfy ¢hasal consistencgondition (that is weaker than virtual
world consistency).

Virtual world consistency does not require the aborteddaations to agree on what they have seen. This
is captured by the local vector clocks associated with eaobegss and the vector timestamps associated
with each object. From a comprehensive point of view, theepapdresses how the interplay of these local
control informations allows the execution of a set of tranti®as to be provided with a global meaning.

Key-words: Atomic object, Causal past, Commit/abort, ConcurrencytrmbnConsistency condition, Con-
sistent global state, Lock, Read-from relation, RegulaadRerite object, Serializability, Shared memory,
Software transactional memory, Vector clock, Transaction
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Un protocole pour les memoires transactionnelles qui satisfait la corence
des mondes virtuels

Résune : Ce rapport présente une protocole pour les mémoiresacéinanelles logicielles qui satisfait le
critere de cohérence des mondes virtuels. Ce criterellerence est plus faible que le critere d’opacité mais
en garde I'esprit, a savoir il porte a la fois sur les trantieas validées et sur les transactions avortées. Il est
plus adapté aux mémoires transactionnelles que la sis@piglisabilité qui ne porte que sur les transactions
validées.

Mots clés : Atomicité, Contrdle de la concurrence, Etat global aené Horloge vectorielle, Mémoire
transactionnelle, Object partagé, Opacité, Transackfalidation, Verrou.
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1 Introduction

The challenging advent of multicore architectures The speed of light has a limit. When combined with
other physical and architectural demands, this physicasttaint places limits on processor clocks: their
speed is no longer rising. Hence, software performance odonger be obtained by increasing CPU clock
frequencies. To face this new challenge, (since a few yego¥ manufacturers have investigated and are
producing what they cathulticore architecturesi.e., architectures in which each chip is made up of several
processors that share a common memory. This constitutesiswtaled “the multicore revolution” [12].

The main challenge associated with multicore architestigéhow to exploit their power?” Of course,
the old (classical) “multi-process programming” (muhir¢ading) methods are an answer to this question.
Basically, these methods provide the programmers with tdmeept of alock. According to the abstrac-
tion level considered, this lock can be a semaphore objegtpRritor object, or more generally the base
synchronization object provided by the underlying progmaing language.

Unfortunately, traditional lock-based solutions haveeir@nt drawbacks. On one side, if the set of data
whose accesses are controlled by a single lock is too laagge(lgrain), the parallelism can be drastically
reduced. On another side, the solutions where a lock is esedovith each datum (fine grain), are error-
prone (possible presence of subtle deadlocks), difficuletsign, master and prove correct. In other words,
providing the application programmers with locks is farfrdoeing the panacea when one has to produce
correct and efficient multi-process (multi-thread) pragsa Interestingly enough, multicore architectures
have (in some sense) rang the revival of concurrent progiagm

The Software Transactional Memory approach The concept oBoftware Transactional Memo($TM)

is an answer to the previous challenge. The notion of traimsed memory has first been proposed (fifteen
years ago) by Herlihy and Moss to implement concurrent datatsires [13]. It has then been implemented
in software by Shavit and Touitou [23], and has recently gdia great momentum as a promising alternative
to locks in concurrent programming, e.g., [9, 11].

Transactional memory abstracts the complexity associatddconcurrent accesses to shared data by
replacing locking with atomic execution units. In that wle programmer has to focus where atomicity is
required and not on the way it has to be realized. The aim ofM §ystem is consequently to discharge the
programmer from the direct management of synchronizatiigiled by accesses to concurrent objects.

More generally, STM is a middleware approach that providespgrogrammers with theransaction
concept (this concept is close but different from the notiériransactions encountered in databases [9]).
More precisely, a process is designed as (or decomposedaiisiquence of transactions, each transaction
being a piece of code that, while accessing any number oédhabjects, always appears as being executed
atomically. The job of the programmer is only to define thesinf computation that are the transactions.
He does not have to worry about the fact that the base objantbe& concurrently accessed by transactions.
Except when he defines the beginning and the end of a traosatiie programmer is not concerned by
synchronization. It is the job of the STM system to ensur¢ tifamsactions execute as if they were atomic.

Of course, a solution in which a single transaction execatestime trivially implements transaction
atomicity but is irrelevant from an efficiency point of viewso, a STM system has to do “its best” to
execute as many transactions per time unit as possible.la8lyrtio a scheduler, a STM system is an on-
line algorithm that does not know the future. If the STM is ttial (i.e., it allows several transactions
that access the same objects in a conflicting manner to rutuc@mtly), this intrinsic limitation can direct
it to abort some transactions in order to ensure both trdiesaatomicity and object consistency. From a
programming point of view, an aborted transaction has recefit is up to the process that issued an aborted
transaction to re-issue it or not; usually, a transacti@i hrestarted is considered as a new transaction).

Pln°1923



4 D. Imbs & M. Raynal

Content of the paper and roadmap This paper is made up of 5 sections and has three contrilsution
Section 2 presents the computation model and the first botion, namely, a new consistency condition,
calledvirtual world consistency. Differently from serializability but similg to opacity, this condition (1)
takes into account both the committed transactions andhbibael transactions, but (2) is strictly weaker
than opacity (and can consequently allow more transactimosmmit). Intuitively, both opacity and virtual
world consistency requires that every transaction (wheat@ég fate, commit or abort) reads object values
from a consistent global state. They differ in what each iwmns as aonsistenglobal state.

The second contribution, namely, a STM protocol that sassfirtual world consistency, is presented
in Section 3. Among its noteworthy features, this protod@ves invisible read operations (i.e., when a
transaction reads an object, it is not required to write i@mmhformation into the shared memory to inform
the other transactions on possible read/write conflictg)nFan operational point of view, the protocol does
not use a global logical clock, but a distributed vector kladgth one entry per object. So, the protocol is
targeted for applications that manipulate few shared d¢hjec

Then, Section 4 addresses the versatility of the proposéd @®tocol (third contribution). It shows
that the simple suppression of a consistency check prodgestocol that ensures tloausal consistency
condition. It also shows that the addition of a single cdmsisy check allows to replace the atomic objects
shared by the processes by regular objects. Finally, Sebtaoncludes the paper.

2 A STM Computation model

2.1 Why a consistency condition has to take into account thebarted transactions

The classical consistency criterion for database trameacts serializability [20] (sometimes strengthened
in “strict serializability”, as implemented when using tAghase locking mechanism). The serializability
consistency criterion involves only the transactions twamhmit. Said differently, a transaction that aborts is
not prevented from accessing an inconsistent state beffartirrg. In a STM system, the code encapsulated
in a transaction can be any piece of code (involving sharé¢a) didis not restricted to predefined patterns.
Consequently a transaction always has to operate on a tantsisate. To be more explicit, let us consider
the following example where a transaction contains theestahtz < a/(b — ¢) (wherea, b andc are
integer data), and let us assume that c is different from0 in all the consistent states. If the values of
b andc read by a transaction come from different states, it is jpbsghat the transaction obtains values
such a9 = ¢ (andb = c defines an inconsistent state). If this occurs, the traimsachises an exception
that has to be handled by the process that invoked the comdsp transaction. (Even worse undesirable
behaviors can be obtained when reading values from indensistates. This occurs for example when
an inconsistent state provides a transaction with valuasgblnerate infinite loops.) Such bad behaviors
have to be prevented in STM systems: whatever its fate (commnaibort) a transaction has to always see a
consistent state of the data it accesses. The aborted ¢teomsahave to be harmless. This observation has
first been stated in [8].

2.2 From opacity to virtual world consistency

Opacity Informally suggested in [8], and formally introduced anddstigated in [10], thepacityconsis-
tency condition requires that no transaction reads vakloes &n inconsistent global state whereamsistent
global stateis defined as the state of the shared memory at some real tgtain Opacity is the same as
strict serializability when we consider all the committednisactions, plus an appropriate read prefix for
each aborted transaction.

Irisa
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More precisely, let us associate with each aborted traioseitthe read prefix that contains all its read
operations untill" aborts (if the abort is entailed by a read, this read is nduged in the prefix). An
execution of a set of transactions satisfies dpacity condition if all the committed transactions plus the
read prefix of each aborted transaction appear as if they be@e executed one after the other (this is a
“witness sequential execution”), this witness sequeriacution being in agreement with the real time
occurrence order of each transaction. (Examples of prtgaoglementing the opacity property -each with
different additional features- can be found in [8, 15, 17,22

Virtual world consistency This consistency condition is weaker than opacity whilepkeg its spirit.
It states that (1) no transaction (committed or abortedjiseamlues from an inconsistent global state, (2)
the consistent global states read by the committed trainsacare mutually consistent (in the sense that
they can be totally ordered) but (3) while the global statdrby each aborted transaction is consistent
from its individual point of view, the global states read byawo aborted transactions are not required
to be mutually consistent. Said differently, virtual woddnsistency requires that (1) all the committed
transactions be serializable [20] (so they all have the sawitaess sequential execution”) or linearizable
[14] (if we want this withess execution to also respect raak) and (2) each aborted transaction (reduced
to a read prefix as explained previously) reads values tleatansistent with respect to its causal past
only. As two aborted transactions can have different capaats, each can read from a global state that
is consistent from its causal past point of view, but these global states can be mutually inconsistent as
aborted transactions have not necessarily the same casighgnce the namartual world consistency).
This consistency condition can benefit lots of STM applaadias, from its local point of view, a transaction
cannot differentiate it from opacity.

A formal definition of virtual world consistency is presedtm [18] and in the appendix of this paper.
To make its intuition more precise, let us consider the @atisn execution depicted on the right. There are
two processesp; has sequentially issuel!, T2, T| andT?, while p, has issued?), T2, Ty andTs. The
transactions associated with a black dot have committede e ones with a grey square have aborted.
From a dependency point of view, each transaction issueddogcess depends on its previous committed
transactions, and on committed transactions issued by |
the other process as defined by the read-from rela-
tion due to the accesses to the shared objects, (e.g.,
the labely on the dependency edge frofiy to T
means thafl] has read a value that was writtengn ,
by T.}). Differently, since an aborted transaction does 7

He

% T TS

not write shared objects, there is no dependency edges ~ rast(1))” past(T)

originating from it. The causal past of the aborted trarieastl’; andT} are indicated on the figure. Virtual
world consistency requires the following: (1) the comndtteansactions are serializable (or strict serial-
izable if we want the witness sequence to respect the additi@al time order constraint), and (2) each
aborted transaction reads values from a state consistéimtregdpect to its causal past (as an example, the
values read by{| are consistent wrt the dependencies as indicated on thefigur

That consistency condition actually extends to STM syst#rasiotions oftonsistent cytcausal past
andconsistent global statencountered in asynchronous message-passing system<§, T these sys-
tems, two different processes can simultaneously compudegtobal states such that each global state is
consistent with respect to the causal past of the invokinggss, but these global states are mutually in-
consistent from the point of view of an external omniscielnserver (i.e., they cannot be serialized). The
“read-from” relation linking transactions is the STM eqalient of the “message” relation that defines the
flow of information exchange in message-passing systems.

Pln°1923



6 D. Imbs & M. Raynal

In addition to the fact that it can allow more transactionscemmit than opacity, one of the main
interests of virtual world consistency lies in the fact tharevents bad phenomena (as described in Section
2.1) from occurring without requiring all the transactiof@mmitted or aborted) to agree on the same
witness execution. Let us assume that, when executed atwhi eads a consistent state of the objects,
each transaction behaves correctly (e.g. it does not emtdiVision by 0, does not enter an infinite loop,
etc.). As, due to the virtual world consistency condition,transaction (committed or aborted) reads from
an inconsistent state, it cannot behave incorrectly despibcurrency; it can only be aborted. This is a first
class requirement for transactional memories.

2.3 The STM system interface

The STM system provides the transactions with four opematienotedegin (), X.readr(), X.writer(),
andtry_to_commit,(), whereT is a transaction, and a shared base object.

e begin,() is invoked byT" when it starts. It initializes local control variables.

e X.readr() is invoked by the transactiofi to read the base objedf. That operation returns a value
of X or the control valuebort. If abort is returned, the invoking transaction is aborted (in thaeca
the corresponding read does not belong to the read prefixiassd withT').

e X.writer(v) is invoked by the transactiofi to updateX to the new value.. That operation returns
the control valuek or the control valuaibort. In the proposed protocol it always retursys.

e If a transaction attains its last statement (as defined bydke which means it has not been aborted
before) it executes the operatiory_to_commit (). That operation decides the fate®by returning
commit or abort. (Let us notice, a transactidh that invokestry_to_commit () has not been aborted
during an invocation o .readr().)

2.4 The incremental read + deferred update model

In this transaction system model, each transactiarses a local working space. Wh&nnvokesX .read ()
for the first time, it reads the value &f from the shared memory and copies it into its local workingcsp
Later X.read7() invocations (if any) use this copy. So,1If readsX and thenY’, these reads are done
incrementally, and the state of the shared memory can harmgeld in between.

WhenT invokes X .writer(v), it writes v into its working space (and does not access the shared mem-
ory). Finally, if 7" is not aborted while it is executingy_to_commit,(), it copies the values written (if
any) from its local working space to the shared memory. (Ailsindeferred update model is used in some
database transaction systems.)

3 A STM protocol when the base objects are atomic

3.1 Processes and atomic base objects

The system is made up of an arbitrary number of processesnabndse shared objects. The processes are
denotedp;, p;, etc., while the objects are denot&dY’, ..., where each id is such thatX € {1,--- ,m}.
Each process is decomposed in a sequence of transactiahar@mot known in advance).

Each of them base objects is an atomic read/write object [19]. This meéhasthe read and write
operations issued on such an obj&ctippear as if they have been executed sequentially, andvtitise’ss
sequence” is legal (a read returns the value written by tbsest write that precedes it in this sequence)

Irisa



A versatile STM protocol for virtual world consistency 7

and respects the real time occurrence order on the opesatioX (if op1(X) is terminated beforep2(X)
starts,opl appears beforep2 in the witness sequence).

3.2 The STM algorithm: control variables

On a base object side Each base atomic objeéf is made up of two fieldsX.value which contains its
value, and a vectoX .depend[l..m] that tracks value dependencies. More precis&lyjepend[X] is the
sequence number of the current valueXof while X.depend[Y] (Y # X) is the sequence number of the
value ofY on which the current value oX depends. (A sequence number can be seen as a logical date
associated with an object.) Moreover a lock is associatdid eviery base object.

On a process side A process issues transactions sequentially. So, when agspcissues a new trans-
action, that transaction has to work with object values #natnot older than the ones used by the previous
transactions issued lpy. To that endp; manages a local vectptdepend;[1..m] such thap_depend;| X]
contains the sequence number of the last valu¥ dfiat (directly or indirectly) is known by;.

In addition to the previous array whose scope is the lifetohthe corresponding process, a procgss
manages local variables whose scope is the one of its curegrgaction’. Those are:
- An array t_dependr|[l..m] that is used instead gf depend;[1..m] during the execution of'. This is
necessary becaugedepend;[1..m] must not be modified if” aborts,
- A setlrsy (resp.lwsy) that is the read set (resp., write set) of the transaciaurrently executed by;,
- Finally, for every objectX accessed b¥', p; keeps a local copy that is denotkd.X).

3.3 The STM algorithm

The code of the STM system for a procegss described in Figure 1. It consists in the algorithms that i
plement the four operations of the STM interface (Secti@®),amelybeginy (), X.readr (), X.writep(),
andtry_to_commity (), whereT' is a transaction issued by a procggssand X a base object. When it is
returned, the control valuebort is taggedl or 2 to indicate the cause of the abort to the corresponding
transaction.

The operation begin-()  This operation is a simple initialization of the local catvariables associated
with the current transactioffi. Let us notice that_depend is initialized top_depend; to take into account
the causal dependencies on the values previously accegged bhis is due to the fact that a process
issues its transactions one after the other and the nexinbwegits the causal dependencies created by the
previous ones.

The operation X.readr() This operation returns a value &f or the control valuewbort (in which case
T is aborted). If (due to a previous read & there is a local copy, its value is returned (lines 01 and 07)

If X.ready() is its first read ofX, p; first builds a copyic(X) from the shared memory (line 02), and
updates accordingly its local control variables; and¢_dependr[X] (line 03).

As the reads are incremental; (does not read in one atomic action all the base objects itsmant
read),p; has to check that the value(X).value it has just obtained from the shared memory does not
make one of its previous reads inconsistent (in which gas®s to aborfl’, line 04). LetY be an object
that has been previously read iy Let us observe that the sequence number of the vallé fad by
T is kept int_dependr[Y]. If the value of X just read byI' depends on a more recent valuelof the
values of X andY are mutually inconsistent. This is exactly what is captupgdthe predicatedY €
Irsp @ t_dependr[Y] < lc(X).depend[Y]) (line 04). If this predicate is truey; abortsT'. Otherwise p;

Pln°1923



8 D. Imbs & M. Raynal

operation begin(): lrsr < 0; lwst <+ 0; t_dependr < p_depend;.

operation X.readr():

(01) if (there is no local copy oK) then

(02) allocate local space -denoted X )- for a local copy ofX; le(X) « X;

03)  irsy < lrst U{X}; t_dependr[X] + le(X).depend [ X];

(04) if (Y € lrst : t_dependr[Y] < lc(X).depend[Y]) then return(abort, 1) end if;

(05) foreachY ¢ lrsr dot_dependr[Y] < maz(t-dependr[Y],lc(X).depend[Y]) end for
(06) end if;

(07) return (Ic(X).value).

operation X.writer (v):
(08) if (there is no local copy oK) then allocate local spack:(X) to storev end if;
(09) le(X).value < v; lwst « lwsy U {X };return (ok).

operation try_to_commit.():

(10) let ConsistencyCheckr be the predicate (V Z € Irst : t_dependr[Z] = Z.depend|[Z));

(11) lock all the objects irtrsr U lwsr;

(12) if (irs7 # 0) then if (= ConsistencyCheckr) thenrelease all the locksgturn(abort, 2) end if end if;
(13) if (lwsr # 0) then for each X € lwsy do t_dependr[X] < X.depend[X] + 1 end for;

(14) foreach X € lwsr do X « (le(X).value, t_dependr) end for

(15) end if;

(16) release all the locks;

(17) p_depend; + t_dependr;

(18) return(commit).

Figure 1: A STM algorithm that satisfies virtual world corisiscy

first updates _dependr[1..m] (line 05) to take into account the new dependencies (if arsgted by this
reading ofX, and finally returns the value obtained frakh(line 07).

A X.readr() operation isvisibleif the issuing transactioff’ has to write the shared memory to inform
the other transactions on its readXf Otherwise it ignvisible

Property 1 All the X.read () operations are invisible.

Property 2 If (abort,1) is returned to a transactioff’, this is becaus& executes an operatiol.readr(),
and the abort is due to the fact that, while the values preshiotead byT" define a consistent snapshot, the
addition of the value ok obtained from the shared memory would make this snapshohsistent.

In the case of Property 2, the read prefix associated withtibeed transactiofi’ contains the values read
before the operatioX.read (), and does not contain the value read frdm

The operation X.writer(v) The algorithm implementing that operation is very simpfeéhére is no local
copy for the objectX, one is created (line 08). Then, the valués written into that copy and the control
variablelwsy is updated (line 09).

Property 3 No X.writer() operation can entail the abort of a transaction.

The operation try_to_commit() The transactiorf” locks all the objects it has accessed (they are the
objects inrsrUlwst, line 11). The locking is done according to a canonical otd@revent deadlocks. If it

is a read-only transaction (that has read more than onetdfjeran be committed if its incremental snapshot
is still valid, i.e., the values it has read from the sharednoey have not yet been overwritten. This is exactly

Irisa



A versatile STM protocol for virtual world consistency 9

what is captured by the predicatéonsistencyCheckr (defined at line 10 and used at line 12). If this
predicate is true, the transaction appears as if it was atdiypiexecuted just before the predicate evaluation.
The transaction is then committed. If the predicate is falsere is no way to known if the transaction could
be correctly serialized with respect to the committed taatisns; it is consequently aborted (line 12).

If the transactiorl” is write-only (i.e.,lrs7 = 0, line 12), due to the locks on the objectslafsr, the
transaction’ can atomically write their new values into the shared mentlimg 14). Before these writes,

T has to update the sequence number of each objeittwrites so that the dependency vectors (vector
timestamps) have correct values (line 13).

If the transactiorl" is neither read-only, nor write-only, it can be committedyoifi all its read and
write operations could have been executed atomically. Aisgaen, the locks ensure that the writes appear
as being executed atomically. For the read to appear as leeiguted atomically with the write of the
new values in the shared memory, the predic@tasistencyCheckr is evaluated once the locks on the
objects inlrsr U lwsr have been acquired. If it is evaluated to true, the transacippears as being
executed atomically after the locks have been acquired amsbgjuently the transacti@hcan be committed.
Otherwise it is aborted (line 12).

Let us finally observe that, if a transaction is committedgliL8), the dependency vector of the process
p; has to be updated accordingly (line 17) to take into accdumnew dependencies created by the newly
committed transactioff.

Property 4 If (abort, 2) is returned to a read-only transactidh, the values it has incrementally read define
a consistent snapshot, but this snapshot cannot be sedga(izith certainty) with respect to the committed
transactions.

Property 5 If (abort,2) is returned to a read/write transactiof’, the values it has incrementally read
define a consistent snapshot, but this snapshot and thesvinite the shared memory cannot appear as
being executed atomically.

In the case of the properties 4 and 5, all the read operatssued by the aborted transactiBrbelong to its
read prefix, and this read prefix is consistent with respetitéacausal past @f.

Property 6 A write-only transaction cannot be aborted.
Definition 1 Two transactiong’1 and7T'2 are independent iflrspy U lwsyy) N (Irspa U lwspy) = 0.

Property 7 Independent transactions can commit concurrently.

Remark A simple modification of the previous protocol provides ushathe following additional prop-
erty: a read-only transactiofi that reads a single objed¢f is never abortedT" is then only made up of
X.readr(), and this operation is implemented as follows:

if (there is no local copy ak) then
allocate local space -denotéd X )- for a local copy ofX; lock(X); le(X) < X; unlock X) end if;
return(lc(X).value).

3.4 Properties of the protocol

Proof The previous section has stated a few properties whose amrgise a better intuition of what the
algorithms described in Figure 1 do and how they do it. Thefptioat they satisfy the virtual consistency
condition requires a formal statement of that conditionisTarmal statement and the proof are presented
in the appendix. The committed transactions can be linedyiand the appropriate read prefixes of each
aborted transaction are consistent wrt their causal past.

PIn°1923



10 D. Imbs & M. Raynal

Cost ltis easy to see that the following values are upper bounde@®number of shared memory accesses
issued by a transactior{irsr| if T is read-only (lines 02 and 12)|lwsr| if T is write-only (lines 13 and
14), and2|lrs| + 2|lwtr| if T is a read/write transaction.

There is the additional cost due to locking/unlocking ofébabjects (lines 12 and 16). For the objects
that are written this cost can be eliminated by placing tlok inside the object and (as in TL2 [8]) aborting
a transaction when it accesses an object that is locked.

4 Versatility dimension of protocol

4.1 From virtual world consistency to causal consistency

Causally consistent transactions The concept otausal consistencfor read/write objects has been in-
troduced in [2] under the namesausal memory It has then been extended to transactions in [21] where
only the committed transactions are considered. As foualrtvorld consistency, we extend here causal
consistency to include the appropriate prefixes of the adddransactions.

Intuitively, given an execution of a set of transactionsuésb by sequential processes, causal consis-
tency allows each process to see its own “witness sequexialution” as long as these witness sequential
executions respect the causal dependencies defined byatiroen relation.

More precisely, leC be the set of all the committed transactions that write bégects (whatever the
issuing processes). For each procgsdet R; be the set of its committed read-only transactions plus its
aborted transactions reduced to their read prefix (as defirmdously in the paper). Causal consistency
requires that, for each procegs there is a “witness sequential execution” involving orlg transactions
in C UR,;. Let us notice that all these witness sequential execusbase the constraint imposed by the
read-from relation as exhibited h

Adapting the protocol The base protocol described in Figure 1 can be adapted vsily éaeakened) to
implement causal consistency: the single modification ists181 inserting the following statement between
lines 10 and 11:

if lwsp = 0 then return(commit) end if;

This modification does not alter the protocol for the abottadsactions whose abort is taggedine
04). As we have seen, the read prefix of such a transactionegeéirconsistent snapshot of the values
previously read. It is now the same for a read-only transacthat does not abort at line 04. This is
because the lines 11-16 are used to ensure that the cohsisagshot of the values read by the read-only
transactionI’ belongs to the witness sequential execution includinghalldommitted transactions. But,
causal consistency does not impose this strong requirertrenvalues read by a read-only transaction have
only to be mutually consistent (and consequently such aaetion can never retut@bort, 2) when one is
interested in the weaker condition that is causal congig)en

This shows that causal consistency weakens virtual womdistency by allowing a read-only transac-
tion to commit as long as its snapshot of read values is demsigas the prefix of an aborted transaction),
without requiring that this snapshot be totally orderechwéspect to all the committed transactions. The
snapshot only has to be consistent with respect to the cpastabf the read-only transaction.

4.2 From atomic objects to regular objects

Regular read/write object A regular read/write object [19] can have any number of writers and any
number of readers. The writes appear as if they were exesagdgentially, this sequence complying with
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A versatile STM protocol for virtual world consistency 11

their real time order (i.e., if two writes; andws are concurrent they can appear in any order, but;if
terminates beforev, starts,w; has to appear as being executed befose

As far as a read operation is concerned we have the followifigno write operation is concurrent
with a read operation, that read operation returns the oux@lue kept in the object. Otherwise, the read
operation returns any value written by a concurrent writerafion or the last value of the object before
these concurrent writes. A regular object can exhibit whatalled anew/old inversion The figure on the
right depicts two write operations; andws and two read opera-
tionsry andrs that are concurrent-( is concurrent withw; andws, "1
while r5 is concurrent withw, only). According to the definition of
regularity, it is possible that; returns the value written by while
ro returns the value written by .

Wy

An atomic read/write object is a regular read/write objethaut new/old inversion. This means that an
atomic read/write object is such that all its read and wrjterations appear as if they have been executed
sequentially, this total order respecting the real timeeoaf the operations.

Adapting the protocol If the base objects are regular, we have to prevent new/gktsion so that they
appear as if they were atomic. This can be obtained by addistgtament and modifying a predicate.
More precisely the following modifications allow us to regathe base atomic read/write objects by weaker
regular read/write objects.

e Line 03 is enriched by a test that prevents from reading arvalde. That line becomes (the new
statement is thé statement):
Irsp < lrsp U{X};
if (t_dependr[X] > lc(X).dependr[X]) then return(abort,4) end if;
t_dependr[X] « le(X).depend[X].

e The predicateConsistencyCheckr is now defined agv Z € Irsr : t_dependr[Z] > Z.depend[Z]).

Property 8 If the invocation ofX.read7 () by T returns(abort, 4), the abort is due to a new/old inversion.

4.3 When the base objects are neither atomic nor regular

When the base objects are neither atomic nor regular, themevery simple way to enrich the protocol of
Figure 1 to make it work correctly. In order to make a base @hj¢ atomic, it is sufficient to use the
lock associated with that object and replace the realdl @fom the shared memory at line 02 by “locK(;
le(X) + X; unlock X)".

5 Conclusion

This paper has presented a new consistency condition catte@l world consistency [18], that is weaker
than opacity while keeping its spirit. It has then preserae®iTM protocol with invisible read operations
that implements this condition. This protocol, that is lthea vector clocks that capture the causal depen-
dencies among the values of the objects, presents an itmgresrsatility feature. The suppression of a
consistency test provides a protocol satisfyingthasal consistencgondition (that is weaker than virtual
world consistency), while the appropriate addition of agerconsistency test allows us to replace the base
atomic objects by (weaker) regular objects.

The proposed STM protocol is targeted for applications whie processes share a “reasonable” num-
ber of base objects. This is in order to have small size vextmks. When the application processes share
PIn°1923
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a large number of objects, it is possible to have small sintovelocks by requiring sets of objects to share
the same entry of the vector clock as it is done in the “pldasiiector clocks” [25]. In that case, no causal
dependency is lost, but additional “false” dependencigsbeawitnessed by a vector clock. This is due to
the fact that several objects share the same entry of thenaotk. The benefit of using such vector clocks
the sizek of which is bounded and much smaller than(the number of shared objects) has a price: due
to the false additional dependencies, more transactiombeaborted. (Let us remark that the objects that
share the same vector clock entry also have to share the saig |

Finally, let us notice that both thértual world consistencgondition and the associated vector clock-
based protocol offer an additional insight on STM systelmes, participate in providing a better understand-
ing of their underlying basic principles [3].
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A Computation model and base definitions

This appendix is included in order to make this paper setft@ined. This section is extracted from [18].

A.1 Processes and base objects

From an application point of view, a system is made up of afetgrocesseg, . .. , p,, plus a set of base
concurrent objects accessed by atomic read and write apesatThere is no assumption on the respective
speed of processes, except they are neither zero, norénfthié processes aasynchronous

A.2 Transactions and base events

Transaction A transaction is a piece of code that is produced on-line lygaisntial process (automaton),
that is assumed to be executed atomically (commit) or ndt @lzort). This means that (1) the transactions
issued by a process are totally ordered, and (2) the des@frertransaction has not to worry about the
management of the base objects accessed by the transdgiffarently from a committed transaction, an
aborted transaction has no effect on the shared objectsansdction can read or write any base object.
Such a read or write access is atomic. The set of the objeats g a transaction defines itsad set
Similarly the set of objects it writes defines site set A transaction that does not write base objects is a
read-onlytransaction, otherwise it is arpdatetransaction. A transaction that issues only write openatio
is awrite-only transaction.
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14 D. Imbs & M. Raynal

As in [6], we consider that the behavior of a transacflonan be decomposed in three sequential steps
it first reads data objects, then does local computationdiaallly writes new values in some objects, which
means that a transaction can be seen as a softazatenodify write() operation that is dynamically defined
by a process The read set is defined incrementally, which means thatasardion reads the objects of
its read set asynchronously one after the other (betweercbmsecutive reads, the transaction can issue
local computations that take arbitrary, but finite, dunaslp We say that the transacti@h computes an
incremental snapshdt This snapshot has to lensistenwhich means that there is a time frame in which
these values have co-existed (as we will see later, differensistency conditions consider different time
frame notions). If it is about to read a new object whose eurvalue would make inconsistent its current
incremental snapshot, the transactiBris directed to abort. If it is not aborted during its read phas
issues local computations. Finally, Tf is an update transaction, and its write operations can hedss
in such a way thafl” appears as being executed atomically, the objects of it® wet are updated arid
commits; otherwise] is aborted. So, each aborted transaction is reduced to greéid. When, at the
model level in the following, we speak about an aborted transaction, we implicitly refer to such a
prefix. Independently of consistency reasons, a transadfioan also be aborted by the process that issued
it. (From our point of view, namely the definition abnsistency conditionfer STM systems, we consider
that such aborts include the case where transactions aredtio order to improve the global efficiertty

Events at the shared memory level Each transaction generates events defined as follows.

e Begin and end events. The event denaldis associated with the beginning of the transacflgn
while the eventF is associated with its terminatiorfz; can be of two types, namely; andCr,
whereAr is the event “abort of™”, while Cr is the event “commit of ™.

e Read events. The event denoted X )v is associated with the atomic read &f (from the shared
memory) issued by the transacti@h The valuev denotes the value returned by the read. If the value
v, or T, is irrelevantr (X )v is abbreviatedr (X ), orr(X)v or r(X). The notationr(X)v € T, or
r(X)v € T,orr(X) € T, is used to express that (X )v is an event of".

e Write events. The event denoted-(X )v is associated with the atomic write of the valuén the
shared objecX (in the shared memory). If the valueis irrelevantwy (X )v is abbreviatedvr (X).
Without loss of generality we assume that no two writes orstiree objecX write the same value.
We also assume that all the objects are initially written Hictitious transaction. Similarly to the
previous item, the notationr(X)v € T, orw(X)v € T, orw(X) € T, is used to express that
wrp(X)v is an event off".

At the shared memory level, only the events suctBas E7, rr(X)v andwr(X)v are perceived. Let
H be the set of all these events. Moreover;asX)v andwy(X)v correspond to the execution of base
atomic operations, the set of all the begin, end, read ane @vients can be totally ordered. This total order,
denotedH = (H, <p), is called ashared memory history

This model is for reasoning, understand and state progesiieSTM systems. It only requires that everything appears as
described in the model. It does not preclude an implemeamtatihere a transaction writes some objects before readimgr ot
objects. In that case, a transaction that aborts has to tsmg@oevious writes.

2Different read_modify_write() operations are provided by some processors. Classicalp&arof such operations provided
by hardware are the instructionsst&set(), fetch&increment(), andcompare&swap(). Their read set is equal to their write set,
and contain a single atomic register. Moreover, their imicomputation is defined once for all.

3The incremental approach to compute a snapshot reads asyooily (separately) one object after the other. Difféyein
[1, 4, 16], the whole set of the base objects to be atomicabigiis globally defined at the time of the snapshot invocation

“This is the case for example in the system TL2 [8] where a #&@itn can be sacrificed (aborted) to increase the number of
transactions that are committed per time unit. This occurema transaction tries to lock an object that is alreadyddck
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A.3 Execution histories

Transaction history The execution of a set of transactions is represented by ta'aalparderfa =
(PO, —po) that expresses a structural property of the execution cfetieansactions capturing the or-
der of these transactions as issued by the processes aneémant with the values they have read. More
formally, we have:

e PO is the set of transactions, and
e Tl —po T2 (we say ‘T'1 preceded2") if:

1. (Process order.) BothT'l andT2 have been issued by the same process;7dng a committed
transaction that has been issued befbze

2. (Read_from order.) Fwri(X)v A I rro(X)v. (There is an objecK whose value written by
T'1 has been read by2.)

3. (Transitivity.) 37 : (T1 —po T) A (T —po T2).

Remark When we look at the partial ordel/?b, it is important to notice that, while all the committed
transactions issued by a process are totally ordered, thare precedence edge that originates from an
aborted transaction. For the committed transactions ésbyea process, this expresses the fact that those
have been sequentially issued by that process and are lyasaifsally related. Roughly speaking, this total
order defines what that process “really did”. Differenthyhatever the values read by an aborted transaction
(a priori those can be mutually consistent or not), thoseegsldo not have to “causally” impact the future
in a systematic way (except if a process voluntarily takesrtinto account in its next transaction).

As we can see, an important difference between classical @atabase) transactions and STM transac-
tions lies in the fact that in a STM the transactions are iddwyeprocesses. (In a database, there is no notion
of process that relates transactions.) Of course, in a ST3#BYy; it could be possible to ask a process to
indicate which of its transactions are process-orderedlat his possibility would add flexibility (and could
be relevant for some applications) but does not change foadtally the process-based model previously
introduced.

Independent transactions and sequential execution Given a partial ordePO = (PO, — po) that mod-
els a transaction execution, two transacti@iisand7'2 areindependenfor concurrent) if neither is ordered
before the other=(T1 —pp T2) A =(T2 —po T1). An execution such that: po is a total order, is a
sequentiakxecution.

Figure 2: A partial ordeC'H = (CH,— ¢y) (only committed transactions)
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Committed transaction history A committed transaction histoiyn short c-history) is a partial order i
as defined above where the set of transactions (deroféjlis made up of all the committed transactions.
Moreover,— po is then denoted- ¢g.

An example of such a partial order is described in Figure Zmta committed transaction is depicted
by a big black dot. The “time line” of each process is indidatéth a slim long horizontal arrow. The
precedence edges of thepo relation are indicated with black arrows. Assuming that tire@sactions
access the base objeatsy and z, some read-from edges are indicated by labeled arrows wheriabel
indicates the object written and read respectively by thapeimt transactions (the corresponding object
values are not represented). Transitivity edges are no¢septed.

T

Figure 3: A patrtial ordeC AH = (CAH,— capg) (committed and aborted transactions)

Complete transaction history A complete transaction histoiyn short ca-history) is a partial ord&A
as defined above where the set of transactions (derotH) is made up of all the committed or aborted
transactions. The order relation po is denoted— o4 5. Let us observe thaty cg C— capm.

LetT be an aborted transaction.Tifreads, we have directed eddg&s— o4y T whereT” is a committed
transaction. Moreover, it follows from (1) the fact that droeed transactio” does not write the shared
memory, and (2) the definition of the process order relatibat there is no outgoing edge from an aborted
transactior". -

Figure 3 describes &'AH partial order in which the aborted transactions are degigtgh squares
(those are denoted;, T3 andT}). When considerind, the figure shows that it reads two values one
produced byl'?, the other byTy'. The arrow fromT; to T} is a process order edge (and there is no process
edge fromT} to T%).

A.4 Additional base definitions

Real time order Let — g7 be thereal timerelation defined as followsT1 — gy T2 if Ep; occurs
before By (ET1 <g Brs). This relation (defined on the whole set of transactiongynly the committed
transactions) is a partial order. In the particular caserwfiteis a total order, we say that we have a real
time-complying sequential execution.

Considering that the space/time diagrams depicted in #haqurs Figures 2 and 3 are real time diagrams,
we see that’! — pr T4, while the executions df,} and7}} overlap in real time.

Linear extension A linear extensionS = (S, —g) of a partial ordePO = (PO, —po) is a topological
sort of this partial order, i.e., (1¥ = PO (same elements), (2»s is a total order, and (3)7'1 —po
T2) = (T1 —g T2) (we say that— g respects— pp).

Irisa



A versatile STM protocol for virtual world consistency 17

As an example the sequen®¢ T2 Ty T} T} T} T3 Ty T3 T} is a linear extension of the partial order
described in Figure 2. (Let us notice that this linear extangdoes not respect real time order.)

Legal transaction  The notion of legality is crucial for defining a consisten@ndition. It expresses the
fact that a transaction Adoes not read an overwritten valuereMormally, given a linear extensiofi, a
transactioril” is legalin S if, for eachr(X)v € T, there is a committed transacti@i such that:

e o 7' ¢ T andwy (X)v € T', and
e e there is no transactioh” s.t. 7" —g T" —¢ T andwp» (X) € T".

If all the transactions are legal, the linear extenstois legal. In the following, a legal linear extension
of a partial order, that models an execution of a set of tretitsas, is sometimes calledsaquential witness
(or witness) of that execution.

Causal past of a transaction Given a patrtial ordePO defined on a set of transactions, tausal past
of a transactiolf’, denotedvast(T), is the set including” and all the transactiori’ such thatl” —pp T
Let us observe that, if’ is an aborted transaction, it is the only aborted transaa@ntained irpast(T).

B Virtual world consistency

Real time or virtual time opacity requires that all the tracttons (be them committed or aborted) see the
same witness executiofiAS that complies with the (real or virtual) time notion congiel Weaker and
meaningful consistency definitions that take into accobnttad transactions are actually possible, and even
desirable for STM systems. More precisely, we obtain thiefdhg family of consistency conditions.

e For the committed transactions: Either serializabilitystiict serializability can be considered.

e An aborted transactioff’ is virtual world consistenif there is a linear extensioﬁ/’} of the partial
orderpast(T) that is legal.

An execution of a set of transactionsvistual world (resp.,strong virtual world consistent if (1) all the
committed transactions are serializable (resp., stricakzable), and (2) each aborted transactiowiitual
world consistent. -

Let us observe that the witne8§g (from whichT" has been suppressed) is not required to be a prefix of
the legal linear extension associated with the whole sdte@tbmmitted transactions. It is easy to see that,
while virtual world consistency is weaker than opacity,gtmrains a meaningful consistency condition as it
requires that the object values read by each aborted trémsdoe mutually consistent.

The idea that underlies this family of consistency condiids the following. It guarantees that, in
addition to the committed transactions, every abortedstaation reads values from a consistent global state
of the shared memory. This state is consistent in the semasgeftin each aborted transactidh it appears
in some legal history that is a witness fbr This does not means that this state has really appeareé in th
shared memory; it only means that, from the point of view @f #borted transaction, the execution could
have passed through this state. Hence, the narigal world consistency. The important point is here
that each of several aborted transacti@nis(7'2, etc.), sees a consistent global state (from which it reads
the values of the objects in its read set) as given by a |IﬂH&|nBI0nST1 (STQ, etc.): each witness linear
extension represents a possible “virtual world” that cadifferent from the other witness linear extensions.
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One of the main interests of virtual world consistency lieghe fact that it prevents bad phenomena
from occurring without requiring all the transactions (aoitted or aborted) to agree on the same witness
execution. Let us assume that, when executed alone anddig ee@onsistent state of the objects, each
transaction behaves correctly (e.g. it does not entail sidiv by 0, does not enter an infinite loop, etc.).
As, due to the virtual world consistency condition, no testin (committed or aborted) reads from an
inconsistent state, it cannot behave incorrectly desmteuarrency; it can only be aborted. This is a first
class requirement for transactional memories.

C Proof of the protocol

C.1 Committed transactions are linearizable

In this section we prove that the committed transactiommsc/ﬁ = (CH,—c¢p) admits a legal linear
extension. LefS = (S, —g) be that extension, whei® = C'H and— g is a total order defined according
to the linearization points of the transactions. The liigsdion point of a committed transactidnis placed
just after it acquires all the locks on the objects it accegbee 11).

In order to prove thab is legal, we have to prove that

1. —»cpC—g (the total order— g respects the partial ordesg),
2.VT1, T2 € S,VX : T1 §>,f T2 = (T3 :T1 -5 T3 =5 T2 ANw(X) € T3),

3.VT1,T2 € S,YX : T1 5, T2 = T1 —5 T2, and
4.NT1,T2€ S :T1 —ppr T2 = T1 —5 T2.

Let AL7(X) denote the event associated with the acquisition of the dockhe objectX issued by
the transactior?” during an invocation ofry_to_commit,(). Similarly, let RL,(X) denote the event as-
sociated with the release of the lock on the obj&ctssued by the transactidfi during an invocation of
try_to_commity (). Let us recall that, as.y (the shared memory history) is a total order, each event in
H (including nowALy(X) and RLy(X)) can be seen as a date of the time line. This “date” view of a
sequential history on events will be used in the followingqds.

Lemmal —ogC—g.

Proof In order to prove that>-yC—g, we have to show thatss respects the process order and the
read-from relation. Transitivity is then obtained by thetfthat— s is a total order.

Process order The placement of the linearization points guarantees traategs order is respected (they
are placed during the lifetime of the transactions).

Read-from relation Consider two transactioris1 and7'2 and an objecf” such thatl'1 ng T2. We then
havewr;(X) <y rr2(X). Because (1) the linearization point @fi (line 11) is placed before it writes
X (line 14), 2)wr1(X) <g rr2(X) and (3) the linearization point &f2 is placed after its read ok
(try_to_commity () is its last operation), the read-from relation is respecteigich concludes the lemma.
DLemma 1

Lemma2 VT'1,72 € S,VX : T1 ‘—Y>Tf T2 = (}T3:T1 =5 T3 =5 T2 ANw(X) € T3).
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Proof This proof is by contradiction. Suppose sucli'a exists. We then haverr; (X) <g wrs(X)
because of locking and of the placement of the linearizapioimts. We also havers(X) <g wrs(X)

becauser'l g,ﬂf T2 (elseT3 would read the value oK written by 7'3). Becausel'3 —g T2, we have
RLp3(X) <y ALpo(X) which means théf'2 should be aborted{onsistencyCheck, line 14). Thus, such
aT3 cannot exist, which concludes the lemma. OFemma 2

Lemma 3 VT1,T2 € S,VX : T1 5, T2 = T1 - T2.

Proof We havew(X)T'1 <p r(X)T2 becausel'l —,; T2. Because the commit a2 can only be its
last operation, we then have(X)T1 <y r(X)T2 <z ALr2(X) and sow(X)T1 <z RL71(X) <g
AL79(X). From the definition of the linearization points we then hdie —s 72 which concludes the
proof of the lemma. OFemma 3

Lemmad VI'1, T2 S:T1 5pr T2=T1 —5 T2.

Proof The proof follows directly from the definition of the lineaation points (they are placed during the
lifetime of the transactions). OFermma 4

C.2 Aborted transactions are virtual world consistent

In this section we prove that all aborted transactions atealiworld consistent, that is, they all read from
consistent global states even though these global statestd@ve to be mutually consistent.

Definition 2 Given a setS of transactions, we say that a subsgtof S is causally consistent if and only if
VI eSS {T'|T" -po T} C S".

Lemma 5 If a set of transactions$$ admits a legal linear extension, then any causally consistabsetS’
of S admits a legal linear extension.

Proof LetS = (S, —s) be the legal linear extension 6t Let — s be the relation— s restricted taS’. In
order to prove that’ = (S, — ) is a legal linear extension ¢, we have to prove that

1. V71,72 8" VX : T1 §>,f T2 = (FT3:T1 -5 T3 =g T2 Aw(X) € T3).
The fact that such @3 does not exist irf implies that it does not exist either 1.

2.VT1,T2€ S : T1 =,y T2 = T1 =g T2.

From the facts that (1IJ'1 —,; T2, (2)T1 =, T2 = T1 —g T2 and (3)— s is derived from— g,
we conclude thal'l —,; T2 = T'1 — g T2, which concludes the proof of the lemma.

DLemma 5

Lemma 6 Given a transactio’, past(T)\{T'} is a causally consistent subset®f

Proof The proof follows directly from the definition of a causal sisient subset and from the construction
of past(T). ULemma 6

For a committed transactiofi and an objectX, let depend(X,T') be the value ot_depend [ X] just
before the release of the locks (line 18).
PIn®1923
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Lemma7 VT, T' € C,VX : T —po T' = depend(X,T) < depend (X, T").

Proof The local variablet_dependr is initialized in thebegin,-() operation and can be modified in the
X.readr() andtry_to_commit() operations.
T —po T' can be obtained in three ways:

e process order,
e read-from relation{, ), and

e transitivity.

Process order Without loss of generality, we consider thatis the previous transaction committed by
process: before the start of’. t_dependq is initialized in thebeging () operation ag_depend;. This
implies that at the beginning &, VX, t_depend[X] = depend(X,T). Because _depends[X] can
only grow during the transaction (line 031 readsX's latest value, operatiomaz line 05 if it doesn't
and line 15 if it writesX), we obtainVX : depend(X,T) < depend(X,T").

Read-from relation During aY.readt () operation wher&”’s latest value has been written by 7" updates
each entry ofti_dependy:. If X =Y, T has writtenX’s latest value and s depend ;[ X] containsX’s
highest version number (line 03). ¥ has been read previously by, if T’s entry is higher tharr’s, T"
aborts (in order to avoid reading an inconsistent state, O4). If X has not been read previously @Y,
T’ updatest_dependr to T'’s entry only if it is higher thari™’s previous value (line 05). Thus, we obtain
VX : depend(X,T) < depend (X, T").

Transitivity LetT'1 —; T2 be the relation defined ag:1 and7'2 have been issued by procesgnd7'1
preceded2. We then hav&@T" : (T' —; T"VT —,; T")\NT" —po T'. From the previous reasonings, we
havevVX : depend(X,T) < depend (X, T"). We then apply recursively the same inequality ufitil —; 7"
orT" —,; T', which concludes the lemma. O7 emma 7

Lemma 8 VT € A, past(T) admits a legal linear extension.

Proof LetT = (past(T'), —r) be that linear extension, where the total order is defined as follows:
o VT'1,T2 € past(T)\{T} : T1 -5 T2 = T1 -7 T2, and
o VI € past(T)\{T}: T' —r T.

From Lemmas 5 and Gast(T)\{7T'} admits a linear extension. Then, we only have to considecéises
involving T

1. VT1 € past(T)\{T},VX : T1 5,4 T = (AT3: T1 =7 T3 =7 T Aw(X) € T3).
This part of the proof is by contradiction. Suppose such axi8t& After the read ofX by 7', we
havet_depend [ X] = depend(X,T1) (line 03). Becausé&'l ‘—Y>Tf T, we haver(X)T <pg w(X)T3
soT andT'3 are concurrent. By the definition efr, T'3 commits aftefl'1 and so, according to line
13, we havedepend (X, T1) < depend(X,T3). From Lemma 7 and line 04, any read of a value
written by T'3 or by a transactiofl4 such thatl'3 —po T4 would then be prohibited, which proves
that such &3 cannot exist.
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2.VT1 € past(T)\{T}:T1 =y T =T1 =7 T.
This follows directly from the definition of+, and concludes the lemma.

DLemma 8

Theorem 1 The algorithm presented in Figure 1 satisfies strong viriwatld consistency.

Proof Lemmas 1, 2, 3 and 4 prove that the protocol satisfies linghitizy for committed transactions.
Lemma 8 proves that it satisfies virtual world consistenayafmorted transactions. O heorem 1
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