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Abstract

To combine the power efficiency of Continuous Phase ModuigiCPM) with enhanced performance in fading
environments, some authors have suggested to use CPM inircatioh with Space-Time Codes (STC). Recently,
we have proposed a CPM ST-coding scheme baself esrthogonality for two transmitting antennas. In this pape
we extend this approach to the three antennas case. We iealfytlerive a family of coding schemes which we
call Parallel Code (PC). This code family has full rate andps@ve that the proposed coding scheme achieves full
diversity as confirmed by accompanying simulations. Weidataexample of the proposed ST codes that can be
interpreted as a conventional CPM scheme with differenhathet sets for the different transmit antennas which
results in a simplified implementation. Thanksié-orthogonality, the decoding complexity, usually expatiety
proportional to the number of transmitting antennas, isiced to linear complexity.

. INTRODUCTION

O overcome the reduction of channel capacity caused bydadielatar [1], Foschini and Gans [2]
described in the late 90s the potential gain of switching tdtiple input multiple output (MIMO)
systems. These results triggered many advances mostleriwated on the coding aspects for transmitting
antennas, e.g. Alamouti [3] and Tarokh et al. [4] for SpateelBlock Codes (STBC) and also Tarokh

et al. [5] for Space-Time Trellis Codes.

Zhang and Fitz [6], [7] were the first to apply the idea of STGOBM by constructing trellis codes.
In [8], Silvester et al. derived a diagonal block ST-code ahhenables non-coherent detection. In [9],
Bokolamulla and Aulin described a concatenation approacthé construction of STC for CPM. A
condition for optimal coding gain while sustaining full énrsity was also recently derived by Zajic and
Stuber [10].

Inspired by orthogonal design codes, Wang and Xia introdulcg¢11] the first orthogonal STC for two
transmitting antennas and full response CPM and later ih fld2partial response. Their approach was
extended in [13] to construct a pseudo-orthogonal ST-c&@&fld for four antennas. To avoid the structural
limitation of orthogonal design, we proposed in [14], [155&C CPM scheme based @i-orthogonality
for two antennas. Sufficient conditions f@# orthogonality were described,?-orthogonal codes were
introduced and the simulation results displayed good pexdoace and full rate. Here, motivated by this
results, we extend our previous work and generalize thesditions for three transmitting antennas.

The main result of the three transmit antennas case, isttbahj unlike the codes based on orthogonal
design, achieve full diversity with a full rate code:

1) the full rate property is one of the main advantage of using thé norm criterion, instead of
merely extending the classical Tarokh [4] orthogonal desigthe CPM case. Indeed, in the classical
orthogonal design approach, which is based on optimal degddr linear modulations, the criterion
Is expressed as the orthogonality between matrices of elsmeach of these elements being a
definite integral (usually the output of a matched filter). Ba contrary, in the.? design approach
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used for non-linear modulations, the product in Hq. (8) isefinite integral itself, the integrand
being the product of two signals. This allows more degreeffeddom and enables the full rate
property.

2) the full diversity property can be proved in a similar way to the classical case [7], withhelp
of the extensions proposed by Zajic and Stuber [10].

Furthermore, it should be pointed out that the proposedngpdcheme does not limit any parameter
of the CPM. It is applicable to full and partial response CP&weell as to all modulation indexes.

We first give the system model for a multiple input multiplémut (MIMO) system withZ; transmitting
(Tx) antennas and, receiving (Rx) antennas (Fif. 1). Later on, we will use tresgral model to derive
an L2-OSTC for CPM forL, = 3. The emitted signals(t) are mixed by a channel matri of dimension
L, x L;. The elements oA, «,,.,, are Rayleigh distributed random variables and charaetehe fading
between then'” Rx and them! Tx antenna. The Tx signal is disturbed by complex additivatavh
Gaussian noise (AWGN) with variance of2 per dimension which is represented by.ax L; matrix
n(t). The received signal

y(t) = As(?) + n(?). 1)
has elementg, , and dimensiorl, x L,. We group the transmitted CPM signals into blocks

s1.1(%) oS (t)
s()=1| ¢ s..0) : 2
SLt,l(t> Ce SLtth(t)

similar to an ST block code with the difference that now thenants are functions of time and not
constant anymore. The elements of H{. (2) are given by

S (1) = \/% exp (j27 6 (1)) 3)

for (Lil+r—1)T <t < (LJd+nr)Tandm,r =1,2,..., L,. Herem represents the transmitting antenna
andr the relative time slot in the block. The symbol energyis normalized to the number of Tx antennas
L; and the symbol lengtf’. The continuous phase

N
G (1) = (Lol + 1) + B> dlq(t —i'T) + o (t) (4)
=1
is defined similarly to [16] with an additional correctiorcfar ¢, .(t) detailed in Sectiof T{C. Further-
more, [ is indexing the whole code blockthe overlapping symbols for partial response énd L,/ +r—i.
With this extensive description of the symtnﬂ;fﬁ, we are able to define all possible mapping schemes
(cp. Section T-B). The modulation index = 2m,/p is the quotient of two relative prime integens,
and p and the phase smoothing functig(¢) has to be continuous fdr < ¢ < 4T, 0 for t < 0 and
1/2 < ~T. The memory length gives the number of overlapping symbols.
To maintain continuity of phase, we define the phase memory

O (Ll + 7+ 1) = O (Ll + 1) 4+ (Ll + 1) 5)

in a general way. The functiof(L,! 4+ r) will be fully defined in Sectioff TI-C from the contribution of
cmr (). For a conventional CPM system, we hayg. (t) = 0 and§(20 + 1) = 2doys 1.

In Section[]l, we derive the.? conditions for a CPM with three transmitting antennas arttbéuce
adequate mappings and a family of correction factors. Irti@egll] we detail some properties of the
code. In Sectiof IV, we benchmark the code by running somelaiions and finally, in Sectiop]V, some
conclusions are drawn.
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Fig. 1. Structure of a MIMO Tx/Rx system

II. PARALLEL CODES(PC)FOR 3 ANTENNAS

A. L? Orthogonality

In this section we describe how to enforéé orthogonality on CPM systems with three transmitting
antennas. Similarly to [15], we impos& orthogonality by

(3143)T
s(t)s"(t) dt = EsI (6)
3T

wherel is the 3 x 3 identity matrix. Hence the correlation between two differ&éx antennas,, .(t) and
sm »(t) is canceled over a complete STC block if

(3143)T

/ S (£) Sy (1) At =0 (7
3T
with m # m/. Now, by using Eq.[({3) and](4) we get
5 (BT
-y / exp (j2r - [0 (31 +7) + thiﬁLaq IT) + em(t)
"= 314r—1)T
0, (31 + 7) thm gt . cm/,r(t)]) dt. @8)

The phase memor¥,, (3l + r) is time independent and therewith can be moved to a constaturfin
front of the integrals. Similarly to [15], we introdugarallel mapping(dy;, = d'") ) for the data symbols
andrepetitive mappindc,, () = ¢~ (t)) for the correction factors. The integral on three time stats
then be merged into one time dependent factor. Furtherma@btain a second, time independent factor
from the phase memory. Now, by using Ef. (5) one can see thatdhdition from Eq.[{8) is fulfilled if

0 =1+ exp(jar) + exp(jar) exp(jaz) 9)

wherea, = 27,3l +r) — & (3l +7)] and we get—exp(—ja;) = 1 + exp(jaz). By splitting this
equation into imaginary and real parts, we have the follgwimo conditions:

—1 =cos(—ay) + cos(as) (10)
0 =sin(—ay) + sin(az). (11)

This system has, moduldr, two pairs of solutions
(ay,a9) € {(27/3,27/3), (47 /3,47 /3)}. (12)

HenceL? orthogonality is achieved i, (3] + 1) — & (3l +7) = 1/3 or &,,(3l +7) — & (3l +7) = 2/3
for r = 1,2 and for all combinations ofn and m’ with m # m’. In order to determing,, (3! + r), we
detail in the following section the exact mapping and theaxiron factor.
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Fig. 2. Mapping of the data sequence to the data symbols

B. Mapping

In this section we describe the mapping of the data sequéntethe data symboldﬁf{}r) of the block
code (Fig[R). To obtain full rate each code block has to ielthree new symbols from the data sequence.
In general, the mapping of the three new symbols has no ctstri However, to construct a mapping
two criteria are considered:

. simplification of Eq. [(8)

« low complexity of function¢,, (3l + r).
The first criteria is already determined by usiograllel mapplng( mr = d ) Therewith the mapping
for the m-dimension (Fig[]2) is fixed. For the remaining two dlmensmme choose a mapping similar to
conventional CPM. The subsequent data symbols-direction are mapped to subsequent symbols from
the data sequence. Also similarly to conventional CPM wé ¢ihis mapping by—i and get

d%? = d314r—it1- (13)

C. Correction Factor

The choice of the phase memory and therewith of the funcipf8l + ) ensures the continuity of
phase. Ifg,, (L +7)T) = ¢m1((Ll +7)T), we always have the desired continuity. Hence,

Em( Lyl +1) = hz dmgq (iT) + cm (Bl +7)T) —h Z dm 190T) = empia (30 +7)T). (14)
=1
With a mapping similar to conventional CPM (Section ]I-B) wan simplify the two sums into a single
term and get for = 1,2

Em(BL+7) :gd3l+r»\/+1 + Cnr (Bl +7)T) — i1 (3L +1)T). (15)

As the data symbols are equal on each antenna, the diffetesteesen two different,, (3! + r) does
not depend on the data symht},, ... Thus, when choosingarallel mapping L? orthogonality only
depends on the correction factor.
To fulfill Eq. () for all antennas we take
o« form=1,m' =2
27

ar = - =2mler, (814 1)T) = c1pa (814 1)T) = 20 (814 1)T) + a0 (BL+1)T)], - (16)



o« form=2,m =3

a, = 2% =27[co, (Bl +7)T) — cori1 (Bl +7)T) — 3, (Bl +7)T) + c3,41((3L + r)T)] (17)

. and form =1, m’ = 3 we consequently get

a, = %T =27[c1, (Bl +7)T) — 1,1 ((BL+7)T) — 3, (Bl +7)T) + c3,41((3L+7)T)].  (18)

The other three possible combinationsrmefandm’ with m # m’ lead only to a change of sign and we
geta, = —27/3, —2m /3, —4m/3, respectively. Due to the modufor character of our condition, these are
also valid solutions.

For simplicity, we assume similar correction factors foctedime slotr of one Tx antenna;,, ;(t) =
Cma2(t) = cma(t). Since Eq. [8) arises from Eq[ {16) and](17), we have two temns and three
parameterse, ,(t), co2(t) andces,(t). Hence we define, . (t) = 0 for r = 1,2,3 and we getc; ,((3] +
r)T) = c1,41((BL+7)T) =1/3 and ez . ((31 + r)T) — ¢3,41((31 + r)T) = —1/3 for r = 1,2. The codes
satisfying these conditions are coined Parallel Codes.(R€)will now describe some possible solutions
of this type.

An obvious solution for the correction factor is obtained & functions which aré) for ¢t = (3[+r)T
and+1/3 fort= (3l +r+1)7T, e.q.

t—@Bl+r)T
2T

for 31+ r)T <t < (3l+r+ 1)T. We denote this solution as linear parallel code (linPC).c@idrse,
other choices are possible, e.g. based on raised cosing)(rcP
Another way of defining the correction factor is

Cl,r(t) = —Cg’r(t) = ; : (19)

N
2 .
c1(t) = —cs,(t) = z; St —=i'T) (20)
for Bl +r)T <t < (3l+r+ 1)7T. In that case we take advantage of the natural structure ®,CP
i.e. in Eqg. [I#) all except one summands cancel down, sinhdlahe terms with the data symbols. This
definition has the advantage that we can merge the correfgtator and the data symbol in Eq] (4) and
we obtain two pseudo alphabets shifted by an offset (offeC)He first and third transmitting antenna

2 2 2
Qp = -M+1+4— —M =M =14 =
" { 1t =M A3 o +3h}

3h 3h 3h

Consequently, thig.2-orthogonal design may be seen as three conventional CPMlsigvith different
alphabet set$2,, Q4and Q,, for each antenna. In this method, the constant phase ofisetsiuce
frequency shifts. But as shown by the simulations in nextigecthese shifts are quite moderate.

2 2 2
Q%:{—M+1——1—M+3——3UWM—1——}.

IIl. PROPERTIES OFPC CPM
A. Decoding

In this section, for convenience, we use only one receivingrana but the extension to more than
one is straightforward. Hence, the optimal receiver forghgposed codes relies on the computation of a
metric over complete ST blocks followed by a maximume-likelbd sequence estimation (MLSE). That is,



the CPM STC spans a trellis with\/"~! states. For non-orthogonal codes, each state leati&'to= 1/?
paths with the associated distance evaluated usind.thgorm

(3143)T

3
Dy = / () = > s ()] dt. (21)
m=1

3T

Each metric is calculated over a length ofl" = 37.
Now, from the L?-orthogonality between Tx antennas, all crosscorrelatimithe symbols sent (in Eq.
(B7)) are canceled out and we get

Bl+r)T

3
ZZ / }ylr — o msmr ’ dt. (22)

m=1 r= 13l+r A

Consequently, we are able to evaluate the metric separateBach symbol and antenna. Therewith the
number of paths reduces 83/ as the metric on each path results from the sum phrtial metrics by
Eq. (22).

The number of paths and states can be further reduced by sming special properties of CPM. There
exist numerous efficient algorithms for MLSE. However, thigciency of the detection algorithm is not
the primary scope of this paper and shall be the subject ahanapcoming paper.

B. Diversity
The performance of theses codes may be evaluated usingdsoal pair-wise error probability (PWEP)
approach [7]. Now, fo) < ¢ < N.T, let s(t) = [s,(t), s,(t), -+, s.,(t)]" be the vector continuous-time

representation [17] of the emitted signals

S, (t) = ”LE—T exp (327r [6,,(1) + hidiq(t —(i—1T) + cm(t)}) (23)

In this representation, the phase memory tefim&.,l + r) have all been included in the summation term.
Only the initial phasé,, (1) remains.
We can writes(t) as the product of two matrice8 and C(¢) and a vectow(t)

st) = /5 ©C(O () (24

The matrix of initial values® = diag(d) and the matrix of correction factor§(¢) = diag(c(t)) are
L; x L; diagonal matrices obtained from the vectors

expEjQw?El;g eXpEjQﬂ'ClEtg;

exp(j2mO2(1 exp(j2mea(t

9 — Pj:z ’ g(t): Pj:z . (25)
exp(j2m8,, (1)) exp(j2er, (1))

As a result of the parallel mapping, the vector of data symslsah be written as

d(t) = exp <j2ﬁhidiq(t— (i — 1)T)> S I 1}T. (26)



To prove that our ST-Codes achieve full diversity, it is <iéfint to show that their signal matr&,

has full rank [7], [18]

NeT

S

NeT

NeT

IALt(t)
0

T
[Asmar@dr [ |Ax@)Pde -
0 0

()12 at

Ne

NeT Ne¢
A% (t)dt gALt(t)Ag(t)dt Of

T

NcT NcT
JAL(t)As(t)dt - fAl(t)Azt () dt
0 0

NeT
JAs(t)A] () dt
0

AL, ()2 dt

(27)

where the normalized vectoA(t) gives the difference between the truly sent signgl$t) and the

estimated ones,, (¢): A =5,
1 5;(t)=5;
Ag(t) [ L, T S5(8)—35(1)

N0 sp,()—3, (1)

Now, Zhang and Fitz proved in [7, Prop. 1] that a necessarysafiicient condition forC, to be full
rank is to haveu" A(t) # 0 for all u € C'* unlessu = 0. From Eq. [24), we have

uA(t) =ueC(t) (d(t) - d(t)). (29)

By introducing the scalar function

(28)

€a,a)(t) =exp (j27rh Z dig(t — (i — 1)T)> _

exp (jQWhZC diq (t —(i— 1)T)> (30)

i=1

we get from Eq[(26) (parallel mapping) that
uA(t) =g 0ut0CH 1 1 ... 1) (31)
Then, by rewriting Eq.[(39) and(R0) as,(t) = "—¢(t),

ulA(t) = 5(d,a)(t) Z u;, exp (jQW[Qm(l) + m[; 10(15)}) (32)

Since ford # d, €4 4,(t) # 0, to getu" A(t) = 0 it would imply that

Ly
Z (uh, exp(j276,,(1))) eXp(jQWmL 1E(t)) = 0. (33)
m=1 t
Introducing the polynomial
Ly
p(x) = Z (uk, exp(j2m0,(1))) 21, (34)
m=1

Eq. (33) means that(e/?7®)/Lt) = 0. From the definition ofz(¢) (i.e. Eq. [IP) and[(20)), this would
imply that the polynomiap(x) of degreeL, — 1 vanishes on more thah, different points. Thusp =0
andu,, = 0 for all m. Consequently, by [7, Prop. 1], the signal mat@x has full rank and all the codes
(linPC and OffPC) achieve full diversity.



100
10—1_4.. :
102

1073 : : : :

BER

10~4

— conv. CPM 3
107° f| -~ 21inPC
20ffPC
107° 0~ 3linPC
~A~- 30ffPC

5 7.5 10 125 15 175 20 22.5 25 275 30
Ey/No [dB]

1077
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IV. SIMULATIONS

In this section we test the proposed algorithms by runningfTM*B simulations. More precisely, we
benchmark the offPC and linPC codes for two and three Tx aakerFor all simulations we use a Gray-
coded CPM with a modulation index af/2, an alphabet of 2 bits per symb@l/ = 4) and a memory
length v of 2. We use a linear phase smoothing functigi) (2REC) and for the initial phase;(1)
optimal values corresponding to [17] are used.

The modulated signals are transmitted over a frequency #gleiyh fading channel with complex
additive white Gaussian noise. The fading coefficients, are constant for the duration of a code block
(block fading) and known at the receiver (coherent detagtido guarantee a fair treatment of single and
multi antenna systems the fading has to have a mean valueeof on

The received signaj,(t) is demodulated by the method introduced in Secfion ]II-Ae ®valuated
distances are fed to the Viterbi algorithm (VA), which we udse MLSE. The trellis decoded by the
Viterbi algorithm haspM/7~! = 16 states and.,M = 12 paths leaving each state. In our simulations, the
Viterbi algorithm is truncated to a path memory of 10 codeck#y which means that we get a decoding
delay of3 - 107

Figure[B shows the simulations results for one, two and thna@®smitting antennas. Both, linPC and
offPC perform equally and corresponding to Secfion |II-Bé@n be seen that full diversity is achieved.
For high SNR the BER decreases with 5dB/dec and the three tBxiaas code achieves a decay of some
3.5dB/dec.

One of the main reason for using CPM for STC is their spectffatiency. It should be noticed
nevertheless that the introduction of a correction factih won-zero mean in the phase signal induces a
bandwidth expansion and thus degrades this spectral efficielowever, as detailed in [17] the additional
bandwidth requirements are quite moderate. Namely, toegehan attenuation in power of -30dB for a
linPC code with 3 Tx antennas,= 1/2, g =2 and M = 8, a relative bandwidth expansion of only 7%
is sufficient.



V. CONCLUSION

In this paper, we introduce a new family éf-orthogonal STC for three antennas. These systems are
based on CPM supplemented by correction factors to enstsmthogonality. Structurally the proposed
code family has full rate and we provide the proof of full dsi¢y. Furthermore, we detail two simple
representatives of the code family (offPC, linPC), where affPC offers better performance and a very
intuitive representation. Finally, it should be noticeattlour approach can easily be generalized to any
number of transmitting antennas with full rate codes thap @chieve full diversity.
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