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#### Abstract

The relation of constant-factor approximability to fixed-parameter tractability and kernelization is a long-standing open question. We prove that two large classes of constant-factor approximable problems, namely MIN $\mathrm{F}^{+} \Pi_{1}$ and MAX NP, including the well-known subclass MAX SNP, admit polynomial kernelizations for their natural decision versions. This extends results of Cai and Chen (JCSS 1997), stating that the standard parameterizations of problems in MAX SNP and MIN $\mathrm{F}^{+} \Pi_{1}$ are fixed-parameter tractable, and complements recent research on problems that do not admit polynomial kernelizations (Bodlaender et al. ICALP 2008).


## 1. Introduction

The class APX consists of all NP optimization problems that are approximable to within a constant factor of the optimum. It is known that the decision versions of most APXproblems are fixed-parameter tractable or even admit efficient preprocessing in the form of a polynomial kernelization. How strong is the relation between constant-factor approximability and polynomial kernelizability? Is there a property inherent to most APX-problems that explains this relation? What is the nature of APX-problems that do not admit a polynomial kernelization, such as Bin Packing for example?

Since many prominent APX-problems are complete under approximation preserving reductions and do not admit arbitrarily small approximation ratios, studying their parameterized complexity is a natural approach to obtain better results (recently Cai and Huang presented fixed-parameter approximation schemes for MAX SNP (77). In conjunction with recent work on problems without polynomial kernelizations, positive answers to the questions may provide evidence against APX-membership for some problems (e.g. Treewidth).
Our work: We prove that the standard parameterizations of problems in two large classes of constant-factor approximable problems, namely MIN $\mathrm{F}^{+} \Pi_{1}$ and MAX NP, admit polynomial kernelizations. This extends results of Cai and Chen [6] who showed that the standard parameterizations of all problems in MIN $\mathrm{F}^{+} \Pi_{1}$ and MAX SNP (a subclass of MAX NP) are fixed-parameter tractable. Interestingly perhaps, both our results rely on the Sunflower Lemma due to Erdős and Rado 10.

1998 ACM Subject Classification: F.2.2.
Key words and phrases: parameterized complexity, kernelization, approximation algorithms.
${ }^{1}$ The existence of a kernelization, not necessarily polynomial, is equivalent to fixed-parameter tractability.

|  | Approximation ratio | Kernel size |
| :--- | :---: | :---: |
| Minimum Vertex Cover | $2[15]$ | $O(k)[8]$ |
| Feedback Vertex Set | $2[3]$ | $O\left(k^{3}\right)[1]$ |
| Minimum Fill-In | $O(\mathrm{opt})[19]$ | $O\left(k^{2}\right)[19]$ |
| Treewidth | $O(\sqrt{\log \text { opt })[12]}$ | not poly ${ }^{2}[5]$ |

Table 1: Approximation ratio and size of problem kernels for some optimization problems.
Related work: Recently Bodlaender et al. 迎 presented the first negative results concerning the existence of polynomial kernelizations for some natural fixed-parameter tractable problems. Using the notion of a distillation algorithm and results due to Fortnow and Santhanam [14], they were able to show that the existence of polynomial kernelizations for so-called compositional parameterized problems implies a collapse of the polynomial hierarchy to the third level. These are seminal results presenting the first super-linear lower bounds for kernelization and relating a statement from parameterized complexity to a hypothesis from classical complexity theory.

In Table 1 we summarize approximability and kernelization results for some well-known problems.
MIN $\mathbf{F}^{+} \Pi_{1}$ and MAX NP: Two decades ago Papadimitriou and Yannakakis [23] initiated the syntactic study of optimization problems to extend the understanding of approximability. They introduced the classes MAX NP and MAX SNP as natural variants of NP based on Fagin's [1] syntactic characterization of NP. Essentially problems are in MAX NP or MAX SNP if their optimum value can be expressed as the maximum number of tuples for which some existential, respectively quantifier-free, first-order formula holds. They showed that every problem in these two classes is approximable to within a constant factor of the optimum. Arora et al. complemented this by proving that no MAX SNP-complete problem has a polynomial-time approximation scheme, unless $\mathrm{P}=\mathrm{NP}$ [2]. Contained in MAX SNP there are some well-known maximization problems, such as Max Cut, Max $q$-Sat, and Independent Set on graphs of bounded degree. Its superclass MAX NP also contains Max Sat amongst others.

Kolaitis and Thakur generalized the approach of examining the logical definability of optimization problems and defined further classes of minimization and maximization problems [17, 18]. Amongst others they introduced the class MIN $\mathrm{F}^{+} \Pi_{1}$ of problems whose optimum can be expressed as the minimum weight of an assignment (i.e. number of ones) that satisfies a certain universal first-order formula. They proved that every problem in MIN $\mathrm{F}^{+} \Pi_{1}$ is approximable to within a constant factor of the optimum. In MIN $\mathrm{F}^{+} \Pi_{1}$ there are problems like Vertex Cover, $d$-Hitting Set, and Triangle Edge Deletion.

Section 2 covers the definitions of the classes MIN $\mathrm{F}^{+} \Pi_{1}$ and MAX NP, as well as the necessary details from parameterized complexity. In Sections 3 and 4 we present polynomial kernelizations for the standard parameterizations of problems in MIN $\mathrm{F}^{+} \Pi_{1}$ and MAX NP respectively. Section ${ }_{5}$ summarizes our results and poses some open problems.

[^0]
## 2. Preliminaries

Logic and complexity classes: A (relational) vocabulary is a set $\sigma$ of relation symbols, each having some fixed integer as its arity. Atomic formulas over $\sigma$ are of the form $R\left(z_{1}, \ldots, z_{t}\right)$ where $R$ is a $t$-ary relation symbol from $\sigma$ and the $z_{i}$ are variables. The set of quantifier-free (relational) formulas over $\sigma$ is the closure of the set of all atomic formulas under negation, conjunction, and disjunction.
Definition 2.1 (MIN $\mathrm{F}^{+} \Pi_{1}$, MAX NP). A finite structure of type $\left(r_{1}, \ldots, r_{t}\right)$ is a tuple $\mathcal{A}=\left(A, R_{1}, \ldots, R_{t}\right)$ where $A$ is a finite set and each $R_{i}$ is an $r_{i}$-ary relation over $A$.

Let $\mathcal{Q}$ be an optimization problem on finite structures of type $\left(r_{1}, \ldots, r_{t}\right)$. Let $R_{1}, \ldots, R_{t}$ be relation symbols of arity $r_{1}, \ldots, r_{t}$.
(a) The problem $\mathcal{Q}$ is contained in the class MIN $\mathrm{F}^{+} \Pi_{1}$ if its optimum on finite structures $\mathcal{A}$ of type $\left(r_{1}, \ldots, r_{t}\right)$ can be expressed as

$$
\operatorname{opt}_{\mathcal{Q}}(\mathcal{A})=\min _{S}\left\{|S|:(\mathcal{A}, S) \models\left(\forall \mathbf{x} \in A^{c_{x}}\right): \psi(\mathbf{x}, S)\right\},
$$

where $S$ is a single relation symbol and $\psi(\mathbf{x}, S)$ is a quantifier-free formula in conjunctive normal form over the vocabulary $\left\{R_{1}, \ldots, R_{t}, S\right\}$ on variables $\left\{x_{1}, \ldots, x_{c_{x}}\right\}$. Furthermore, $\psi(\mathbf{x}, S)$ is positive in $S$, i.e. $S$ does not occur negated in $\psi(\mathbf{x}, S)$.
(b) The problem $\mathcal{Q}$ is contained in the class MAX NP if its optimum on finite structures $\mathcal{A}$ of type $\left(r_{1}, \ldots, r_{t}\right)$ can be expressed as

$$
\operatorname{opt}_{\mathcal{Q}}(\mathcal{A})=\max _{\mathcal{S}}\left|\left\{\mathbf{x} \in A^{c_{x}}:(\mathcal{A}, \mathcal{S}) \models\left(\exists \mathbf{y} \in A^{c_{y}}\right): \psi(\mathbf{x}, \mathbf{y}, \mathcal{S})\right\}\right|,
$$

where $\mathcal{S}=\left(S_{1}, \ldots, S_{u}\right)$ is a tuple of $s_{i}$-ary relation symbols $S_{i}$ and $\psi(\mathbf{x}, \mathbf{y}, \mathcal{S})$ is a quantifierfree formula in disjunctive normal form over the vocabulary $\left\{R_{1}, \ldots, R_{t}, S_{1}, \ldots, S_{u}\right\}$ on variables $\left\{x_{1}, \ldots, x_{c_{x}}, y_{1}, \ldots, y_{c_{y}}\right\}$.
Remark 2.2. The definition of MAX SNP is similar to that of MAX NP but without the existential quantification of $\mathbf{y}$, i.e $\operatorname{opt}_{\mathcal{Q}}(\mathcal{A})=\max _{\mathcal{S}}|\{\mathbf{x}:(\mathcal{A}, \mathcal{S}) \models \psi(\mathbf{x}, \mathcal{S})\}|$.
Example 2.3 (Minimum Vertex Cover). Let $G=(V, E)$ be a finite structure of type (2) that represents a graph by a set $V$ of vertices and a binary relation $E$ over $V$ as its edges. The optimum of Minimum Vertex Cover on structures $G$ can be expressed as:

$$
\operatorname{opt}_{V C}(G)=\min _{S \subseteq V}\left\{|S|:(G, S) \models\left(\forall(u, v) \in V^{2}\right):(\neg E(u, v) \vee S(u) \vee S(v))\right\} .
$$

This implies that Minimum Vertex Cover is contained in MIN $\mathrm{F}^{+} \Pi_{1}$.
Example 2.4 (Maximum Satisfiability). Formulas in conjunctive normal form can be represented by finite structures $\mathcal{F}=(F, P, N)$ of type (2,2): Let $F$ be the set of all clauses and variables, and let $P$ and $N$ be binary relations over $F$. Let $P(x, c)$ be true if and only if $x$ is a literal of the clause $c$ and let $N(x, c)$ be true if and only if $\neg x$ is a literal of the clause $c$. The optimum of Max Sat on structures $\mathcal{F}$ can be expressed as:

$$
\operatorname{opt}_{M S}(\mathcal{F})=\max _{T \subseteq F}|\{c \in F:(\mathcal{F}, T) \models(\exists x \in F):(P(x, c) \wedge T(x)) \vee(N(x, c) \wedge \neg T(x))\}| .
$$

Thus Max Sat is contained in MAX NP.
For a detailed introduction to MIN $\mathrm{F}^{+} \Pi_{1}$, MAX NP, and MAX SNP we refer the reader to [17, 18, 23]. An introduction to logic and complexity can be found in [22].
Parameterized complexity: The field of parameterized complexity, pioneered by Downey and Fellows, is a two-dimensional approach of coping with combinatorially hard problems.

Parameterized problems come with a parameterization that maps input instances to a parameter value. The time complexity of algorithms is measured with respect to the input size and the parameter. In the following we give the necessary formal definitions, namely fixed-parameter tractability, standard parameterizations, and kernelization.

Definition 2.5 (Fixed-parameter tractability). A parameterization of $\Sigma^{*}$ is a polynomialtime computable mapping $\kappa: \Sigma^{*} \rightarrow \mathbb{N}$. A parameterized problem over an alphabet $\Sigma$ is a pair $(\mathcal{Q}, \kappa)$ consisting of a set $\mathcal{Q} \subseteq \Sigma^{*}$ and a parameterization $\kappa$ of $\Sigma^{*}$.

A parameterized problem $(\mathcal{Q}, \kappa)$ is fixed-parameter tractable if there exists an algorithm $\mathbb{A}$, a polynomial $p$, and a computable function $f: \mathbb{N} \rightarrow \mathbb{N}$ such that $\mathbb{A}$ decides $x \in \mathcal{Q}$ in time $f(\kappa(x)) \cdot p(|x|)$. FPT is the class of all fixed-parameter tractable problems.
Definition 2.6 (Standard parameterization). Let $\mathcal{Q}$ be a maximization (minimization) problem. The standard parameterization of $\mathcal{Q}$ is $p-\mathcal{Q}=(d-\mathcal{Q}, \kappa)$ where $\kappa:(\mathcal{A}, k) \mapsto k$ and $d-\mathcal{Q}$ is the language of all tuples $(\mathcal{A}, k)$ such that $\operatorname{opt}_{\mathcal{Q}}(\mathcal{A}) \geq k\left(\operatorname{opt}_{\mathcal{Q}}(\mathcal{A}) \leq k\right)$.

Basically $d-\mathcal{Q}$ is the decision version of $\mathcal{Q}$, asking whether the optimum is at least $k$ (respectively at most $k$ ). The standard parameterization of $\mathcal{Q}$ is $d-\mathcal{Q}$ parameterized by $k$.
Definition 2.7 (Kernelization). Let $(\mathcal{Q}, \kappa)$ be a parameterized problem over $\Sigma$. A poly-nomial-time computable function $K: \Sigma^{*} \rightarrow \Sigma^{*}$ is a kernelization of $(\mathcal{Q}, \kappa)$ if there is a computable function $h: \mathbb{N} \rightarrow \mathbb{N}$ such that for all $x \in \Sigma^{*}$ we have

$$
(x \in \mathcal{Q} \Leftrightarrow K(x) \in \mathcal{Q}) \text { and }|K(x)| \leq h(\kappa(x)) .
$$

We call $h$ the size of the problem kernel $K(x)$. The kernelization $K$ is polynomial if $h$ is a polynomial. We say that $(\mathcal{Q}, \kappa)$ admits a (polynomial) kernelization if there exists a (polynomial) kernelization of ( $\mathcal{Q}, \kappa$ ).

Essentially, a kernelization is a polynomial-time data reduction that comes with a guaranteed upper bound on the size of the resulting instance in terms of the parameter.

For an introduction to parameterized complexity we refer the reader to [6, 13, 20].
Hypergraphs and sunflowers: We assume the reader to be familiar with the basic graph notation. A hypergraph is a tuple $\mathcal{H}=(V, E)$ consisting of a finite set $V$, its vertices, and a family $E$ of subsets of $V$, its edges. A hypergraph has dimension $d$ if each edge has cardinality at most $d$. A hypergraph is $d$-uniform if each edge has cardinality exactly $d$.
Definition 2.8 (Sunflower). Let $\mathcal{H}$ be a hypergraph. A sunflower of cardinality $r$ is a set $F=\left\{f_{1}, \ldots, f_{r}\right\}$ of edges of $\mathcal{H}$ such that every pair has the same intersection $C$, i.e. for all $1 \leq i<j \leq r: f_{i} \cap f_{j}=C$. The set $C$ is called the core of the sunflower.

Note that any family of pairwise disjoint sets is a sunflower with core $C=\emptyset$.
Lemma 2.9 (Sunflower Lemma [10]). Let $k, d \in \mathbb{N}$ and let $\mathcal{H}$ be a d-uniform hypergraph with more than $(k-1)^{d} \cdot d$ ! edges. Then there is a sunflower of cardinality $k$ in $\mathcal{H}$. For every fixed $d$ there is an algorithm that computes such a sunflower in time polynomial in $|E(\mathcal{H})|$.
Corollary 2.10 (Sunflower Corollary). The same holds for d-dimensional hypergraphs with more than $(k-1)^{d} \cdot d!\cdot d$ edges.
Proof. For some $d^{\prime} \in\{1, \ldots, d\}, \mathcal{H}$ has more than $(k-1)^{d} \cdot d!\geq(k-1)^{d^{\prime}} \cdot d^{\prime}$ ! edges of cardinality $d^{\prime}$. Let $\mathcal{H}_{d^{\prime}}$ be the $d^{\prime}$-uniform subgraph induced by the edges of cardinality $d^{\prime}$. We apply the Sunflower Lemma on $\mathcal{H}_{d^{\prime}}$ and obtain a sunflower $F$ of cardinality $k$ in time polynomial in $\left|E\left(\mathcal{H}_{d^{\prime}}\right)\right| \leq|E(\mathcal{H})|$. Clearly $F$ is also a sunflower of $\mathcal{H}$.

## 3. Polynomial kernelization for MIN $\mathrm{F}^{+} \Pi_{1}$

We will prove that the standard parameterization of any problem in MIN $\mathrm{F}^{+} \Pi_{1}$ admits a polynomial kernelization. The class MIN $\mathrm{F}^{+} \Pi_{1}$ was introduced by Kolaitis and Thakur in a framework of syntactically defined classes of optimization problems [17]. In a follow-up paper they showed that every problem in MIN $\mathrm{F}^{+} \Pi_{1}$ is constant-factor approximable 18].

Throughout the section let $\mathcal{Q} \in \operatorname{MIN~} \mathrm{F}^{+} \Pi_{1}$ be an optimization problem on finite structures of type $\left(r_{1}, \ldots, r_{t}\right)$. Let $R_{1}, \ldots, R_{t}$ be relation symbols of arity $r_{1}, \ldots, r_{t}$ and let $S$ be a relation symbol of arity $c_{S}$. Furthermore, let $\psi(\mathbf{x}, S)$ be a quantifier-free formula in conjunctive normal form over the vocabulary $\left\{R_{1}, \ldots, R_{t}, S\right\}$ on variables $\left\{x_{1}, \ldots, x_{c_{x}}\right\}$ that is positive in $S$ such that

$$
\operatorname{opt}_{\mathcal{Q}}(\mathcal{A})=\min _{S \subseteq A^{c} S}\left\{|S|:(\mathcal{A}, S) \models\left(\forall \mathbf{x} \in A^{c_{x}}\right): \psi(\mathbf{x}, S)\right\}
$$

Let $s$ be the maximum number of occurrences of $S$ in any clause of $\psi(\mathbf{x}, S)$. The standard parameterization $p-\mathcal{Q}$ of $\mathcal{Q}$ is the following problem:
Input: $\quad$ A finite structure $\mathcal{A}$ of type $\left(r_{1}, \ldots, r_{t}\right)$ and an integer $k$.
Parameter: $k$.
Task: $\quad$ Decide whether $\operatorname{opt}_{\mathcal{Q}}(\mathcal{A}) \leq k$.
We will see that, given an instance $(\mathcal{A}, k)$, deciding whether $\operatorname{opt}_{\mathcal{Q}}(\mathcal{A}) \leq k$ is equivalent to deciding an instance of $s$-Hitting Set. Our kernelization will therefore make use of existing kernelization results for $s$-Hitting Set. The parameterized version of $s$-Hitting SET is defined as follows:
Input: $\quad$ A hypergraph $\mathcal{H}=(V, E)$ of dimension $s$ and an integer $k$.
Parameter: $k$.
Task: $\quad$ Decide whether $\mathcal{H}$ has a hitting set of size at most $k$, i.e. $S \subseteq V,|S| \leq k$, such that $S$ has a nonempty intersection with every edge of $\mathcal{H}$.
We consider the formula $\psi(\mathbf{x}, S)$ and a fixed instance $(\mathcal{A}, k)$, with $\mathcal{A}=\left(A, R_{1}, \ldots, R_{t}\right)$. For every tuple $\mathbf{x} \in A^{c_{x}}$ we can evaluate all literals of the form $R_{i}(\mathbf{z})$ and $\neg R_{i}(\mathbf{z})$ for some $\mathbf{z} \in\left\{x_{1}, \ldots, x_{c_{x}}\right\}^{r_{i}}$. By checking whether $\mathbf{z} \in R_{i}$, we obtain 1 (true) or 0 (false) for each literal. Then we delete all occurrences of 0 from the clauses and delete all clauses that contain a 1 . For each $\mathbf{x}$, we obtain an equivalent formula that we denote with $\psi_{\mathbf{x}}(S)$. Each $\psi_{\mathbf{x}}(S)$ is in conjunctive normal form on literals $S(\mathbf{z})$ for some $\mathbf{z} \in\left\{x_{1}, \ldots, x_{c_{x}}\right\}^{c_{S}}$ (no literals of the form $\neg S(\mathbf{z})$ since $\psi(\mathbf{x}, S)$ is positive in $S)$.
Remark 3.1. For all $\mathbf{x} \in A^{c_{x}}$ and $S \subseteq A^{c_{S}}$ it holds that $(\mathcal{A}, S) \models \psi(\mathbf{x}, S)$ if and only if $(\mathcal{A}, S) \vDash \psi_{\mathbf{x}}(S)$. Moreover, we can compute all formulas $\psi_{\mathbf{x}}(S)$ for $\mathbf{x} \in A^{c_{x}}$ in polynomial time, since $c_{x}$ and the length of $\psi(\mathbf{x}, S)$ are constants independent of $\mathcal{A}$.

Deriving a formula $\psi_{\mathbf{x}}(S)$ can yield empty clauses. This happens when all literals $R_{i}(\cdot), \neg R_{i}(\cdot)$ in a clause are evaluated to 0 and there are no literals $S(\cdot)$. In that case, no assignment $S$ can satisfy the formula $\psi_{\mathbf{x}}(S)$, or equivalently $\psi(\mathbf{x}, S)$. Thus $(\mathcal{A}, k)$ is a no-instance. Note that clauses of $\psi_{\mathbf{x}}(S)$ cannot contain contradicting literals since $\psi(\mathbf{x}, S)$ is positive in $S$.
Remark 3.2. From now on, we assume that all clauses of the formulas $\psi_{\mathbf{x}}(S)$ are nonempty.
We define a mapping $\Phi$ from finite structures $\mathcal{A}$ to hypergraphs $\mathcal{H}$. Then we show that equivalent $s$-Hitting Set instances can be obtained in this way.

[^1]Definition 3.3. Let $\mathcal{A}$ be an instance of $\mathcal{Q}$. We define $\Phi(\mathcal{A}):=\mathcal{H}$ with $\mathcal{H}=(V, E)$. We let $E$ be the family of all sets $e=\left\{\mathbf{z}_{1}, \ldots, \mathbf{z}_{p}\right\}$ such that $\left(S\left(\mathbf{z}_{1}\right) \vee \cdots \vee S\left(\mathbf{z}_{p}\right)\right)$ is a clause of a $\psi_{\mathbf{x}}(S)$ for some $\mathbf{x} \in A^{c_{x}}$. We let $V$ be the union of all sets $e \in E$.
Remark 3.4. The hypergraphs $\mathcal{H}$ obtained from the mapping $\Phi$ have dimension $s$ since each $\psi_{\mathbf{x}}(S)$ has at most $s$ literals per clause. It follows from Remark 3.1 that $\Phi(\mathcal{A})$ can be computed in polynomial time.

The following lemma establishes that $(\mathcal{A}, k)$ and $(\mathcal{H}, k)=(\Phi(\mathcal{A}), k)$ are equivalent in the sense that $(\mathcal{A}, k) \in p-\mathcal{Q}$ if and only if $(\mathcal{H}, k) \in s$-Hitting Set.
Lemma 3.5. Let $\mathcal{A}=\left(A, R_{1}, \ldots, R_{t}\right)$ be an instance of $\mathcal{Q}$ then for all $S \subseteq A^{c s}$ :

$$
(\mathcal{A}, S) \models(\forall \mathbf{x}): \psi(\mathbf{x}, S) \text { if and only if } S \text { is a hitting set for } \mathcal{H}=\Phi(\mathcal{A}) .
$$

Proof. Let $\mathcal{H}=\Phi(\mathcal{A})=(V, E)$ and let $S \subseteq A^{c_{S}}$ :

$$
\begin{aligned}
& (\mathcal{A}, S) \models\left(\forall \mathbf{x} \in A^{c_{x}}\right): \psi(\mathbf{x}, S) \\
\Leftrightarrow & (\mathcal{A}, S) \models\left(\forall \mathbf{x} \in A^{c_{x}}\right): \psi_{\mathbf{x}}(S) \\
\Leftrightarrow & \left(\forall \mathbf{x} \in A^{c_{x}}\right): \text { each clause of } \psi_{\mathbf{x}}(S) \text { has a literal } S(\mathbf{z}) \text { for which } \mathbf{z} \in S \\
\Leftrightarrow & S \text { has a nonempty intersection with every set } e \in E \\
\Leftrightarrow & S \text { is a hitting set for }(V, E) .
\end{aligned}
$$

Our kernelization will consist of the following steps:
(1) Map the given instance $(\mathcal{A}, k)$ for $p$ - $\mathcal{Q}$ to an equivalent instance $(\mathcal{H}, k)=(\Phi(\mathcal{A}), k)$ for $s$-Hitting Set according to Definition 3.3 and Lemma 3.5.
(2) Use a polynomial kernelization for $s$-Hitting Set on $(\mathcal{H}, k)$ to obtain an equivalent instance ( $\mathcal{H}^{\prime}, k$ ) with size polynomial in $k$.
(3) Use $\left(\mathcal{H}^{\prime}, k\right)$ to derive an equivalent instance $\left(\mathcal{A}^{\prime}, k\right)$ of $p-\mathcal{Q}$. That way we will be able to conclude that $\left(\mathcal{A}^{\prime}, k\right)$ is equivalent to $(\mathcal{H}, k)$ and hence also to $(\mathcal{A}, k)$.
There exist different kernelizations for $s$-Hitting Set: one by Flum and Grohe 13] based on the Sunflower Lemma due to Erdős and Rado [10], one by Nishimura et al. (21] via a generalization of the Nemhauser-Trotter kernelization for Vertex Cover, and a recent one by Abu-Khzam [1] based on crown decompositions. For our purposes of deriving an equivalent instance for $p-\mathcal{Q}$, these kernelizations have the drawback of shrinking sets during the reduction. This is not possible for our approach since we would need to change the formula $\psi(\mathbf{x}, S)$ to shrink the clauses. We prefer to modify Flum and Grohe's kernelization such that it uses only edge deletions.

Theorem 3.6. There exists a polynomial kernelization of $s$-Hitting Set that, given an instance $(\mathcal{H}, k)$, computes an instance $\left(\mathcal{H}^{*}, k\right)$ such that $E\left(\mathcal{H}^{*}\right) \subseteq E(\mathcal{H}), \mathcal{H}^{*}$ has $O\left(k^{s}\right)$ edges, and the size of $\left(\mathcal{H}^{*}, k\right)$ is $O\left(k^{s}\right)$ as well.
Proof. Let $(\mathcal{H}, k)$ be an instance of $s$-Hitting Set, with $\mathcal{H}=(V, E)$. If $\mathcal{H}$ contains a sunflower $F=\left\{f_{1}, \ldots, f_{k+1}\right\}$ of cardinality $k+1$ then every hitting set of $\mathcal{H}$ must have a nonempty intersection with the core $C$ of $F$ or with the $k+1$ disjoint sets $f_{1} \backslash C, \ldots, f_{k+1} \backslash C$. Thus every hitting set of at most $k$ elements must have a nonempty intersection with $C$.

Now consider a sunflower $F=\left\{f_{1}, \ldots, f_{k+1}, f_{k+2}\right\}$ of cardinality $k+2$ in $\mathcal{H}$ and let $\mathcal{H}^{\prime}=$ ( $V, E \backslash\left\{f_{k+2}\right\}$ ). We show that the instances $(\mathcal{H}, k)$ and $\left(\mathcal{H}^{\prime}, k\right)$ are equivalent. Clearly every hitting set for $\mathcal{H}$ is also a hitting set for $\mathcal{H}^{\prime}$ since $E\left(\mathcal{H}^{\prime}\right) \subseteq E(\mathcal{H})$. Let $S \subseteq V$ be a hitting set of size at most $k$ for $\mathcal{H}^{\prime}$. Since $F \backslash\left\{f_{k+2}\right\}$ is a sunflower of cardinality $k+1$ in $\mathcal{H}^{\prime}$, it follows that $S$ has a nonempty intersection with its core $C$. Hence $S$ has a nonempty intersection
with $f_{k+2} \supseteq C$ too. Thus $S$ is a hitting set of size at most $k$ for $\mathcal{H}$, implying that $(\mathcal{H}, k)$ and $\left(\mathcal{H}^{\prime}, k\right)$ are equivalent.

We start with $\mathcal{H}^{*}=\mathcal{H}$ and repeat the following step while $\mathcal{H}^{*}$ has more than $(k+1)^{s} \cdot s!\cdot s$ edges. By the Sunflower Corollary we obtain a sunflower of cardinality $k+2$ in $\mathcal{H}^{*}$ in time polynomial in $\left|E\left(\mathcal{H}^{*}\right)\right|$. We delete an edge of the detected sunflower from the edge set of $\mathcal{H}^{*}$ (thereby reducing the cardinality of the sunflower to $k+1$ ). Thus, by the argument from the previous paragraph, we maintain that $(\mathcal{H}, k)$ and $\left(\mathcal{H}^{*}, k\right)$ are equivalent.

Furthermore $E\left(\mathcal{H}^{*}\right) \subseteq E(\mathcal{H})$ and $\mathcal{H}^{*}$ has no more than $(k+1)^{s} \cdot s!\cdot s \in O\left(k^{s}\right)$ edges. Since we delete an edge of $\mathcal{H}^{*}$ in each step, there are $O(|E(\mathcal{H})|)$ steps, and the total time is polynomial in $|E(\mathcal{H})|$. Deleting all isolated vertices from $\mathcal{H}^{*}$ yields a size of $O\left(s \cdot k^{s}\right)=O\left(k^{s}\right)$ since each edge contains at most $s$ vertices.

The following lemma proves that every $s$-Hitting Set instance that is "sandwiched" between two equivalent instances must be equivalent to both.

Lemma 3.7. Let $(\mathcal{H}, k)$ be an instance of $s$-Hitting SET and let $\left(\mathcal{H}^{*}, k\right)$ be an equivalent instance with $E\left(\mathcal{H}^{*}\right) \subseteq E(\mathcal{H})$. Then for any $\mathcal{H}^{\prime}$ with $E\left(\mathcal{H}^{*}\right) \subseteq E\left(\mathcal{H}^{\prime}\right) \subseteq E(\mathcal{H})$ the instance $\left(\mathcal{H}^{\prime}, k\right)$ is equivalent to $(\mathcal{H}, k)$ and $\left(\mathcal{H}^{*}, k\right)$.
Proof. Observe that hitting sets for $\mathcal{H}$ can be projected to hitting sets for $\mathcal{H}^{\prime}$ (i.e. restricted to the vertex set of $\left.\mathcal{H}^{\prime}\right)$ since $E\left(\mathcal{H}^{\prime}\right) \subseteq E(\mathcal{H})$. Thus if $(\mathcal{H}, k)$ is a yes-instance then $\left(\mathcal{H}^{\prime}, k\right)$ is a yes-instance too. The same argument holds for $\left(\mathcal{H}^{\prime}, k\right)$ and $\left(\mathcal{H}^{*}, k\right)$. Together with the fact that $(\mathcal{H}, k)$ and $\left(\mathcal{H}^{*}, k\right)$ are equivalent, this proves the lemma.

Now we are well equipped to prove that $p-\mathcal{Q}$ admits a polynomial kernelization.
Theorem 3.8. Let $\mathcal{Q} \in \operatorname{MIN~}^{+} \Pi_{1}$. The standard parameterization $p-\mathcal{Q}$ of $\mathcal{Q}$ admits a polynomial kernelization.

Proof. Let $(\mathcal{A}, k)$ be an instance of $p-\mathcal{Q}$. By Lemma 3.5 we have that $(\mathcal{A}, k)$ is a yes-instance of $p$ - $\mathcal{Q}$ if and only if $(\mathcal{H}, k)=(\Phi(\mathcal{A}), k))$ is a yes-instance of $s$-Hitting Set. We apply the kernelization from Theorem 3.6 to $(\mathcal{H}, k)$ and obtain an equivalent $s$-Hitting Set instance $\left(\mathcal{H}^{*}, k\right)$ such that $E\left(\mathcal{H}^{*}\right) \subseteq E(\mathcal{H})$ and $\mathcal{H}^{*}$ has $O\left(k^{s}\right)$ edges.

Recall that every edge of $\mathcal{H}$, say $\left\{\mathbf{z}_{1}, \ldots, \mathbf{z}_{p}\right\}$, corresponds to a clause $\left(S\left(\mathbf{z}_{1}\right) \vee \cdots \vee S\left(\mathbf{z}_{p}\right)\right)$ of $\psi_{\mathbf{x}}(S)$ for some $\mathbf{x} \in A^{c_{x}}$. Thus for each edge $e \in E\left(\mathcal{H}^{*}\right) \subseteq E(\mathcal{H})$ we can select a tuple $\mathbf{x}_{e}$ such that $e$ corresponds to a clause of $\psi_{\mathbf{x}_{e}}(S)$. Let $X$ be the set of the selected tuples $\mathbf{x}_{e}$ for all edges $e \in E\left(\mathcal{H}^{*}\right)$. Let $A^{\prime} \subseteq A$ be the set of all components of tuples $\mathbf{x}_{e} \in X$, ensuring that $X \subseteq A^{\prime c_{x}}$. Let $R_{i}^{\prime}$ be the restriction of $R_{i}$ to $A^{\prime}$ and let $\mathcal{A}^{\prime}=\left(A^{\prime}, R_{1}^{\prime}, \ldots, R_{t}^{\prime}\right)$.

Let $\left(\mathcal{H}^{\prime}, k\right)=\left(\Phi\left(\mathcal{A}^{\prime}\right), k\right)$. By definition of $\Phi$ and by construction of $\mathcal{H}^{\prime}$ we know that $E\left(\mathcal{H}^{*}\right) \subseteq E\left(\mathcal{H}^{\prime}\right) \subseteq E(\mathcal{H})$ since $X \subseteq A^{\prime c_{x}}$ and $A^{\prime} \subseteq A$. Thus, by Lemma 3.7, we have that $\left(\mathcal{H}^{\prime}, k\right)$ is equivalent to $(\mathcal{H}, k)$. Furthermore, by Lemma 3.5, $\left(\mathcal{H}^{\prime}, k\right)$ is a yesinstance of $s$-Hitting SEt if and only if $\left(\mathcal{A}^{\prime}, k\right)$ is a yes-instance of $p$ - $\mathcal{Q}$. Thus $\left(\mathcal{A}^{\prime}, k\right)$ and $(\mathcal{A}, k)$ are equivalent instances of $p$ - $\mathcal{Q}$.

We conclude the proof by giving an upper bound on the size of $\left(\mathcal{A}^{\prime}, k\right)$ that is polynomial in $k$. The set $X$ contains at most $\left|E\left(\mathcal{H}^{*}\right)\right| \in O\left(k^{s}\right)$ tuples. These tuples have no more than $c_{x} \cdot\left|E\left(\mathcal{H}^{*}\right)\right|$ different components. Hence the size of $A^{\prime}$ is $O\left(c_{x} \cdot k^{s}\right)=O\left(k^{s}\right)$. Thus the size of $\left(\mathcal{A}^{\prime}, k\right)$ is $O\left(k^{s m}\right)$, where $m$ is the largest arity of a relation $R_{i}$. The values $c_{x}, s$, and $m$ are constants that are independent of the input $(\mathcal{A}, k)$. Thus $\left(\mathcal{A}^{\prime}, k\right)$ is an instance equivalent to $(\mathcal{A}, k)$ with size polynomial in $k$.

## 4. Polynomial kernelization for MAX NP

We prove that the standard parameterization of any problem in MAX NP admits a polynomial kernelization. The class MAX NP was introduced by Papadimitriou and Yannakakis in [23]. They showed that every problem in MAX NP is constant-factor approximable.

Throughout the section let $\mathcal{Q} \in$ MAX NP be an optimization problem on finite structures of type $\left(r_{1}, \ldots, r_{t}\right)$. Let $R_{1}, \ldots, R_{t}$ be relation symbols of arity $r_{1}, \ldots, r_{t}$ and let $\mathcal{S}=\left(S_{1}, \ldots, S_{u}\right)$ be a tuple of relation symbols of arity $s_{1}, \ldots, s_{u}$. Let $\psi(\mathbf{x}, \mathbf{y}, \mathcal{S})$ be a formula in disjunctive normal form over the vocabulary $\left\{R_{1}, \ldots, R_{t}, S_{1}, \ldots, S_{u}\right\}$ on variables $\left\{x_{1}, \ldots, x_{c_{x}}, y_{1}, \ldots, y_{c_{y}}\right\}$ such that for all finite structures $\mathcal{A}$ of type $\left(r_{1}, \ldots, r_{t}\right)$ :

$$
\operatorname{opt}_{\mathcal{Q}}(\mathcal{A})=\max _{\mathcal{S}}\left|\left\{\mathbf{x} \in A^{c_{x}}:(\mathcal{A}, \mathcal{S}) \models\left(\exists \mathbf{y} \in A^{c_{y}}\right): \psi(\mathbf{x}, \mathbf{y}, \mathcal{S})\right\}\right|
$$

Let $s$ be the maximum number of occurrences of relations $S_{1}, \ldots, S_{u}$ in any disjunct of $\psi(\mathbf{x}, \mathbf{y}, \mathcal{S})$. The standard parameterization $p$ - $\mathcal{Q}$ of $\mathcal{Q}$ is the following problem:
Input: $\quad$ A finite structure $\mathcal{A}$ of type $\left(r_{1}, \ldots, r_{t}\right)$ and an integer $k$.
Parameter: $k$.
Task: $\quad$ Decide whether $\operatorname{opt}_{\mathcal{Q}}(\mathcal{A}) \geq k$.
Similarly to the previous section, we consider the formula $\psi(\mathbf{x}, \mathbf{y}, \mathcal{S})$ and a fixed instance $(\mathcal{A}, k)$ with $\mathcal{A}=\left(A, R_{1}, \ldots, R_{t}\right)$. We select tuples $\mathbf{x} \in A^{c_{x}}$ and $\mathbf{y} \in A^{c_{y}}$ and evaluate all literals of the form $R_{i}(\mathbf{z})$ and $\neg R_{i}(\mathbf{z})$ for some $\mathbf{z} \in\left\{x_{1}, \ldots, x_{x_{c}}, y_{1}, \ldots, y_{c_{y}}\right\}^{r_{i}}$. By checking whether $\mathbf{z} \in R_{i}$ we obtain 1 (true) or 0 (false) for each literal. Since $\psi(\mathbf{x}, \mathbf{y}, \mathcal{S})$ is in disjunctive normal form, we delete all occurrences of 1 from the disjuncts and delete all disjuncts that contain a 0 . Furthermore, we delete all disjuncts that contain contradicting literals $S_{j}(\mathbf{z}), \neg S_{j}(\mathbf{z})$ since they cannot be satisfied. We explicitly allow empty disjuncts that are satisfied by definition for the sake of simplicity (they occur when all literals in a disjunct are evaluated to 1 ). We obtain an equivalent formula that we denote with $\psi_{\mathbf{x}, \mathbf{y}}(\mathcal{S})$.

Remark 4.1. For all $\mathbf{x}, \mathbf{y}$, and $\mathcal{S}$ it holds that $(\mathcal{A}, \mathcal{S}) \vDash \psi(\mathbf{x}, \mathbf{y}, \mathcal{S})$ iff $(\mathcal{A}, \mathcal{S}) \models \psi_{\mathbf{x}, \mathbf{y}}(\mathcal{S})$. Moreover, we can compute all formulas $\psi_{\mathbf{x}, \mathbf{y}}(\mathcal{S})$ for $\mathbf{x} \in A^{c_{x}}, \mathbf{y} \in A^{c_{y}}$ in polynomial time, since $c_{x}, c_{y}$, and the length of $\psi(\mathbf{x}, \mathbf{y}, \mathcal{S})$ are constants independent of $\mathcal{A}$.
Definition 4.2. Let $\mathcal{A}=\left(A, R_{1}, \ldots, R_{t}\right)$ be a finite structure of type $\left(r_{1}, \ldots, r_{t}\right)$.
(a) We define $X_{\mathcal{A}} \subseteq A^{c_{x}}$ as the set of all tuples $\mathbf{x}$ such that $(\exists \mathbf{y}): \psi_{\mathbf{x}, \mathbf{y}}(\mathcal{S})$ holds for some $\mathcal{S}$ :

$$
X_{\mathcal{A}}=\left\{\mathbf{x}:(\exists \mathcal{S}):(\mathcal{A}, \mathcal{S}) \models(\exists \mathbf{y}): \psi_{\mathbf{x}, \mathbf{y}}(\mathcal{S})\right\}
$$

(b) For $\mathbf{x} \in A^{c_{x}}$ we define $Y_{\mathcal{A}}(\mathbf{x})$ as the set of all tuples $\mathbf{y}$ such that $\psi_{\mathbf{x}, \mathbf{y}}(\mathcal{S})$ holds for some $\mathcal{S}$ :

$$
Y_{\mathcal{A}}(\mathbf{x})=\left\{\mathbf{y}:(\exists \mathcal{S}):(\mathcal{A}, \mathcal{S}) \models \psi_{\mathbf{x}, \mathbf{y}}(\mathcal{S})\right\} .
$$

Remark 4.3. The sets $X_{\mathcal{A}}$ and $Y_{\mathcal{A}}(\mathbf{x})$ can be computed in polynomial time since the number of tuples $\mathbf{x} \in A^{c_{x}}$ and $\mathbf{y} \in A^{c_{y}}$ is polynomial in the size of $A$ and $\psi(\mathbf{x}, \mathbf{y}, \mathcal{S})$ is of constant length independent of $\mathcal{A}$.

Lemma 4.4. Let $(\mathcal{A}, k)$ be an instance of $p-\mathcal{Q}$. If $\left|X_{\mathcal{A}}\right| \geq k \cdot 2^{s}$ then $\operatorname{opt}_{\mathcal{Q}}(\mathcal{A}) \geq k$, i.e. $(\mathcal{A}, k)$ is a yes-instance.

Proof. The lemma can be concluded from the proof of the constant-factor approximability of problems in MAX NP in [23]. For each $\mathbf{x} \in X_{\mathcal{A}}$ we fix a tuple $\mathbf{y} \in Y_{\mathcal{A}}(\mathbf{x})$ such that $\psi_{\mathbf{x}, \mathbf{y}}(\mathcal{S})$ is satisfiable. This yields $\left|X_{\mathcal{A}}\right|$ formulas, say $\psi_{1}, \ldots, \psi_{\left|X_{\mathcal{A}}\right|}$. Papadimitriou and Yannakakis
showed that one can efficiently compute an assignment that satisfies at least $\sum f_{i}$ of these formulas, where $f_{i}$ is the fraction of all assignments that satisfies $\psi_{i}$.

To see that $f_{i} \geq 2^{-s}$; consider such a formula $\psi_{i}$. Since $\psi_{i}$ is satisfiable there exists a satisfiable disjunct. To satisfy a disjunct of at most $s$ literals, at most $s$ variables need to be assigned accordingly. Since the assignment to all other variables can be arbitrary this implies that $f_{i} \geq 2^{-s}$. Thus we have that $\sum f_{i} \geq\left|X_{\mathcal{A}}\right| \cdot 2^{-s}$. Therefore $\left|X_{\mathcal{A}}\right| \geq k \cdot 2^{s}$ implies that the assignment satisfies at least $k$ formulas, i.e. that $\operatorname{opt}_{\mathcal{Q}}(\mathcal{A}) \geq k$.

Henceforth we assume that $\left|X_{\mathcal{A}}\right|<k \cdot 2^{s}$.
Definition 4.5. Let $(\mathcal{A}, k)$ be an instance of $p-\mathcal{Q}$ with $\mathcal{A}=\left(A, R_{1}, \ldots, R_{t}\right)$. For $\mathbf{x} \in A^{c_{x}}$ we define $D_{\mathcal{A}}(\mathbf{x})$ as the set of all disjuncts of $\psi_{\mathbf{x}, \mathbf{y}}(\mathcal{S})$ for $\mathbf{y} \in Y_{\mathcal{A}}(\mathbf{x})$.
Definition 4.6. We define the intersection of two disjuncts as the conjunction of all literals that occur in both disjuncts. A sunflower of a set of disjuncts is a subset such that each pair of disjuncts in the subset has the same intersection (modulo permutation of the literals).
Remark 4.7. The size of each $D_{\mathcal{A}}(\mathbf{x})$ is bounded by the size of $Y_{\mathcal{A}}(\mathbf{x}) \subseteq A^{c_{y}}$ times the number of disjuncts of $\psi(\mathbf{x}, \mathbf{y}, \mathcal{S})$ which is a constant independent of $\mathcal{A}$. Thus the size of each $D_{\mathcal{A}}(\mathbf{x})$ is bounded by a polynomial in the input size. The definition of intersection and sunflowers among disjuncts is a direct analog that treats disjuncts as sets of literals.
Definition 4.8. A partial assignment is a set $L$ of literals such that no literal is the negation of another literal in $L$. A formula is satisfiable under $L$ if there exists an assignment that satisfies the formula and each literal in $L$.

Proposition 4.9. Let $(\mathcal{A}, k)$ be an instance of $p-\mathcal{Q}$. For each $\mathbf{x} \in A^{c_{x}}$ there exists a set $D_{\mathcal{A}}^{*}(\mathbf{x}) \subseteq D_{\mathcal{A}}(\mathbf{x})$ of cardinality $O\left(k^{s}\right)$ such that:
(1) For every partial assignment $L$ of at most sk literals, $D_{\mathcal{A}}^{*}(\mathbf{x})$ contains a disjunct satisfiable under $L$, if and only if $D_{\mathcal{A}}(\mathbf{x})$ contains a disjunct satisfiable under $L$.
(2) $D_{\mathcal{A}}^{*}(\mathbf{x})$ can be computed in time polynomial in $|\mathcal{A}|$.

Proof. Let $\mathcal{A}=\left(A, R_{1}, \ldots, R_{t}\right)$ be a finite structure of type $\left(r_{1}, \ldots, r_{t}\right)$, let $\mathbf{x} \in A^{c_{x}}$, and let $D_{\mathcal{A}}(\mathbf{x})$ be a set of disjuncts according to Definition 4.5. From the Sunflower Corollary we can derive a polynomial-time algorithm that computes a set $D_{\mathcal{A}}^{*}(\mathbf{x})$ by successively shrinking sunflowers. We start by setting $D_{\mathcal{A}}^{*}(\mathbf{x})=D_{\mathcal{A}}(\mathbf{x})$ and apply the following step while the cardinality of $D_{\mathcal{A}}^{*}(\mathbf{x})$ is greater than $(s k+1)^{s} \cdot s!\cdot s$.

We compute a sunflower of cardinality $s k+2$, say $F=\left\{f_{1}, \ldots, f_{s k+2}\right\}$, in time polynomial in $\left|D_{\mathcal{A}}^{*}(\mathbf{x})\right|$ (Sunflower Corollary). We delete a disjunct of $F$, say $f_{s k+2}$, from $D_{\mathcal{A}}^{*}(\mathbf{x})$. Let $O$ and $P$ be copies of $D_{\mathcal{A}}^{*}$ before respectively after deleting $f_{s k+2}$. Observe that $F^{\prime}=$ $F \backslash\left\{f_{s k+2}\right\}$ is a sunflower of cardinality $s k+1$ in $P$. Let $L$ be a partial assignment of at most $s k$ literals and assume that no disjunct in $P$ is satisfiable under $L$. This means that for each disjunct of $P$ there is a literal in $L$ that contradicts it, i.e. a literal that is the negation of a literal in the disjunct. We focus on the sunflower $F^{\prime}$ in $P$. There must be a literal in $L$, say $l$, that contradicts at least two disjuncts of $F^{\prime}$, say $f$ and $f^{\prime}$, since $\left|F^{\prime}\right|=s k+1$ and $|L| \leq s k$. Therefore $l$ is the negation of a literal in the intersection of $f$ and $f^{\prime}$, i.e. the core of $F^{\prime}$. Thus $l$ contradicts also $f_{s k+2}$ and we conclude that no disjunct in $O=P \cup\left\{f_{s k+2}\right\}$ is satisfiable under the partial assignment $L$. The reverse argument holds since all disjuncts of $P$ are contained in $O$. Thus each step maintains the desired property (1).

At the end $D_{\mathcal{A}}^{*}(x)$ contains no more than $(s k+1)^{s} \cdot s!\cdot s \in O\left(k^{s}\right)$ disjuncts. For each $\mathbf{x}$ this takes time polynomial in the size of the input since the cardinality of $D_{\mathcal{A}}(\mathrm{x})$ is bounded by a polynomial in the input size and a disjunct is deleted in each step.
Lemma 4.10. Let $D_{\mathcal{A}}^{\prime}(\mathbf{x})$ be a subset of $D_{\mathcal{A}}(\mathbf{x})$ such that $D_{\mathcal{A}}^{*}(\mathrm{x}) \subseteq D_{\mathcal{A}}^{\prime}(\mathrm{x}) \subseteq D_{\mathcal{A}}(\mathrm{x})$. For any partial assignment $L$ of at most sk literals it holds that $D_{\mathcal{A}}(\mathbf{x})$ contains a disjunct satisfiable under $L$ if and only if $D_{\mathcal{A}}^{\prime}(\mathbf{x})$ contains a disjunct satisfiable under $L$.
Proof. Let $L$ be a partial assignment of at most $s k$ literals. If $D_{\mathcal{A}}(\mathbf{x})$ contains a disjunct satisfiable under $L$, then, by Proposition 4.9, this holds also for $D_{\mathcal{A}}^{*}(\mathbf{x})$. For $D_{\mathcal{A}}^{*}(\mathbf{x})$ and $D_{\mathcal{A}}^{\prime}$ this holds since $D_{\mathcal{A}}^{*}(\mathbf{x}) \subseteq D_{\mathcal{A}}^{\prime}(\mathbf{x})$. The same is true for $D_{\mathcal{A}}^{\prime}(\mathbf{x})$ and $D_{\mathcal{A}}(\mathbf{x})$.
Theorem 4.11. Let $\mathcal{Q} \in \operatorname{MAX}$ NP. The standard parameterization $p-\mathcal{Q}$ of $\mathcal{Q}$ admits a polynomial kernelization.
Proof. The proof is organized in three parts. First, given an instance $(\mathcal{A}, k)$ of $p-\mathcal{Q}$, we construct an instance $\left(\mathcal{A}^{\prime}, k\right)$ of $p-\mathcal{Q}$ in time polynomial in the size of $(\mathcal{A}, k)$. In the second part, we prove that $(\mathcal{A}, k)$ and $\left(\mathcal{A}^{\prime}, k\right)$ are equivalent. In the third part, we conclude the proof by showing that the size of $\left(\mathcal{A}^{\prime}, k\right)$ is bounded by a polynomial in $k$.
(I.) Let $(\mathcal{A}, k)$ be an instance of $p-\mathcal{Q}$. We use the sets $D_{\mathcal{A}}(\mathbf{x})$ and $D_{\mathcal{A}}^{*}(\mathbf{x})$ according to Definition 4.5 and Proposition 4.9. Recall that $D_{\mathcal{A}}(\mathbf{x})$ is the set of all disjuncts of $\psi_{\mathbf{x}, \mathbf{y}}(\mathcal{S})$ for $\mathbf{y} \in Y_{\mathcal{A}}(\mathbf{x})$. Thus, for each disjunct $d \in D_{\mathcal{A}}^{*}(\mathbf{x}) \subseteq D_{\mathcal{A}}(\mathbf{x})$, we can select a $\mathbf{y}_{d} \in Y_{\mathcal{A}}(\mathbf{x})$ such that $d$ is a disjunct of $\psi_{\mathbf{x}, \mathbf{y}_{d}}(\mathcal{S})$. Let $Y_{\mathcal{A}}^{\prime}(\mathbf{x}) \subseteq Y_{\mathcal{A}}(\mathbf{x})$ be the set of these selected tuples $\mathbf{y}_{d}$. Let $D_{\mathcal{A}}^{\prime}(\mathbf{x})$ be the set of all disjuncts of $\psi_{\mathbf{x}, \mathbf{y}}(\mathcal{S})$ for $\mathbf{y} \in Y_{\mathcal{A}}^{\prime}(\mathbf{x})$. Since $D_{\mathcal{A}}^{*}(\mathbf{x})$ contains some disjuncts of $\psi_{\mathbf{x}, \mathbf{y}}(\mathcal{S})$ for $\mathbf{y} \in Y_{\mathcal{A}}^{\prime}(\mathbf{x})$ and $D_{\mathcal{A}}(\mathbf{x})$ contains all disjuncts of $\psi_{\mathbf{x}, \mathbf{y}}(\mathcal{S})$ for $\mathbf{y} \in Y_{\mathcal{A}}(\mathbf{x}) \supseteq Y_{\mathcal{A}}^{\prime}(\mathbf{x})$, we have that $D_{\mathcal{A}}^{*}(\mathbf{x}) \subseteq D_{\mathcal{A}}^{\prime}(\mathbf{x}) \subseteq D_{\mathcal{A}}(\mathbf{x})$.

For each $\mathbf{x}$ this takes time $O\left(\left|D_{\mathcal{A}}^{*}(\mathbf{x})\right| \cdot\left|Y_{\mathcal{A}}^{*}(\mathbf{x})\right|\right) \subseteq O\left(k^{s} \cdot|A|^{c_{y}}\right)$. Computing $Y_{\mathcal{A}}^{\prime}(\mathbf{x})$ for all $\mathrm{x} \in A^{c_{x}}$ takes time $O\left(|A|^{c_{x}} \cdot k^{s} \cdot|\mathcal{A}|^{c_{y}}\right)$, i.e. time polynomial in the size of $(\mathcal{A}, k)$ since $k$ is never larger than $|A|^{c_{x}}$. .

Let $A^{\prime} \subseteq A$ be the set of all components of $\mathbf{x} \in X_{\mathcal{A}}$ and $\mathbf{y} \in Y_{\mathcal{A}}^{\prime}(\mathbf{x})$ for all $\mathbf{x} \in X_{\mathcal{A}}$. This ensures that $X_{\mathcal{A}} \subseteq\left(A^{\prime}\right)^{c_{x}}$ and $Y_{\mathcal{A}}^{\prime}(\mathbf{x}) \subseteq\left(A^{\prime}\right)^{c_{y}}$ for all $\mathbf{x} \in X_{\mathcal{A}}$. Let $R_{i}^{\prime}$ be the restriction of $R_{i}$ to $A^{\prime}$ and let $\mathcal{A}^{\prime}=\left(A^{\prime}, R_{1}^{\prime}, \ldots, R_{t}^{\prime}\right)$.
(II.) We will now prove that $\operatorname{opt}_{\mathcal{Q}}(\mathcal{A}) \geq k$ if and only if $\operatorname{opt}_{\mathcal{Q}}\left(\mathcal{A}^{\prime}\right) \geq k$, i.e. that $(\mathcal{A}, k)$ and $\left(\mathcal{A}^{\prime}, k\right)$ are equivalent. Assume that $\operatorname{opt}_{\mathcal{Q}}(\mathcal{A}) \geq k$ and let $\mathcal{S}=\left(S_{1}, \ldots, S_{u}\right)$ such that $|\{\mathbf{x}:(\mathcal{A}, \mathcal{S}) \models(\exists \mathbf{y}): \psi(\mathbf{x}, \mathbf{y}, \mathcal{S})\}| \geq k$. This implies that there must exist tuples $\mathbf{x}_{1}, \ldots, \mathbf{x}_{k} \in A^{c_{x}}$ and $\mathbf{y}_{1}, \ldots, \mathbf{y}_{k} \in A^{c_{y}}$ such that $\mathcal{S}$ satisfies $\psi_{\mathbf{x}_{i}, \mathbf{y}_{i}}(\mathcal{S})$ for $i=1, \ldots, k$. Thus $\mathcal{S}$ must satisfy at least one disjunct in each $\psi_{\mathbf{x}_{i}, \mathbf{y}_{i}}(\mathcal{S})$ since these formulas are in disjunctive normal form. Accordingly let $d_{1}, \ldots, d_{k}$ be disjuncts such that $\mathcal{S}$ satisfies the disjunct $d_{i}$ in $\psi_{\mathbf{x}_{i}, \mathbf{y}_{i}}(\mathcal{S})$ for $i=1, \ldots, k$. We show that there exists $\mathcal{S}^{\prime}$ such that:

$$
\left|\left\{\mathbf{x}:\left(\mathcal{A}^{\prime}, \mathcal{S}^{\prime}\right) \models(\exists \mathbf{y}): \psi\left(\mathbf{x}, \mathbf{y}, \mathcal{S}^{\prime}\right)\right\}\right| \geq k .
$$

For $p=1, \ldots, k$ we apply the following step: If $\mathbf{y}_{p} \in Y_{\mathcal{A}}^{\prime}\left(\mathbf{x}_{p}\right)$ then do nothing. Otherwise consider the partial assignment $L$ consisting of the at most $s k$ literals of the disjuncts $d_{1}, \ldots, d_{k}$. The set $D_{\mathcal{A}}\left(\mathbf{x}_{p}\right)$ contains a disjunct that is satisfiable under $L$, namely $d_{p}$. By Lemma 4.10, it follows that $D_{\mathcal{A}}^{\prime}\left(\mathbf{x}_{p}\right)$ also contains a disjunct satisfiable under $L$, say $d_{p}^{\prime}$. Let $\mathbf{y}_{p}^{\prime} \in Y_{\mathcal{A}}^{\prime}\left(\mathbf{x}_{p}\right)$ such that $d_{p}^{\prime}$ is a disjunct of $\psi_{\mathbf{x}_{p}, \mathbf{y}_{p}^{\prime}}(\mathcal{S})$. Such a $\mathbf{y}_{p}^{\prime}$ can be found by selection of $D_{\mathcal{A}}^{\prime}\left(\mathbf{x}_{p}\right)$. Change $\mathcal{S}$ in the following way to satisfy the disjunct $d_{p}^{\prime}$. For each literal of $d_{p}^{\prime}$ of the form $S_{i}(\mathbf{z})$ add $\mathbf{z}$ to the relation $S_{i}$. Similarly for each literal of the form $\neg S_{i}(\mathbf{z})$

[^2]remove $\mathbf{z}$ from $S_{i}$. This does not change the fact that $\mathcal{S}$ satisfies the disjunct $d_{i}$ in $\psi_{\mathbf{x}_{i}, \mathbf{y}_{i}}(\mathcal{S})$ for $i=1, \ldots, k$ since, by selection, $d_{p}^{\prime}$ is satisfiable under $L$. Then we replace $\mathbf{y}_{p}$ by $\mathbf{y}_{p}^{\prime}$ and $d_{p}$ by $d_{p}^{\prime}$. Thus we maintain that $\mathcal{S}$ satisfies $d_{i}$ in $\psi_{\mathbf{x}_{i}, \mathbf{y}_{i}}(\mathcal{S})$ for $i=1, \ldots, k$.

After these steps we obtain $\mathcal{S}$ as well as tuples $\mathbf{x}_{1}, \ldots, \mathbf{x}_{k}, \mathbf{y}_{1}, \ldots, \mathbf{y}_{k}$ with $\mathbf{y}_{i} \in Y_{\mathcal{A}}^{\prime}\left(\mathbf{x}_{i}\right)$, and disjuncts $d_{1}, \ldots, d_{k}$ such that $\mathcal{S}$ satisfies $d_{i}$ in $\psi_{\mathbf{x}_{i}, \mathbf{y}_{i}}(\mathcal{S})$ for $i=1, \ldots, k$. Let $\mathcal{S}^{\prime}$ be the restriction of $\mathcal{S}$ to $A^{\prime}$. Then we have that $\left(\mathcal{A}^{\prime}, \mathcal{S}^{\prime}\right) \models \psi_{\mathbf{x}_{i}, \mathbf{y}_{i}}\left(\mathcal{S}^{\prime}\right)$ for $i=1, \ldots, k$ since $A^{\prime}$ is defined to contain the components of tuples $\mathbf{x} \in X_{\mathcal{A}}$ and of all tuples $\mathbf{y} \in Y_{\mathcal{A}}^{\prime}(\mathbf{x})$ for $\mathbf{x} \in X_{\mathcal{A}}$. Hence $\mathbf{x}_{i} \in\left\{\mathbf{x}:\left(\mathcal{A}^{\prime}, \mathcal{S}^{\prime}\right) \models(\exists \mathbf{y}): \psi\left(\mathbf{x}, \mathbf{y}, \mathcal{S}^{\prime}\right)\right\}$ for $i=1, \ldots, k$. Thus opt ${ }_{\mathcal{Q}}\left(\mathcal{A}^{\prime}\right) \geq k$.

For the reverse direction assume that $\operatorname{opt}_{\mathcal{Q}}\left(\mathcal{A}^{\prime}\right) \geq k$. Since $A^{\prime} \subseteq A$ it follows that

$$
\left\{\mathbf{x}:\left(\mathcal{A}^{\prime}, \mathcal{S}^{\prime}\right) \models(\exists \mathbf{y}): \psi\left(\mathbf{x}, \mathbf{y}, \mathcal{S}^{\prime}\right)\right\} \subseteq\left\{\mathbf{x}:\left(\mathcal{A}, \mathcal{S}^{\prime}\right) \models(\exists \mathbf{y}): \psi\left(\mathbf{x}, \mathbf{y}, \mathcal{S}^{\prime}\right)\right\}
$$

Thus $\left|\left\{\mathbf{x}:\left(\mathcal{A}, \mathcal{S}^{\prime}\right) \models(\exists \mathbf{y}): \psi\left(\mathbf{x}, \mathbf{y}, \mathcal{S}^{\prime}\right)\right\}\right| \geq k$, implying that $\operatorname{opt}_{\mathcal{Q}}(\mathcal{A}) \geq k$. Therefore $\operatorname{opt}_{\mathcal{Q}}(\mathcal{A}) \geq k$ if and only if $\operatorname{opt}_{\mathcal{Q}}\left(\mathcal{A}^{\prime}\right) \geq k$. Hence $(\mathcal{A}, k)$ and $\left(\mathcal{A}^{\prime}, k\right)$ are equivalent instances of $p-\mathcal{Q}$.
(III.) We conclude the proof by providing an upper bound on the size of $\left(\mathcal{A}^{\prime}, k\right)$ that is polynomial in $k$. For the sets $Y_{\mathcal{A}}^{\prime}(\mathbf{x})$ we selected one tuple $\mathbf{y}$ for each disjunct in $D_{\mathcal{A}}^{*}(\mathbf{x})$. Thus $\left|Y_{\mathcal{A}}^{\prime}(\mathbf{x})\right| \leq\left|D^{*}(\mathbf{x})\right| \in O\left(k^{s}\right)$ for all $\mathbf{x} \in X_{\mathcal{A}}$. The set $A^{\prime}$ contains the components of tuples $\mathbf{x} \in X_{\mathcal{A}}$ and of all tuples $\mathbf{y} \in Y_{\mathcal{A}}^{\prime}(\mathbf{x})$ for $\mathbf{x} \in X_{\mathcal{A}}$. Thus

$$
\begin{aligned}
\left|A^{\prime}\right| & \leq c_{x} \cdot\left|X_{\mathcal{A}}\right|+c_{y} \cdot \sum_{\mathbf{x} \in X_{\mathcal{A}}}\left|Y_{\mathcal{A}}^{\prime}(\mathbf{x})\right| \\
& \leq c_{x} \cdot\left|X_{\mathcal{A}}\right|+c_{y} \cdot\left|X_{\mathcal{A}}\right| \cdot O\left(k^{s}\right) \\
& <c_{x} \cdot k \cdot 2^{s}+c_{y} \cdot k \cdot 2^{s} \cdot O\left(k^{s}\right)=O\left(k^{s+1}\right) .
\end{aligned}
$$

For each relation $R_{i}^{\prime}$ we have $\left|R_{i}^{\prime}\right| \leq\left|A^{\prime}\right|^{r_{i}} \in O\left(k^{(s+1) r_{i}}\right)$. Thus the size of $\left(\mathcal{A}^{\prime}, k\right)$ is bounded by $O\left(k^{(s+1) m}\right)$, where $m$ is the largest arity of a relation $R_{i}$.
Remark 4.12. For MAX SNP one can prove a stronger result that essentially relies on Lemma 4.4. That way one obtains bounds for the sizes of $A^{\prime}$ and $\left(\mathcal{A}^{\prime}, k\right)$ of $O(k)$ and $O\left(k^{m}\right)$ respectively.

## 5. Conclusion

We have constructively established that the standard parameterizations of problems in MIN $\mathrm{F}^{+} \Pi_{1}$ and MAX NP admit polynomial kernelizations. Thus a strong relation between constant-factor approximability and polynomial kernelizability has been showed for two large classes of problems. It remains an open problem to give a more general result that covers all known examples (e.g. Feedback Vertex Set). It might be profitable to consider closures of MAX SNP under reductions that preserve constant-factor approximability. Khanna et al. [16] proved that APX and APX-PB are the closures of MAX SNP under PTAS-preserving reductions and E-reductions, respectively. Since both classes contain Bin Packing which does not admit a polynomial kernelization, this leads to the question whether polynomial kernelizability or fixed-parameter tractability are maintained under restricted versions of these reductions.
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[^0]:    ${ }^{2}$ Treewidth does not admit a polynomial kernelization unless there is a distillation algorithm for all coNP complete problems [5]. Though unlikely, this is not known to imply a collapse of the polynomial hierarchy.

[^1]:    ${ }^{3}$ In literature the problem is often called $d$-Hitting Set but we will need $d=s$.

[^2]:    ${ }^{4}$ That is, $(\mathcal{A}, k)$ is a no-instance if $k>|A|^{c_{x}}$ since $k$ exceeds the number of tuples $\mathbf{x} \in A^{c_{x}}$.

