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Abstract

In this paper the Simultaneous Localization And Mapping (SLAM) problem in unknown indoor environments is addressed. A probabilistic approach integrating FastSLAM algorithm and a line feature map is developed and validated. Experimental validation is performed by a smart wheelchair equipped with proprioceptive and exteroceptive sensors in an office like environment where loop closing is achieved without any dedicated algorithm. Geometric hypothesis of orthogonal line features are considered to enhance the performance of the algorithm in the considered environment. The proposed approach results in a computationally efficient solution to the SLAM problem and the high quality sensor measurements allow to maintain a good localization of the mobile base and a compact representation of the environment.
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Nomenclature

- $M$: Number of particles
- $N$: Number of features in the map
- $s_k$: Pose of the robot at time instant $k$
- $x(k)$: x coordinate of the robot at time instant $k$
- $y(k)$: y coordinate of the robot at time instant $k$
- $\theta(k)$: Orientation of the robot at time instant $k$
- $u_k$: Input controls vector at time instant $k$
- $v$: Linear velocity of the robot
- $\omega$: Angular velocity of the robot
- $z_k$: Measurement vector at time instant $k$
- $s^m_k$: Particle $m$ at time instant $k$
- $w^m_k$: Weight of particle $m$ at time instant $k$
- $\tilde{w}^m_k$: Normalized weight of particle $m$ at time instant $k$
- $S_k$: Particle set at time $k$
- $\hat{S}_k$: Particle set before resampling step at time instant $k$
- $\sigma_s$: Standard deviation of distance measurement noise
- $\sigma_\theta$: Standard deviation of orientation measurement noise
- $\Pi^m$: Map of $m$-th particle, list of features
- $\Pi_j$: Parameter vector of feature $j$
- $\Pi^m_j$: Parameter vector of feature $j$ estimated by the $m$-th particle
- $\rho_j$: Normal distance between feature $j$ and the origin of the absolute reference frame
- $\alpha_j$: Angle between the normal to feature $j$ and the $X$ direction of the absolute reference frame
- $\epsilon$: Angular threshold for features association
- $D$: Distance threshold for features association
- $(\cdot)^k$: Indicates variable set from initial time instant 0 to $k$

1 Introduction

The first and fundamental issue for every autonomous mobile robot is to be able to self-localize with respect to the surrounding environment. If a sufficiently precise map of the environment is available, the robot compares its observations with the map in order to understand its current position. In many practical applications, the a priori knowledge of the environment is incomplete, uncertain, or not available at all: if this is the case, the robot should build the map during navigation and simultaneously, it should use the same map to compute its position. The problem is referred to as the Simultaneous Localization And Mapping (SLAM) problem and has gained a relevant position in robotics research since a first closed formulation of the problem was
introduced in [1]. The complexity of SLAM problem comes from the strong
correlation between the localization and the mapping tasks: on one side, the
robot pose has to be estimated with respect to the map; on the other one, the
map itself is built with respect to the estimated robot pose.

The problem has been deeply investigated in literature and different solutions
have been proposed; for a comprehensive overview see [2–4]. Many solutions
are based on the Extended Kalman Filter (EKF) approach. The environment
map is usually represented by a list of features defined by appropriate param-
eters. The state vector describing the system is composed by both the state
of the robot and the parameters of the map. At each time step new measures
are acquired and the estimation of the system state vector is updated using an
EKF [5–9]. The convergence of the algorithm is assured under the linear Gaus-
sian hypothesis, when the position of at least one feature is known in advance
and each feature is observed infinite number of times [6]. These assumptions
are not always verified: the kinematic model of the robot is usually non linear
and the uncertainty cannot in principle be assumed to be Gaussian if there
are ambiguities about the feature which is related to the measure (data as-
sociation problem). Moreover the time required to update the full covariance
matrix over the state vector scales quadratically with the number of features
and real-time implementation in large environments becomes more and more
expensive in terms of computational power.

To overcome to these problems, various approaches based on Rao-Blackwellised
particle filters have been developed. In particular, the key idea of the Fast-
SLAM algorithms [10], is that if one could exactly know the robot trajectory,
observations of different features would be statistically independent, then each
feature in the map is updated separately. The uncertainty in robot pose is rep-
resented with a set of weighted samples, where each sample is a hypothesis
of robot trajectory and has attached its own map. Each feature is updated
with an independent EKF attached to each particle. In such a way, the SLAM
problem is decomposed in 1 problem of robot localization and N problems of
feature position estimation, where N is the number of features in the environ-
ment. The non linear kinematic model can directly be considered and different
data association hypotheses can be maintained simultaneously. The complex-
ity of the algorithm is proportional to the number of particles used and to the
number of features. The algorithm has been proved to handle a large number
of features in real time, unknown data association and loop closing problems
[11,12]. Other particle filter based algorithms have been developed in order to
handle occupancy grids maps [13]. The advantage of using such maps is that
is not necessary to extract geometrical features from the raw sensor data, nor
to make hypotheses on the geometry of the surrounding environment, which
make the algorithms suitable for both indoor and outdoor environments. On
the other side the memory requirement and the computation effort needed
scales with each dimension of the environment. Further improvement is than
necessary in order to satisfy real-time constraints [13].

The main contribution of this paper is to validate experimentally the FastSLAM algorithm in a completely unknown indoor environment. An accurate sensor model is presented and a linear features based map is used. Such a representation leads to many advantages in an office like environment as shown by experimental results: the map is compact and adequate to model the real structure of the environment; the robot maintains good localization along the path, which allows not only to reduce the set of particles that represent localization uncertainty but also to close loops without any dedicated algorithm. The hypothesis of orthogonal features has been also assumed to enhance the performance of the algorithm in the considered indoor environment. The use of this algorithm in a more general environment, for example an outdoor environment, requires a more extended set of environment primitives.

Experimental tests have been performed on a powered wheelchair equipped with a fiber optic gyroscope, a laser scanner and two optical encoders connected to the axes of the driving wheels. The high quality of inertial data acquired allows to further reduce the number of particles needed for the algorithm to converge. The obtained results are of interest in the emerging area of assistive technologies, where powered wheelchairs can be used to strengthen the residual abilities of users with motor disabilities [14–18]. The proposed approach results in a computationally efficient solution to the SLAM problem and may really represent a basic step towards the proper design of a navigation system aimed at enhancing the efficiency and the security of commercial powered wheelchairs.

Section 2 recalls Rao-Blackwellised particle filters and FastSLAM algorithm. Section 3 describes the sensor equipment used in the performed experiments and Section 4 describes the implementation details of the proposed solution to the SLAM problem. Finally, Section 5 shows the experimental results obtained by the considered mobile base. Discussion and comments end the paper.

2 The FastSLAM algorithm

The FastSLAM algorithm here recalled, has been developed in [10]. FastSLAM is an instance of the Rao-Blackwellized Particle Filter for a state space approach to the SLAM problem. Particle filters can be considered as a discrete approximation of more general Bayes filters. In a probabilistic framework, the uncertainty on the state of the system is explicitly considered through some parameterization of its Probability Density Function (PDF). The key idea of particle filters is to approximate this function with sets of weighted samples, where each sample is an hypothesis on the state of the system and the attached
weight is the probability that the real state is equal to the hypothesis [19]. Particle filters in robotics found a very successful application in the Monte-Carlo localization algorithms [20]. Each particle represents a hypothesis on the robot pose and the weight is given by the likelihood of the external measure acquired. In the SLAM case however, the system is much more complex, as the state space is not simply described by the coordinates of the robot but also by all the parameters describing the map. In such a high dimensional space a huge number of samples (also called particles) are required, therefore Rao-Blackwellized Particle Filters have been introduced [21]. The Rao-Blackwell rule allows to decompose the posterior PDF and to consider a partition of the state vector. The state space describing the robot pose is only sampled and updated by a particle filter while the state space describing the map is updated by an analytical filter conditional on each robot pose sample. The independence properties of the SLAM problem imply that, parameters referred to different map features can be updated independently one from the others and hence a number of $MN$ EKFs are necessary, where $M$ is the number of particles and $N$ is the number of features actually in the map.

The state vector of each EKF is composed only by the parameters describing one feature. In the following, the FastSLAM algorithm proposed in [10] is recalled and some remarks are also introduced:

0. Initialization: draw $M$ independent identically distributed random samples from the PDF describing the initial robot pose;
1. Prediction: move samples according to the probabilistic motion model;
2. Update: acquire the new observation and weight the samples proportionally to likelihood of the measure;
3. Resampling step: normalize weights and resample particles in proportion to their weight;
4. Exact step: update the observed feature estimation of each resampled particle with an EKF. Go back to step 1.

Let $p(s_0)$ be the PDF describing the knowledge about the position of the robot $s_0$ at the beginning of the experiment. This function can be represented through a set of $M$ identically distributed random samples [22]:

$$s_0^m \sim p(s_0), \quad S_0 = \{s_0^m\}_{m=1...M}. \quad \quad (1)$$

At each time instant $k$, the robot position $s_k$ depends on the previous position $s_{k-1}$ and on the known input controls $u_k$.

In a probabilistic framework the uncertainty on the state of the robot can be described by the following PDF:

$$p(s_k|s_{k-1}^m, u_k). \quad \quad (2)$$
This function can be approximated moving the particles in $s_{k-1}^m$, according to the motion model, which is usually a probabilistic generalization of the robot kinematic model and a new set of particles $\hat{S}_k = \{\hat{s}_k^m\}_{m=1,...,M}$ is obtained. Not hypotheses are made on the motion model, which can be for instance, non-linear and non-Gaussian. When the robot acquires a new measure of the environment, the new information is used to update the PDF of the robot pose and to decrease the uncertainty. The measure is compared with the expectation computed in each sample and the likelihood of the observation is used to weight the particles. To calculate the value $w_k^m$ of the weight of the particles, two sources of uncertainty on the measure have to be considered: the sensor noise and the error in the estimation on feature location. To take into account the sensor noise, a probabilistic observation model is considered [20]:

$$p(z_k|s_k^m, \Pi_j^m), \quad (3)$$

which represents the PDF of the measurement $z_k$ conditioned to the robot pose $s_k^m$ and to the location of the observed feature $\Pi_j^m$ and it is usually obtained by a probabilistic generalization of the measurement equation. The estimation of the feature localization conditioned to all the previous positions and measurements $p(\Pi_j^m|s^{m,k-1}, z^{k-1})$ is considered. This PDF represent the uncertainty in the feature position estimation and is always a Gaussian with mean value vector and covariance matrix given by the EKF recursion at the previous time step. The value of the weight is then given by:

$$w_k^m \propto \int p(z_k|s_k^m, \Pi_j^m) \cdot p(\Pi_j^m|s^{m,k-1}, z^{k-1}) \cdot d\Pi_j^m. \quad (4)$$

If both the first and second terms are Gaussian, the integral can be solved in closed form, and the weight can be computed. Once all the $M$ weights have been calculated, they are normalized and the particles are resampled. Each particle $s_k^h$ in the new set $\hat{S}_k$ is the copy of a particle $\hat{s}_k^m \in \hat{S}_k$, where:

$$P(s_k^h = s_k^m) = \tilde{w}_k^m$$

and $\tilde{w}_k^m$ is the normalized weight. Finally, also the map has to be updated. The map is the list of the observed features, each described by a vector of parameters (mean values) and a covariance matrix. Each particle maintains its own map and only the features observed by the present measure is updated using a standard EKF. Only the resampled particles have to be updated, as the others are discarded in the next iteration. To apply the EKF, the measurement model needs to be linearized and the noise is approximated with a Gaussian. In this description the data association problem is not considered. In Section 4 the proposed solution to this problem is presented.
3 The sensor equipment

3.1 Fiber optic gyroscope measures

The Fiber Optic Gyroscope (FOG) is made of a fiber optic loop, fiber optic components, a photo-detector and a semiconductor laser. The phase difference of the two light beams travelling in opposite directions around the fiber optic loop is proportional to the rate of rotation (Sagnac effect). A FOG does not require frequent maintenance, has a longer lifetime of the conventional mechanical gyroscopes, and has also a low drift. The FOG readings are denoted by:

\[ \tilde{\Delta} \theta = \Delta \theta + n_g \] (6)

where \( \Delta \theta(\cdot) \) is the true value and \( n_g(\cdot) \) is an independent, zero mean, Gaussian white sequence with standard deviation \( \sigma_\theta \) [23–27]. As the FOG measure is much more reliable than the measure obtained from encoders readings it is used for robot pose estimation and it is assumed that the estimation of the robot angular velocity \( \omega \) coincides with \( \tilde{\Delta} \theta \), i.e. \( \omega = \tilde{\Delta} \theta \). Moreover, encoders readings are used for estimation of the linear robot velocity \( v \) making use of standard odometric equations [28].

3.2 Laser scanner measures

The distance readings by the Laser Measurement System (LMS) are related to the indoor environment model and the configuration of the mobile robot [29,30]. At the sampling time \( k \), the position of the center of the laser scanner,
referred to the inertial coordinate system \((O, X, Y)\), is:

\[
\begin{align*}
x_s(k) &= x(k) + l \cos \theta(k) \\
y_s(k) &= y(k) + l \sin \theta(k) \\
\theta_s(k) &= \theta(k)
\end{align*}
\]

as shown in Figure 1.

The walls and the obstacles in a semi-structured indoor environment can be represented by a proper set of planes orthogonal to the ground. Each plane is represented by the vector \(\Pi_j = [\rho_j, \alpha_j]^T\), where \(\rho_j\) is the normal distance of the plane from the origin \(O\), \(\alpha_j\) is the angle between the normal line to the plane and the \(X\) direction. In such a notation, the expectation of the \(i\)-th laser reading, \(i = 1, \ldots, n_l\), relative to the plane \(\Pi_j\), has the following expression (see Figure 1):

\[
z^j_i(k) = G_i(\Pi_j, s(k)) = \frac{\rho_j - x_s(k) \cos(\alpha_j) - y_s(k) \sin(\alpha_j)}{\cos(\theta^j_i(k))},
\]

where:

\[
\theta^j_i(k) = \alpha_j - \left( \theta_i - \frac{\pi}{2} \right) - \theta_s(k).
\]

To compute an expectation of the measurement vector \(z_k = [z_1(k), \ldots, z_{n_l}(k)]^T\), one has to decide which feature is being observed from each laser beam. In order to do this, the initial and final points of each line and possible occlusions have to be considered (data association problem: see Subsection 4.1). Although the LMS is a very accurate sensor, the noise in sensor readings has to be taken into account: the sensor noise is modeled with independent, zero-mean, Gaussian white sequences on each element of the measurement vector [29,30].

4 Developed solution

4.1 Data association

Solving the data association problem in the SLAM case means not only to associate each measure with the structure that generated it, but also to know how and when to initialize new features. In the developed solution, both the problems are faced by a matching algorithm. A local map is built at each time step, i.e. each laser beam is associated to a line referred to the mobile reference frame or is discarded. This is done with a split-merge algorithm [31]: the measurement vector is recursively divided in clusters of nearby points.
and then in linear regions. Outliers and spurious measures are automatically discarded. For each region, the parameters $\rho_j^\prime$ and $\alpha_j^\prime$ of the segment joining the first and last point of the same region are calculated. Now, local lines have to be compared with lines in the map for each particle: the parameters $\rho_j^m$ and $\alpha_j^m$ referred to particle $m$ are computed. Line $j$ is said to match line $g$ in the global map if:

1. the difference between $\alpha_j^m$ and $\alpha_g^m$ is less then a given threshold $\epsilon$;
2. the features can be partially superposed or are one next to the other, according to threshold $D$.

Threshold $\epsilon$ is chosen taking into account the noise of the laser sensor and the possible orientation error of the particle; threshold $D$ takes into account the accuracy of the sensor and the desired precision of the map. To verify the second condition, the initial and final points of the features have to be considered. As the environment is initially unknown, the end points of a line at a given time step do not represent an entire wall, but only the detected part of it, and they have to be updated each time a previously undetected part is observed. If both conditions are satisfied, then all the measures referred to line $j$ are associated to line $g$ using a reference index (Algorithm 1). Successively $g$ is “stretched” to the new detected final/initial point (Algorithm 2). If line $j$ doesn’t match any line in the map, then a minimum mean square algorithm is used to initialize mean values and covariance matrix of a new feature, while initial and final points are chosen as the projection of the observed points on the computed line. The measures referred to new features are not be used to compute the particle weight (equation 4) as it is not possible to compute the expectation.

The newly observed features will be then added to the global map. The map in each particle is maintained ordered: at each time step, the first features checked for matching are the ones observed at the previous step.

**Algorithm 1: Data Association**

<table>
<thead>
<tr>
<th>Data: $\Pi, \hat{\Pi}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result: $\mathcal{H}$</td>
</tr>
<tr>
<td>$\mathcal{H} = -1$;</td>
</tr>
<tr>
<td>$g = 0$;</td>
</tr>
<tr>
<td>for ($j = 1$ to length ($\Pi$)) do</td>
</tr>
<tr>
<td>retrieve $\alpha_j, \rho_j$ from $\Pi_j$;</td>
</tr>
<tr>
<td>while ($g &lt; \text{length}(\hat{\Pi}), \alpha_g &lt; \alpha_j$) do</td>
</tr>
<tr>
<td>retrieve $\alpha_g$ and $\rho_g$ from $\hat{\Pi}_g$;</td>
</tr>
<tr>
<td>$g +=$;</td>
</tr>
<tr>
<td>end</td>
</tr>
<tr>
<td>while ($\mathcal{H}_j = -1, g \leq \text{length}(\hat{\Pi}),</td>
</tr>
<tr>
<td>$d = \text{computeDistance}(\Pi_j, \hat{\Pi}_g);</td>
</tr>
<tr>
<td>if $d \leq D$ then $\mathcal{H}_j = g;</td>
</tr>
<tr>
<td>$g +=$;</td>
</tr>
<tr>
<td>retrieve $\alpha_g, \rho_g$ from $\hat{\Pi}_g$;</td>
</tr>
<tr>
<td>end</td>
</tr>
<tr>
<td>end</td>
</tr>
</tbody>
</table>
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Algorithm 2: UpdateMap1

Data: \((\Pi, \hat{\Pi}, \mathcal{H})\)

Result: \(\hat{\Pi}, \text{NewFeatures}\)

1. NewFeatures = \(\emptyset\);
2. for \((j = 1\) to length \((\Pi)\)) do
3. 
   \(\text{retrive } X_{j1}, X_{j2}, \text{ extreme points of } \Pi_j;\)
4. 
   \(g = \mathcal{H}_j;\)
5. 
   if \(g \geq 0\) then
6. 
      \(\text{retrive } \rho_{g}, \alpha_g \text{ and } X_{g1}, X_{g2} \text{ extreme points of } \hat{\Pi}_g;\)
7. 
      \(d[1] = \text{ComputeDistance}(X_{j1}, X_{g1});\)
8. 
      \(d[2] = \text{ComputeDistance}(X_{j1}, X_{g2});\)
9. 
      \(d[3] = \text{ComputeDistance}(X_{j2}, X_{g1});\)
10. 
      \(d[4] = \text{ComputeDistance}(X_{j2}, X_{g2});\)
11. 
      \(i = \text{IndexOfMax}(d);\)
12. switch \((i)\) do
13. 
      case \(1\) \(X_{g2} = X_{j1};\)
14. 
      case \(2\) \(X_{g1} = X_{j1};\)
15. 
      case \(3\) \(X_{g2} = X_{j2};\)
16. 
      case \(4\) \(X_{g1} = X_{j2};\)
17. end
18. 
      take the orthogonal projection of \(X_{g1}, X_{g2}\) to \(\rho_{g}, \alpha_g\) as new extreme points of \(\hat{\Pi}_g;\)
19. end
20. else \(\text{NewFeatures} = \text{add}(\Pi_j);\)
21. end

4.2 SLAM algorithm

At the beginning of each experiment \((k = 0)\) the environment is totally unknown, and the configuration of the system can be totally described by the robot pose \([0, 0, 0]^T\). When the robot acquires the first measure, the information extracted is stored in the initial map. At \(k = 1\), the robot has moved according to the control inputs \(u_k = [v(k), \omega(k)]^T\) and the robot pose \(s_k = [x(k), y(k), \theta(k)]^T\) can be described by the PDF expressed by Equation (2). A first set of \(M\) particles is drawn copying the initial position \(M\) times, \([s_0]_{m=1,...,M} = \mathcal{S}_0\). In the next iterations \((k \geq 2)\) of the algorithm, particles \([s_{k-1}]_{m=1,...,M}\) will instead be given by the resampling algorithm. The probabilistic motion model is obtained from the robot kinematic model and the statistic properties of the noise sequences \(\sigma_x\) and \(\sigma_\theta\), which are assumed to be known. In practice \(M\) random samples of noise are simulated, \([n_v^m, n_\omega^m]_{m=1,...,M}\) and \(M\) different control inputs \(u_k^m = [v^m(k), \omega^m(k)]^T\) are used. The new particles set \(\hat{\mathcal{S}}_k\) is obtained. As the model is non linear and non additive on Gaussian noise, the resulting discrete distribution of particles is not necessarily Gaussian. At each new measure, the information is used both to decrease the uncertainty on the robot pose and to add knowledge to the map. The first issue is faced weighting the particles with the likelihood \(w_k^m\) of Equation (4). The probabilistic observation model (3) is defined from the measurement Equation (7) and the statistical properties of the sensor noise. Linearizing the observation model around the current state estimation and updating features with an EKF, both the terms of the integral reported in Equation (4) are Gaussian and the weight
can be calculated as follows, where the time index \( k \) has been omitted:

\[
w^m \propto \exp \left( -\frac{1}{2} (z - \hat{z}^m) (Q^m)^{-1} (z - \hat{z}^m)^T \right) \frac{1}{(2\pi)^{d/2} (Q^m)^{d/2}},
\]

where \( \hat{z}^m \) is the linearization of \( G \) function, \( (\Sigma^m)^{-1} \) is the inverse of the covariance matrix of \( \Pi_j \) estimated by particle \( m \) at the previous time step, \( \hat{z}^m \) is the expectation. All the weights are computed and normalized. The particle set for the next iteration of the algorithm is drawn from \( S_k \) resampling particles with probability proportional to their weight with systematic resampling algorithm [32]. In the general case, more than one line feature is observed at each time step, and, instead of doing a resampling step for each observed feature, as proposed in [10], the algorithm computes a total weight, given by the sum of single normalized weights. This makes the algorithm faster and more robust to particle impoverishment [32]. Finally, the map of each resampled particle is updated using a standard EKF which state is \( \Pi_j \) for each observed feature \( j \). To allow this, the sensor noise has to be white, zero-mean and Gaussian and the observation model (3) is linearized. Algorithm 3, along with Algorithms 1 and 2, describes the implementation of the proposed method. Consider-

\begin{verbatim}
Algorithm 3: FastSLAM
1 FastSLAM(S_{k-1})
2 z_k = acquireLaser();
3 u_k = acquireOdometry();
4 π_k = splitAndMerge(z_k);
5 for m = 1 to M do
6   s_m^k = DrawFromMotionModel(s_{m-1}^k, u_k);
7   Π^m_k = LocalToGlobalCartesianFrame(π_k, s_m^k);
8   H^m_k = DataAssociation(Π^m_k, Π^{m-1}^k);
9   [Π^m_k, NewFeatures^m] = UpdateMap1(Π^m_k, Π^{m-1}^k, H^m_k);
10  for j = 0 to j = length Π do
11    g = H^m_k(j);
12    w^m_k = w^m_k + likelihood(Π_{j,k}^m, Π_{j,k}^m);
13  end
14 end
15 W_k = Normalize(W_k);
16 Resample(W_k);
17 for m = 1 to M do
18  if m is sampled then
19    Π^m_k = UpdateMap2(Π^m_k, Π^m_k, H^m_k);
20    Π^m_k = add(NewFeatures^m);
21  end
22  for m = 1 to M do
23    S^m_k = [s^m_k, Π^m_k];
24  end
25 return S_k;
\end{verbatim}

ing only line features is a well suited hypothesis in office-like environments (see also [33]). Navigation in an outdoor environment instead, requires a more general algorithm and a more complex setting. For example, in [34] a set of
different primitives is used. In this paper the achieved result is a simple and compact map, useful for navigation in office like environments, in which the robot and the user can easily recognize corridors and openings (doors). In the case of an office-like environment also, it is very likely that the walls are parallel or orthogonal one to the others. Introducing this hypothesis in the considered algorithm would lead to a faster computation without significantly affect the precision of the map of the considered environment. Algorithm 3 has been modified to handle this hypothesis. At the beginning a reference line is chosen from the scan and its angle $\alpha_0$ is considered as the reference angle. All the new features are forced to be orthogonal ($\alpha = \alpha_0 + \frac{\pi}{2}$, $\alpha = \alpha_0 + \frac{3\pi}{2}$) or parallel ($\alpha = \alpha_0$, $\alpha = \alpha_0 + \pi$) to the reference. The same approach is used after each EKF estimation. The feature parameter $\rho$ and the initial and final points have also to be corrected maintaining the medium point of the line fixed. This procedure is detailed in Algorithm 4.

**Algorithm 4: OrthogonalMap**

**Data:** $(\Pi, \alpha_0)$

**Result:** $\hat{\Pi}$

1. **for** $(g = 0 \text{ to length (} \Pi \text{)) do**
   2. retrieve $\langle \alpha_g, \rho_g, X_{g1}, X_{g2} \rangle$;
   3. **if** $|\alpha_g - \alpha_0| \leq \frac{\pi}{4}$ **then** $\alpha_g = \alpha_0$;
   4. **else if** $|\alpha_g - \alpha_0| \leq \frac{3\pi}{4}$ **then** $\alpha_g = \alpha_0 + \frac{\pi}{2}$;
   5. **else if** $|\alpha_g - \alpha_0| \leq \frac{5\pi}{4}$ **then** $\alpha_g = \alpha_0 + \pi$;
   6. **else** $\alpha_g = \alpha_0$;
   7. $\bar{x}_g = (X_{g1}.x + X_{g2}.x)/2$;
   8. $\bar{y}_g = (X_{g1}.y + X_{g2}.y)/2$;
   9. $\rho_g = \bar{x}_g \cdot \cos(\alpha_g) + \bar{y}_g \cdot \sin(\alpha_g)$;
   10. take the orthogonal projection of $X_{g1}, X_{g2}$ to $\rho_g, \alpha_g$ as new extreme points of $\hat{\Pi}_g$;
   11. **end**

5 Experimental results

The experimental tests have been performed on the TGR Explorer powered wheelchair [35] in an indoor environment. This vehicle has two driving wheels and a steering wheel. The odometric system is composed by two optical encoders connected to independent passive wheels aligned with the axes of the driving wheels, as shown in Figure 2. The odometric data are the incremental measures that at each sampling interval are provided by the encoders. The incremental optical encoders SICOD mod. F3-1200-824-BZ-K-CV-01 have been used [36]. Each encoder has 1200 pulses/rev. and a resolution of 0.0013 rad. These measures are directly acquired by the low level controller of the mobile base. The gyroscopic measures have been acquired in a digital form by a serial port on the on-board computer. The Fiber Optic Gyroscope (FOG) HITACHI mod. HOFG-1 has been used [37]. The good estimate of the vehicle orientation sensibly reduces the uncertainty of the robot pose and this fact allows the use
of a reduced number of particles. The main characteristics of the FOG are reported in Table 1. While the used FOG measures rotational rates with a very high accuracy, the internal integration to derive the heading angle can suffer from drift [25,26]. Because of the low rate integration drift of the used FOG (see Table 1), the drift is not accounted for in the proposed experiments where the robot task duration is on the order of several minutes. For longer task duration the rate integration drift can be compensated as proposed in [27] or can be periodically reset by a proper docking system or an absolute sensing mechanism [25]. The laser scanner measures have been acquired by the SICK LMS mod. 200 installed on the vehicle [38]. A resolution of 0.5 degrees and a spectrum of 180 degrees has been chosen.

A sampling time of 0.4s has been used. The main characteristics of the LMS
are reported in Table 2. A characterization study of the Sick LMS 200 laser scanner has been performed as proposed in [29]. Different experiments have been carried out to analyse the effects of data transfer rate, drift, optical properties of the target surfaces and incidence angle of the laser beam. Based on empirical data a mathematical model of the scanner errors has been obtained. This model has been used as a calibration function to reduce measurement errors. The TGR Explorer powered wheelchair with data acquisition system for FOG sensor, incremental encoders and laser scanner is shown in Figure 2. The FastSLAM algorithm has been implemented on the navigation module of the TGR Explorer powered wheelchair [35]. The navigation module developed for the considered vehicle interacts with the user in order to involve her/him in the guidance of the vehicle without limiting the functionality and the security of the system. The user sends commands to the navigation module through the user interface and the module translates the user commands in the low level command for the driving wheels. Two autonomy levels are developed to perform a simple filtering or to introduce some local corrections of the user commands on the basis of vehicle pose and environment information estimated by the considered FastSLAM algorithm (for more details see [17]). The navigation system is connected directly with the low level controller, the fiber optic gyroscope and the laser scanner by analog and digital converters and serial ports RS232, respectively.

Figures 3, 4, 5, 6 illustrate samples of the developed experiments. The parameters used respectively for the first experiment (Figures 3, 4 and 5) and for the second (Figure 6) are resumed in Table 3. The smart wheelchair has been driven by the user interface in indoor environments of the Dipartimento di Ingegneria Informatica, Gestionale e dell’ Automazione. Markers have been put on the floor to measure the real trajectory of the wheelchair compared to the environment. A slight rotation had to be carried out in order to compare the map obtained by the algorithm and the real map of the environment. This is due to the uncertainty of the true initial position with respect to the

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aperture Angle</td>
<td>3.14 rad</td>
</tr>
<tr>
<td>Angular Resolution</td>
<td>0.0175/0.0088/0.0044 rad</td>
</tr>
<tr>
<td>Response Time</td>
<td>0.013/0.026/0.053 s</td>
</tr>
<tr>
<td>Resolution</td>
<td>0.010 m</td>
</tr>
<tr>
<td>Systematic Error</td>
<td>±0.015 m</td>
</tr>
<tr>
<td>Statistic Error (1 Sigma)</td>
<td>0.005 m</td>
</tr>
<tr>
<td>Laser Class</td>
<td>1</td>
</tr>
<tr>
<td>Max. Distance</td>
<td>80 m</td>
</tr>
<tr>
<td>Transfer Rate</td>
<td>9.6/19.2/38.4/500 kBaud</td>
</tr>
</tbody>
</table>
Table 3
Parameters used in the experiments

<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Exp. 1</th>
<th>Exp. 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>$\sigma_s$</td>
<td>0.07</td>
<td>0.07</td>
</tr>
<tr>
<td>$\sigma_\theta$</td>
<td>0.0001</td>
<td>0.05</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>$\pi$</td>
<td>$\pi$</td>
</tr>
<tr>
<td>$D$</td>
<td>0.15m</td>
<td>0.15m</td>
</tr>
</tbody>
</table>

real environment. Figure 3(a) shows the real map (green lines), the map built by the FastSLAM algorithm (black lines) and the estimated position of the robot (red line) at time step $t = 80$s. Figure 3(b) shows the trajectory of the vehicle and the map estimated by the proposed algorithm at the end of the experiment. In Figure 3(b) blue dots are the markers on the floor, green lines represent the real map, the blue line is the robot path estimated by the odometric and gyroscope measure only, while black lines are the robot features estimation obtained by the FastSLAM algorithm; the red line is the trajectory estimated by the algorithm. Other experiments have been taken considering 130m long trajectories. The same number of particles, $M = 30$, has been used. Figures 4 and 5 show the obtained results for two different environment configurations. Blue dots are the markers on the floor and green lines represent the real map; the black lines and the red trajectory are estimations obtained by the considered FastSLAM algorithm.

To better evaluate the performance of the proposed algorithm, the following two tests excluding the high precision gyroscope measures from the dataset of Figure 5 have been done. In particular the Figure 6(a) shows the trajectory estimated using only the odometric data. In this case the error in the angle measurement is noticeably increased with respect to the one considered in previous examples and the trajectory estimated is far from the real one. In the second test the hypothesis of orthogonal features has been added: Figure 6(b) shows the results obtained. The robot maintains a good localization all along the path and the number of features in the map is further reduced. This test shows that the developed algorithm is able to correct the trajectory and gives a consistent map, confirming the high performance of the proposed algorithm and improving the quality of the map for the considered environments. Results in Figure 5 can be compared with results in Figure 6(b): in Figure 5 the same wall is generally represented by multiple features with slight different orientations; in Figure 6(b) instead, each wall is represented by only one feature. Note that open doors, represented by non-orthogonal short lines in Figure 5, disappear in Figure 6(b). The map resulting from such an algorithm is more compact, and well adapted to the explored office like environment. However, such a specialization could lead problems for a more general environment: in this case an algorithm integrating multiple primitives would have
Fig. 3. (a) Estimated map and trajectory at $t = 80s$; (b) Estimated VS real map and odometric trajectory. The unit of coordinate-axis is meter for both panels.

better results, at loss of some computational efficiency.

6 Concluding remarks

In this paper, an implementation of the FastSLAM algorithm with a line features based map is developed. The line feature map is proven to be an effective solution in indoor semi structured environments: the obtained maps give a detailed and compact representation of the environment, and the map-
The mapping algorithm allows to estimate the measures referred to previously unseen parts of detected lines, reducing the localization and mapping uncertainty all along the path. The hypothesis of orthogonal features enhances these qualities in the considered environment. Thanks also to the gyroscope sensor accuracy, the number of particles needed to achieve good localization and mapping is reduced to few tens. The implemented solution has been tested with experiments in a completely unknown indoor environment. However, to use the algorithm in a more general environment, a more extended set of primitives would be necessary.

The analyzed strategy is a computationally efficient solution to the mobile base localization in an unknown office-like environment and it represents a suitable solution to develop a navigation system aimed at enhancing the efficiency and the security of smart wheelchairs; the obtained map is suitable for the vehicle
Fig. 5. Complete map of the Department corridors; 130m long trajectory. The unit of coordinate-axis is meter.

and the human user to interact in order to achieve a better knowledge of the environment and a safer navigation.
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