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ABSTRACT. An edge-colored grap&¥' is rainbow connectedf any two vertices are connected by a
path whose edges have distinct colors. Thiebow connectivityof a connected grap&’, denoted
re(@), is the smallest number of colors that are needed in orderate® rainbow connected. In
addition to being a natural combinatorial problem, the lvaim connectivity problem is motivated
by applications in cellular networks. In this paper we gike first proof that computingc(G) is
NP-Hard. In fact, we prove that it is already NP-Completedoide ifrc(G) = 2, and also that it is
NP-Complete to decide whether a given edge-colored (withrdoounded number of colors) graph
is rainbow connected. On the positive side, we prove thaé¥erye > 0, a connected graph with
minimum degree at least: has bounded rainbow connectivity, where the bound depemigioa ¢,
and the corresponding coloring can be constructed in patjyaictime. Additional non-trivial upper
bounds, as well as open problems and conjectures are aksenped.

1. Introduction

Connectivity is perhaps the most fundamental graph-ttiegoeoperty, both in the combinato-
rial sense and the algorithmic sense. There are many wayetmthen the connectivity property,
such as requiring hamiltonicitys-connectivity, imposing bounds on the diameter, requiting
existence of edge-disjoint spanning trees, and so on.

An interesting way to quantitavely strengthen the conmigtrequirement was recently intro-
duced by Chartrand et al. ifj[5]. An edge-colored grépis rainbow connectedf any two vertices
are connected by a path whose edges have distinct colomtlyCi€a graph is rainbow connected,
then it is also connected. Conversely, any connected graplattrivial edge coloring that makes
it rainbow connected; just color each edge with a distindbrcdrhus, one can properly define the
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rainbow connectivityf a connected grapy, denoted-¢(G), as the smallest number of colors that
are needed in order to makerainbow connected. An easy observation is thaf ifs connected
and has vertices themr¢(G) < n — 1, since one may color the edges of a given spanning tree with
distinct colors. We note also the trivial fact that{ G) = 1 if and only if G is a clique, the (almost)
trivial fact thatrc(G) = n — 1 if and only if G is a tree, and the easy observation that a cycle with
k > 3 vertices has rainbow connectivify:/2]. Also notice that, clearly;c(G) > diam(G) where
diam(G) denotes the diameter 6f.

Chartrand et al. computed the rainbow connectivity of ssvgmaph classes including complete
multipartite graphs[]5]. Caro et a[]][6] considered the extal graph-theoretic aspects of rainbow
connectivity. They proved that @ is a connected graph withvertices and with minimum degrée
thenrc(G) < 5n/6, and if the minimum degree &thenrc(G) < 29n(1+ f(5)) wheref (5) tends
to zero as increases. They also determine the threshold function fandom graplG(n, p(n))
to haverc(G) = 2. In their paper, they conjecture that computingG) is an NP-Hard problem,
as well as conjecture that even deciding whether a graphdié§ = 2 in NP-Complete.

In this paper we address the computational aspects of mgigbbanectivity. Our first set of
results solve, and extend, the complexity conjectures fifiimIndeed, it turns out that deciding
whetherrc(G) = 2 is an NP-Complete problem. Our proof is by a series of redosti where
on the way it is shown theit-rainbow-colorability is computationally equivalent toet seemingly
harder question of deciding the existence @@adge-coloring that is required to rainbow-connect
only vertex pairs from a prescribed set.

Theorem 1.1. Given a graphG, deciding ifrc¢(G) = 2 is NP-Complete. In particular, computing
rc(G) is NP-Hard.

Suppose we are given an edge coloring of the graph. Is it therereto verify whether the
colored graph is rainbow connected? Clearly, if the numibeptors in constant then this problem
becomes easy. However, if the coloring is arbitrary, thédlemm becomes NP-Complete:

Theorem 1.2. The following problem is NP-Complete: Given an edge-calageaph G, check
whether the given coloring makésrainbow connected.

For the proof of Theorenh 1.2, we first show that the- ¢ version of the problem is NP-
Complete. That is, given two verticesandt of an edge-colored graph, decide whether there is a
rainbow path connecting them.

We now turn to positive algorithmic results. Our main pesitiesult is that connectedvertex
graphs with minimum degre@(n) haveboundedrainbow connectivity. More formally, we prove:

Theorem 1.3.For everye > 0 there is a constant’ = C'(¢) such that ifG is a connected graph with
n vertices and minimum degree at least thenrc(G) < C. Furthermore, there is a polynomial
time algorithm that constructs a corresponding coloringddixede.

The proof of Theorenh 1.3 is based upon a modified degree-femsion of Szemerédi's Regu-
larity Lemma that we prove and that may be useful in otheriegibns. From our algorithm it is
also not hard to find a probabilistic polynomial time alganit for finding this coloring with high
probability (using on the way the algorithmic version of fegularity Lemma from[]1] of{]7]).

We note that connected graphs with minimum degrebave bounded diameter, but the latter
property by itself doesot guarantee bounded rainbow connectivity. As an extreme pbeara star
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with n vertices has diamet@rbut its rainbow connectivity i& — 1. The following theorem asserts
however that having diametand only logarithmic minimum degree suffices to guarantedcav
connectivity3.

Theorem 1.4.If G is ann-vertex graph with diametetr and minimum degree at leaStog n then
rc(G) < 3. Furthermore, such a coloring is given with high probalyility a uniformly randon3-
edge-coloring of the grapty, and can also be found by a polynomial time deterministio@igm.

Since a graph with minimum degree’2 is connected and has diametgrwe have as an
immediate corollary:

Corollary 1.5. If G is ann-vertex graph with minimum degree at least thenrc(G) < 3.

The rest of this paper is organized as follows. The next@eaontains the hardness results,
including the proofs of Theorefn 1.1 and Theolenh 1.2. Se@ioontains the proof of Theorem 1.3
and the proof of Theorefn }.4. Atthe end of the proof of each@&ibove theorems we explain how
the algorithm can be derived — this mostly consists of udimegconditional expectation method to
derandomize the probabilistic parts of the proofs. The fiwdtion} contains some open problems
and conjectures. Due to space limitations, several praafe been omitted from this write-up.

2. Hardness results

We first give an outline of our proof of Theorgm]1.1. We begirshpwing the computational
equivalence of the problem of rainbow connectidtythat asks for a red-blue edge coloring in which
all vertex pairs have a rainbow path connecting them, to thdgmobf subset rainbow connectivity
2, asking for a red-blue coloring in which every pair of veecin agiven subsebf pairs has a
rainbow path connecting them. This is proved in Lenjmp 2.avael

In the second step, we reduce the problemextiending to rainbow connectivity, asking
whether a given partial red-blue coloring can be completeal dbtain a rainbow connected graph,
to the subset rainbow connectivityproblem. This is proved in Lemnja R.2 below.

Finally, the proof of Theorerf 1.1 is completed by reduc3a8AT to the problem oéxtending
to rainbow connectivity.

Lemma 2.1. The following problems are polynomially equivalent:
(1) Given a graphG decide whetherc(G) = 2.
(2) Given a graphG and a set of pairs? C V(G) x V(G), decide whether there is an edge
coloring of G with 2 colors such that all pairgu, v) € P are rainbow connected.

Lemma 2.2. The first problem defined below is polynomially reduciblenevgecond one:

(1) Given a graphG = (V, E) and a partial 2-edge-coloringy : E - {0,1} for E C E,
decide whethery can be extended to a compleéteedge-coloringy : E — {0,1} that
makes rainbow connected.

(2) Given a graphG and a set of pairs? C V(G) x V(G) decide whether there is an edge
coloring of G with 2 colors such that all pairgu, v) € P are rainbow connected.



4 S. CHAKRABORTY, E. FISCHER, A. MATSLIAH, AND R. YUSTER

We are unable to present the proofs of Lenjmp 2.1 and Leinai2.tdspace limitations.

Proof of Theorem[1.] We show that Problem 1 of Lemnja]2.2 is NP-hard, and then detthace
2-rainbow-colorability is NP-Complete by applying Lemind] 2nd Lemmd 2} 2 while observing
that it clearly belongs to NP.

We reduce3-SAT to Problem 1 of Lemmé 3.2. Given a 3CNF formula= A", ¢; over
variablesz, zs, ..., z,, We construct a grapt¥, and a partiaR-edge coloringy’ : E(G,) —
{0,1} such that there is an extensiqrof x’ that makes=,, rainbow connected if and only i is
satisfiable.

We defineG; as follows:

V(Gy) ={ci:ie[m]}U{z; :i € [n]}U{a}
E(Gy) = {{ci,xj} L2 € ¢;in qﬁ}u{{xi,a} i [n]}u{{ci,cj} Q] € [m]}u{{xi,wj} Q)] € [n]}

and we define the partial coloring as follows:
vi,je[m}x/({civ Cj}) =0

vi,jé[n}xl({xiv‘rj}) =0
V{xi,cj}eE(G¢)X'({xi, ¢;j}) = 01if z; is positive in ¢;, 1 otherwise

while all the edges ir{{xi, a}:i € [n]} (and only they) are left uncolored.

Assuming without loss of generality that all variablespimppear both as positive and as neg-
ative, one can verify that 2-rainbow-coloring of the uncolored edges corresponds tatiafging
assignment op and vice versa. [

The proof of Theorerh 3.2 is based upon the proof of the folgtheorem.

Theorem 2.3. The following problem is NP-complete: Given an edge colgeph G and two
verticess, t of G, decide whether there is a rainbow path connectirandt.

Proof. Clearly the problem is in NP. We prove that it is NP-Compleyeréducing 3-SAT to it.
Given a 3CNF formulap = A, ¢; over variablese;, zo, . .., z,, we construct a grapty', with
two special vertices, t and a coloringy : E(G,) — [|E(G,)|] such that there is a rainbow path
connectings andt in G, if and only if ¢ is satisfiable.

We start by constructing an auxiliary graph from ¢. The graphG’ has3m + 2 vertices, that
are partitioned inton + 2 layersVy, Vi, ..., Vin, Vint1, WhereVy = {s}, V.41 = {t} and for each
i € [m], the layerV; contains the three vertices corresponding to the literats @ clause inp).
The edges ofy’ connect between all pairs of vertices residing in conseeulgiyers. Formally,

E(G) = {{u,v} cdiem+1]st.ueVi_jandv € VZ}

Intuitively, in our final colored grapld/;, every rainbow path froms to ¢ will define a satisfying
assignment ob in a way that for every € [m], if the rainbow path contains a vertexc V; then
the literal ofc; that corresponds to is satisfied, and henacg is satisfied. Since any path from
to t must contain at least one vertex from every lalgrthis will yield a satisfying assignment for
the whole formulap. But we need to make sure that there are no contradictiomssimssignment,
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that is, no opposite literals are satisfied together. Ferwe modifyG’ by replacing each literal-
vertex with a gadget, and we define an edge coloring for whaatbow paths yield only consistent
assignments.

For every variabler;, j € [n], letv;,,vj,,...,v; be the vertices ofs’ corresponding to the
positive literalz;, and letv;,,v;,,...,v;, be the vertices corresponding to the negative literal
We can assume without loss of generality that both 1 and/ > 1, since otherwise the formula
can be simplified. For every such variablgewe also introducé: x ¢ distinct C0|0rSa{’1, e ,ai: -
Next, we transform the auxiliary gragh! into the final graptG,,. ’

For everya € [k] we replace the vertex;, that resides in layer (say} with £+ 1 new vertices
vy, ve, ... ,vp4q that form a path in that order. We also connect all verticdg in to v; and connect
all vertices inV; 1 to v,y 1. For everyb € [¢], we color the edgéu;, vp11 } In the new path with the
colorai,b. Similarly, for everyb € [¢] we replace the vertex;, from layer (say)V;; with k& + 1 new
verticesv,, v9, .. ., U+ that form a path, and connect all verticeslin_; tow; and all vertices in
Viry1 t0 T4 1. For everya € [k], we color the edgduv,, v,+1} With a;b. All other edges of7y
(which were the original edges 6f) are colored with fresh distinct colors.

Clearly, any path frons to ¢ in G4 must contain at least one of the newly built paths in each
layer. On the other hand, it is not hard to verify that any twathg of opposite literals of the same
variable have edges sharing the same color. m

Proof of Theorem[L.2. We reduce from the problem in Theor¢m|2.3. Given an edge elor
graphG = (V, E)) with two special vertices and¢, we construct a grap’ = (V’/, E’) and define
acoloringy’ : E' — [|E’|] of its edges such thatandt are rainbow connected i@ if and only if
the coloring ofG’ makesG’ rainbow connected.

LetV = {v; = s,v9,...,v, = t} be the vertices of the original grajgh We set
V=V u{s,t, b} u{st vl vl 0l 02 1)

and
B = EU{{s sk {t,t}{s,s'}, {2} ) U {{b, 0} i € ] JU
Of{wi,ely i€, e (1,2 u{{of, o) ig € ], abe {1,2}),
The coloringy’ is defined as follows:

all edges € E retain the original color, that ig’(e) = x(e);
the edgeqt,t'}, {s, b} and{{vi, vl i€ n— 1]} are colored with a special color;

the edgeqs, s'}, {t, b} and{{vi, v2} i € [2, n]} are colored with a special colog;

the edges ir{{vi, b} 1i€[2,n— 1]} are colored with a special colos;

77

the edges ir{{v@ U;? 21,j € [n], a,b € {1, 2}} are colored with a special coley.

One can verify thag’ makesG’ rainbow connected if and only if there was a rainbow path fiom
totinG. |
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3. Upper bounds and algorithms

The proof of our main Theorer 1.3 is based upon a modified defgren version of Sze-
merédi’'s Regularity Lemma, that we prove here and that neaydeful in other applications. We
begin by introducing the Regularity Lemma and the alreadymdegree-form version of it.

3.1. Regularity Lemma

The Regularity Lemma of Szemeréffj [9] is one of the most irtgrd results in graph theory
and combinatorics, as it guarantees that every graph hasjgproximation of constant descriptive
size, namely a size that depends onlyecand not on the size of the graph. This approximation
“breaks” the graph into a constant number of pseudo-randpartiie graphs. This is very useful in
many applications since dealing with random-like graphmush easier than dealing with arbitrary
graphs. In particular, as we shall see, the Regularity Leraltasvs us to prove that graphs with
linear minimum degree have bounded rainbow connectivity.

We first state the lemma. For two nonempty disjoint vertex getaind B of a graphG, we
defineE (A, B) to be the set of edges 6f betweend and B. Theedge densitpf the pair is defined
by d(A, B) = |E(4, B)|/(|A||B).

Definition 3.1 (e-regular pair) A pair (A, B) is e-regularif for every A’ C AandB’ C B satisfying
|A'| > €|A| and|B’| > €|B|, we haveld(A’, B") — d(A, B)| < e.

An e-regular pair can be thought of as a pseudo-random bipatéph in the sense that it
behaves almost as we would expect from a random bipartighgrhthe same density. Intuitively,
in a random bipartite graph with edge densityall large enough sub-pairs should have similar
densities.

ApartitionVy, ..., Vj, of the vertex set of a graph is called equipartitionif |V;| and|V}| differ
by no more thar forall 1 < ¢ < j < k (so in particular every; has one of two possible sizes).
The order of an equipartition denotes the number of partition clagsesbove). An equipartition
i, ..., Vi of the vertex set of a graph is calledaegular if all but at moste(g) of the pairs(V;, V;)
arece-regular. Szemerédi's Regularity Lemma can be formulatetbllows.

Lemma 3.2 (Regularity Lemma([[9]) For everye > 0 and positive integer, there existsV =
N@(E,K), such that any graph with, > N vertices has ar-regular equipartition of orderk,
whereK <k < N.

As mentioned earlier, the following variation of the lemnuares useful in our context.

Lemma 3.3(Regularity Lemma - degree forri [8]For everye > 0 and positive integek there is
N = N@(e, K) such that given any grapf = (V, E) withn > N vertices, there is a partition of
the vertex-seV” into k& + 1 setsVj;, V/, ..., V/, and there is a subgrap&” of G with the following
properties:

(1) K<k<N,

(2) s = |V§| < €5n and all other components;, i € [k] are of size/ £ 22,

(3) forall i € [k], V/ induces an independent setd,

(4) forall i, 5 € [k], the pair(V/,V]) is e>-regular in G, with density eithef or at least¢,
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(5) forall v € V, deger (v) > degg(v) — §n.

This form of the lemma (see e.g[] [8]) can be obtained by apglyhe original Regularity
Lemma (with a smaller value @f), and then “cleaning” the resulting partition. Namely, eddto
the exceptional sdt] all componentd/; incident to many irregular pairs, deleting all edges betwee
any other pairs of clusters that either do not formeaegular pair or they do but with density less
thane, and finally adding td also vertices whose degree decreased too much by thisasetsti
edges.

3.2. A maodified degree form version of the Regularity Lemma

In order to prove that graphs with linear minimum degree hHaugnded rainbow connectivity
number, we need a special version of the Regularity Lemmaghit stated next.

Lemma 3.4 (Regularity Lemma - new versionfor everye > 0 and positive integelk there is
N = MN4(e, K) so that the following holds: I&X = (V, E) is a graph withn > N vertices and
minimum degree at least then there is a subgrapi” of G, and a partition ofi” into V{’, ..., V}”
with the following properties:

(1) K<k<N,

(2) foralli e [k], (1 —e)f < |V/| < (1+ €)%,

(3) forall i € [k], V" induces an independent setd,

(4) forall i,j € [k], (V/",V/")isan e3-regular pair in G”, with density eitheb or at least{5,

(5) for all i € [k] and everyw € V" there is at least one other cla$g’ so that the number of

neighbors of in G” belonging toV" is at least5|V}"|.

We also note that the above a partition as guaranteed by adifietbversion of the Regularity
Lemma can be found in polynomial time for a fixedgwith somewhat worse constants), by using
the exact same methods that were usefl]in [1] for construatiragorithmic version of the original
Regularity Lemma. We are unable to give the complete probeafma 3.4 due to space limitations.

3.3. Proof of Theorem[L.B

In this section we use our version of the Regularity Lemmartve Theorenj 1]3. First we
need some definitions. Given a graph= (V, E) and two subset$;,V> C V, let E(V1, Va)
denote the set of edges having one endpoinf;iand another endpoint ivk. Given a vertex, let
I'(v) denote the set af's neighbors, and foll” C V, letI'yy (v) denote the sé’ N I'(v).

For an edge coloring : £ — C, letr, denote the corresponding partition Bfinto (at most)
|C| components. For two edge coloringsand x’, we say thaty’ is arefinementf y if =,/ is a
refinement ofr,, which is equivalent to saying thgt(e1) = x'(e2) always impliesy(e;) = x(e2).

Observation 3.5. Let x andx’ be two edge-colorings of a gragh, such thaty’ is a refinement
of x. For any pathP in G, if P is a rainbow path undey, then P is a rainbow path undey’. In
particular, ify makesG rainbow connected, then so dogs m
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We define a set of eight distinct colofs= {a1, as,as, a4, b1, b2, b3,bs}. Given a coloring
x : E — C we say thatu,v € V area-rainbow connectedf there is a rainbow path from to v
using only the colors, as, as, as. We similarly defineb-rainbow connectegairs. The following
is a central lemma in the proof of Theor¢m]1.3. The proof of rea{8.p is given in Sectidn 3.4.

Lemma 3.6. For anye > 0, there isN = Nj{(e) such that any connected gragh= (V, £) with
n > N vertices and minimum degree at leastsatisfies the following. There is a partitidhof V'
into k& < N componentd/;, Vs, ..., Vj, and a coloringy : E — C such that for every € [k] and
everyu,v € V;, the pairu, v is botha-rainbow connected anétrainbow connected undey.

Using Lemmd 3]6 we derive the proof of Theorfn] 1.3. For a given0, setN = NE.g(e)
and setC' = %N + 8. Clearly, any connected gragh = (V, E) with n < C vertices satisfies
re(G) < C. So we assume that > C' > N, and letll = Vi,...,V, be the partition of” from
Lemma[3.B, while we know that < N.

First observe that since the minimal degre€ois en, the diameter ofy is bounded by /e.
This can be verified by e.g. by taking an arbitrary ventex 1 and executing & F'S algorithm
from it. Let Lq,...,L; be the layers of vertices in this execution, whdreare all vertices at
distancei from r. Observe that since the minimal degree is at leasthe total number of vertices
in every three consecutive layers must be at leasthust < 3/e. Since the same claim holds for
anyr € V, this implies thatliam(G) < t < 3/e.

Now letT" = (Vp, Er) be a connected subtree @fon at mostt - diam(G) < %N vertices
such that for every € [k], Vo N V; # (. Such a subtree must exist@since as observed earlier,
diam(G) < 3/e. Letx : E — C be the coloring from Lemm@a 3.6, and Wt= {h1, ha, ..., hjg, }
be a set of Ep| < %N fresh colors. We refing by recoloring every; € E(T') with colorh; € H.

Lety' : E — (CU H> be the resulting coloring afr. The following lemma completes the proof
of Theoren{1]3.

Lemma 3.7. The coloringx’ makes rainbow connected. Consequentty(G) < |Er|+8 < C.

Proof. Letw, v € V be any pair ofG’s vertices. Ifu andv reside in the same componérjtof the
partitionII, then (by Lemmad 3|6) they are connected by a gatf length at most four, which is a
rainbow path under the the original coloring Sincey’ is a refinement of;, the pathP remains a
rainbow path undex’ as well (see Observatign B.5).

Otherwise, letw € V; andv € Vj for i # j. Lett; andt; be vertices of the subtreg, residing
in V; andV; respectively. By definition of’, there is a rainbow path from to ¢; using colors from
H. Let P, denote this path. In addition, by Lemrha]3.6 we know that ferdfiginal coloringy,
there is a rainbow patk, from u to ¢; using colorsus, . . . , a4 and there is a rainbow path, from
v tot; using colorsy, ..., bs. Based on the fact that is a refinement of, it is now easy to verify
that P, P, and P, can be combined to form a rainbow path franto v undery’. ]

This concludes the proof of Theorgm]1.3, apart from the enc# of a polynomial time al-
gorithm for finding this coloring. We note that all argumeatsove apart from Lemmja 3.6 admit
polynomial algorithms for finding the corresponding stawes. The algorithm for Lemnfa 8.6 will
be given with its proof.
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3.4. Proof of Lemma[3.p
First we state another auxiliary lemma, which is proved anbxt section.

Lemma 3.8. For everye > 0 there existsV = Ng{(e) such that any grapltz = (V, E) with

n > N vertices and minimum degree at least satisfies the following: There exists a partition
IT = V4,..., Vi of V such that for every € [k] and everyu,v € V;, the number of edge disjoint

paths of length at most four fromto v is larger than8’ log n. Moreover, these sets can be found
using a polynomial time algorithm for a fixed

Proof. (of Lemma [3.§) First we apply Lemmé 3.8 to get the partitibh Now the proof follows

by a simple probabilistic argument. Namely, we color evalgex ¢ E by choosing one of the
colors inC = {ay,...,aq4,b1,...,bs} uniformly and independently at random. Observe that a fixed
path P of length at most four is an-rainbow path with probability at least™*. Similarly, P is

a b-rainbow path with probability at least™*. So any fixed paiu, v € V; is not botha-rainbow-
connected anbkrainbow-connected with probability at mcﬁtl—é%“*)85 logn < =2 and therefore
the probability that all such pairs are bathrainbow connected angdrainbow connected is strictly
positive. Hence the desired coloring must exist.

To find the coloring algorithmically, we note that for evepgirtial coloring of the edges of
the graph it is easy to calculate tbenditional probability that the fixed pair of vertices v is not
both a-rainbow-connected anilrainbow-connected. Therefore we can calculate the condit
expectation of the number of pairs that are not so connectedry partial coloring. Now we
can derandomize the random selection of the coloring abguesimg the conditional expectation
method (cf.[R]): In every stage we color one of the remairgdges in a way that does not increase
the conditional expectation of the number of unconnectes p&ince this expectation is smaller
than1 in the beginning, in the end we will have less thannconnected pair, and so all pairs will
be connected. [

3.5. Proof of Lemma[3.B

Givene > 0 let L = Ng](e, 1) and set)V to be the smallest number that satisf&é% >
8%log N. Now, given any graple: = (V, E) with n > N vertices and minimum degree at least
en, we apply Lemmd 3]4 with parameterand1. LetIl = Vi, Va,...,V; be the partition of/”
obtained from Lemmp 3.4, while as promiséds L = NpA(e).

Fix i € [k] andu,v € V;. From Lemmd 3]4 we know that there is a comporiénsuch that
u has at leastzn neighbors inl/,. Similarly, there is a componef, such that has at least;n
neighbors inV;. LetI’, , denote the set of’s neighbors inV,, and similarly, letl’, , denotev’s
neighbors inV;,. We assume in this proof th&f, = V},, and at the end it will be clear that the case
V. = V, can only benefit.

We say that a sdt’,, = {w1,...,w;} C V; is distinctly reachable fromu if there are distinct
verticeswy, ..., w; € I'y, such that for every € [t], {w;,w}} € E. Notice that the collection of
pairs{w;, w;} corresponds to a matching in the graghwhere all edges of the matching have one
endpoint inV; and the other endpoint in, ,. Similarly, we say thatV,, C V; is distinctly reachable
from v if there are distinct vertices), ..., w; € I',} such that for every € [t], {w;, w}} € E.
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Observe that it is enough to prove that there exists &5at V; of sizee4% > 8%log N which is
distinctly reachable from botl andv. This will imply the existence o$® log N edge disjoint paths
of length four fromu to v.

Our first goal is to bound from below the size of the maximal gt as above. Since (by
Lemma[3.4)V, and V; are e3-regular pairs with density> = and sincec® < ¢/3, the number
of edges betweeh, , andV; is at least(5 — €*) [T'y.qf - ]V] Before proceeding, we make the
following useful observation.

Observation 3.9. Let H = (A, B) be a bipartite graph withy|A||B| edges. Ther contains a

matching) of sizev ‘Lﬂ@‘ .

Proof. Consider the following process that creafds Initially M, = (). Then in step, we pick
an arbitrary edgda, b} € E(H), setM;+1 = M; U {a,b} and remove fronE(H) all the edges
incident with eithera or b. Clearly, in each step the number of removed edges is boubged
|A| 4 | B|, so the process continues for at Ieﬁ&ﬁ—) = ’YI‘Aﬂ%I steps. HenceM| = ||J, M;| >

LTI .
AT+BT

Returning to the proof of Lemnja 3.8, by Observafioh 3.9 the ef a maximal seii,, as above
is at least

(£ ) Luallil_, € ) (/@R /m)
16 Tual + Vi — en/(3k) +n/k — 64k

To prove thatV = W, N W, is large, we similarly use the regularity condition, but nomthe
pair (I', »,, Wy,). We get,

‘E(Fv,ba w)| > (E — € > ’Fv,bHWu‘-

Here too, by Observatidn 3.9 we can bound from below the dizensaximal matching in the pair
(Pv,ln Wu) with

(en) ()

(5 ) P = (- ) o 2 2 > iy
v,b u 3kn + 64kn

where the last inequality follows from our choice df. Recall that the matching that we found

defines the desired s&’, concluding the proof. An algorithmic version of this lemman be

derived by simply using an algorithmic version of Lemjng 3.4hie selection of/, ..., V} above.

3.6. Graphs with diameter2

Proof of Theorem[1.4. Consider a randorg-coloring of E, where every edge is colored with
one of three possible colors uniformly and independentiaatlom. It is enough to prove that for
all pairsu,v € V the probability that they are not rainbow connected is attrbgs?. Then the
proof follows by the union bound (cf[][2]).
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Let us fix a pairu, v € V, and bound from above the probability that this pair is nottvaw
connected. We know that boll{«) andI'(v) (the neighborhoods af andv) contain at least log n
vertices.

(1) If {u,v} € E then we are done.

(2) If IT'(u) NT'(v)| > 2logn then there are at leadtog n edge-disjoint paths of length two
from u to v. In this case, the probability that none of these paths isrdoav path is
bounded by(1/3)?1°¢™ < 1/n2, and we are done.

(3) Otherwise, letA = I'(u) \ I'(v) andB = I'(v) \ I'(u). We know that A|, |B| > 6logn,
and in addition, since the first two cases do not hold and thenélier ofG is two, all the
(length two) shortest paths frodi's vertices tov go through the vertices i?. This implies
that every vertex: € A has a neighbob(z) € B (b(x) need not be a one-one function).
Let us consider the set of at le@dbg n edge-disjoint path® = {u,z,b(x) : z € A}. For
eachz € A, the probability that, z, b(x), v is a rainbow path (given the color of the edge
(b(z),v)) is 2/9. Moreover, this event is independent of the correspondirmts for all
other members ofl, because this proabablity does not change even with fullviedge of
the colors of all edges incident with Therefore, the probability that none of the paths in
P extends to a rainbow path fromto v is at most(7/9)61°6™ < 1/n?, as required.

The above proof immediately implies a probabilistic polyrial expected time randomized
algorithm with zero error probability (since we can alsoaidfintly check if the coloring indeed
makesG 3-rainbow connected). The algorithm can be derandomizedamerted to a polynomial
time probabilistic algorithm using the method of conditibexpectations (cf.[]2]) similarly to the
proof of Lemmd 3J6: For every partial coloring of the edgescare efficiently bound the conditional
probability that a fixed pait, v is not rainbow-connected, using the relevant one of theetbases
concerningu andv that were analyzed above. Now we can color the edges one babe&ch time
taking care not to increase the bound on the conditionalaapen of unconnected pairs that results
from the above probability bound for evemyandv. Since the bound on the expectation was smaller
than1 before the beginning of the process, in the end we would getid $-rainbow-coloring of
G. n

4. Concluding remarks and open problems

e Theorem[1]3 asserts that a connected graph with minimuneeegreastn has bounded
rainbow connectivity. However, the bound obtained is hugji¢fallows from the Regularity
Lemma. It would be interesting to find the “correct” boundsléven possible that:(G) <
C'/e for some absolute constafit

e The proof of Theorenf 1.1 shows that deciding wheth€(Z) = 2 is NP-Complete. Al-
though this suffices to deduce that computingG) is NP-Hard, we still do not have a
proof that deciding whethetc(G) < k is NP-Complete for every fixe#l. It is tempting to
conjecture that for everk it is NP-Hard even to distinguish betwe@srainbow-colorable
graphs and graphs that are not e¥erainbow-colorable.

e A parameter related to rainbow connectivity is tlatnbow diameter In this case we ask
for an edge coloring so that for any two vertices, there isrdoav shortestpath connecting
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them. The rainbow diameter number, denotéd) is the smallest number of colors used
in such a coloring. Clearlyyd(G) > rc(G) and obviously every connected graph with
n vertices hag'd(G) < (3). Unlike rainbow connectivity, which is a monotone graph
property (adding edges never increases the rainbow caviteeaumber) this is not the case
for the rainbow diameter (although we note that constrgcéin example that proves non-
monotonicity is not straightforward). Clearly, computing(G) is NP-Hard sincec(G) =

2 if and only if rd(G) = 2. It would be interesting to prove a version of Theorenj 1.3 for
rainbow diameter. We conjecture that, indeedi7ifs a connected graph with minimum
degree at least then it has a bounded rainbow diameter.

e Suppose that we are given a gra@ghfor which we aretold that r¢(G) = 2. Can we
rainbow-color it in polynomial time witlo(n) colors? For the usual coloring problem, this
version has been well studied. It is known that if a graphe®lorable (in the usual sense),
then there is a polynomial time algorithm that colors it wittn3/*) colors [3].

AcknowledgmentWe thank Van Bang Le and Zsolt Tuza for pointing out an errcorie of our
concluding remarks in an earlier version of this paper.

References

[1] N. Alon, R.A. Duke, H. Lefmann, V. Rddl, and R. Yustde algorithmic aspects of the Regularity Lemdwurnal
of Algorithms 16 (1994), 80-109.

[2] N. Alon and J. H. SpenceT,he Probabilistic Method, Second EditionWiley, New York, 2000.

[3] A. Blum and D. KargerAn O(n3/14)-coloring algorithm for3-colorable graphs Inform. Process. Lett., 61(1) :
49-53, 1997.

[4] B. Bollobas,Modern Graph Theory, Graduate Texts in Mathematics 184, Springer-Verlag 1998.

[5] G.Chartrand, G. L. Johns, K. A. McKeon, and P. ZhaRginbow connection in graphMath. Bohem., 133 (2008),
no. 1, 85-98.

[6] Y. Caro, A. Lev, Y. Roditty, Z. Tuza, and R. Yusté&dn rainbow connectivityThe Electronic Journal of Combina-
torics 15(2008), Paper R57.

[7] E. Fischer, A. Matsliah, and A. ShapirApproximate Hypergraph Partitioning and ApplicatiorBroceedings of
the 48th Annual IEEE Symposium on Foundations of Computange (FOCS) 579-589 (2007).

[8] J. Komlos and M. SimonovitsSzemerédis Regularity Lemma and its applications in gtagbry, In: Combina-
torics, Paul Erdds is Eighty (D. Miklos, V. T. Sos, and E68yi, Eds.), Bolyai Society Mathematical Studies, Vol.
2, Budapest (1996), 295-352.

[9] E. Szemerédi Regular partitions of grapRspc. Colloque Inter. CNRS 26Q0CNRS, Paris) 399—-401 (1978).

This work is licensed un u
copy of this license, visitht t p: / / cr eati veconmons. or g/ | i censes/ by- nd/ 3. 0/|.



http://creativecommons.org/licenses/by-nd/3.0/

