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Abstract

In this paper we present a tail inequality for the maximum of partial sums of a weakly
dependent sequence of random variables that is not necessarily bounded. The class considered
includes geometrically and subgeometrically strongly mixing sequences. The result is then used
to derive asymptotic moderate deviation results. Applications include classes of Markov chains,

functions of linear processes with absolutely regular innovations and ARCH models.

1 Introduction

Let us consider a sequence X1, X», ... of real valued random variables. The aim of this paper
is to present nonasymptotic tail inequalities for S, = X; + X5 + --- + X, and to use them to

derive moderate deviations principles.

For independent and centered random variables Xi, X5, ..., one of the main tools to get

an upper bound for the large and moderate deviations principles is the so-called Bernstein
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inequalities. We first recall the Bernstein inequality for random variables satisfying Condition
(L) below. Suppose that the random variables X7, Xo, ... satisfy

242
o;t

log Eexp(tX;) < —2i
ogEep(tXi) < 5570

for positive constants o; and M, (1.1)
for any ¢ in [0,1/M]. Set V,, = 0% + 05 + - -+ 02. Then

P(S, > /2V,x + Mz) < exp(—z).

When the random variables X, X, ... are uniformly bounded by M then (1)) holds with

0? = VarX;, and the above inequality implies the usual Bernstein inequality
P(S, > y) < exp(—y2(2vn + QyM)_l). (1.2)

Assume now that the random variables X, X5, ... satisfy the following weaker tail condition:
for some v in |0, 1[ and any positive ¢, sup, P(X; > t) < exp(1 — (t/M)7). Then, by the proof of
Corollary 5.1 in Borovkov (2000-a) we infer that

P(|S,| > y) < Qexp(—clyQ/Vn> + nexp(—cz(y/M)V) , (1.3)

where ¢; and ¢y are positive constants (cz depends on 7). More precise results for large and
moderate deviations of sums of independent random variables with semiexponential tails may
be found in Borovkov (2000-b).

In our terminology the moderate deviations principle (MDP) stays for the following type of

asymptotic behavior:

Definition 1. We say that the MDP holds for a sequence (7},),, of random variables with the

speed a, — 0 and rate function I(¢) if for each A Borelian,

- tirjqu I(t) < liminfa,logP(y/a,T, € A)
eA° n
< limsupa,logP(y/a,T,, € A) < —inf I(t), (1.4)

- teA

where A denotes the closure of A and A° the interior of A.

Our interest is to extend the above inequalities to strongly mixing sequences of random
variables and to study the MDP for (S,,/stdev(S,,)),. In order to cover a larger class of examples
we shall also consider less restrictive coefficients of weak dependence, such as the 7-mixing
coefficients defined in Dedecker and Prieur (2004) (see Section P for the definition of these

coefficients).



Let X, Xs, ... be a strongly mixing sequence of real-valued and centered random variables.
Assume that there exist a positive constant 7; and a positive ¢ such that the strong mixing

coefficients of the sequence satisfy
a(n) < exp(—cn™) for any positive integer n, (1.5)
and there is a constant 7, in ]0, 4-00] such that

supP(|X;| > t) < exp(l —1¢"?) for any positive ¢ (1.6)
>0

(when v9 = 400 ([[.G) means that || X;||o < 1 for any positive ).

Obtaining exponential bounds for this case is a challenging problem. One of the available
tools in the literature is Theorem 6.2 in Rio (2000), which is a Fuk-Nagaev type inequality, that
provides the inequality below. Let v be defined by 1/ = (1/71) + (1/72). For any positive A

and any r > 1,

P( sup |Sk| >4)\) < 4(1 + al >_T/2 +4CnA! exp(—c(A/r)”) (1.7)
ke[l,n] - - rnV ’

where

V= sup(E(Xiz) +2 Z |E(XZX])|>

>0 =
Selecting in ([.7) » = A\?/(nV) leads to

A?log 2
2nV

P( sup [Sy] = 43) < dexp(-
ke(1l,n]

) 4+ 4CnA "t exp <—c(nV/)\)”)

for any A > (nV)Y2. The above inequality gives a subgaussian bound, provided that
(nV/XN)Y > A?/(nV) +log(n/)\),

which holds if A < (nV)0+D/0+2) (here and below < replaces the symbol o). Hence ([7]) is
useful to study the probability of moderate deviation P(|S,| > ¢\/n/a,) provided a,, > n=7/0+2).
For v = 1 this leads to a, > n~3. For bounded random variables and geometric mixing rates
(in that case 7 = 1), Proposition 13 in Merlevede and Peligrad (2009) provides the MDP under

1/2

the improved condition a, > n~ We will prove in this paper that this condition is still

suboptimal from the point of view of moderate deviation.
For stationary geometrically mixing (absolutely regular) Markov chains, and bounded func-

tions f (here v = 1), Theorem 6 in Adamczak (2008) provides a Bernstein’s type inequality for



Su(f) = f(X1) + f(X2) + -+ -+ f(X,). Under the centering condition E(f(X;)) = 0, he proves
that

P(IS.(/)] 2 V) < Cexp(— min( g, ), (1)

C no?’ logn

where 0 = lim, n"'VarS,(f) (here we take m = 1 in his condition (14) on the small set).
Inequality ([[.§) provides exponential tightness for S,(f)/y/n with rate a, as soon as a, >
n~!(logn)?, which is weaker than the above conditions. Still in the context of Markov chains,
we point out the recent Fuk-Nagaev type inequality obtained by Bertail and Clémengon (2008).
However for stationary subgeometrically mixing Markov chains, their inequality does not lead to
the optimal rate which can be expected in view of the results obtained by Djellout and Guillin
(2001).

To our knowledge, Inequality ([[.§) has not been extended yet to the case v < 1, even for the
case of bounded functions f and absolutely regular Markov chains. In this paper we improve
inequality ([[.7) in the case v < 1 and then derive moderate deviations principles from this
new inequality under the minimal condition a,n?/?~" — oco. The main tool is an extension
of inequality ([.3) to dependent sequences. We shall prove that, for a-mixing or 7-mixing
sequences satisfying ([.5) and ([-6) for v < 1, there exists a positive n such that, for n > 4 and
A > C(logn)"

P(sup |S;] > A) < (n+ 1) exp(—\?/C1) + exp(—A?/(Cy + CynV)), (1.9)

j<n
where C, C'} and Cy are positive constants depending on ¢, 7; and ¥, and V' is some constant
(which differs from the constant V' in ([.7) in the unbounded case), depending on the covariance
properties of truncated random variables built from the initial sequence. In order to define

precisely V' we need to introduce truncation functions ;.
Notation 1. For any positive M let the function ¢, be defined by ¢ (x) = (z A M)V (—M).

With this notation, ([.9) holds with

V' = sup sup (Var(gpM(X,-)) +2 Z |Cov(pr(X;), gpM(Xj))|). (1.10)

M>1 >0 J>i

To prove ([L9) we use a variety of techniques and new ideas, ranging from the big and small
blocks argument based on a Cantor-type construction, diadic induction, adaptive truncation
along with coupling arguments. In a forthcoming paper, we will study the case v; = 1 and

v = 00. We now give more definitions and precise results.



2 Main results

We first define the dependence coefficients that we consider in this paper.
For any real random variable X in L' and any o-algebra M of A, let Py be a conditional
distribution of X given M and let Py be the distribution of X. We consider the coefficient
7(M, X) of weak dependence (Dedecker and Prieur, 2004) which is defined by
sup‘/f z)Px m(dr) — /f IP’deH

fer(R)

M, X) = ) (2.1)

where A;(R) is the set of 1-Lipschitz functions from R to R.

The coefficient 7 has the following coupling property: If 2 is rich enough then the coefficient
7(M, X) is the infimum of || X — X*||; where X* is independent of M and distributed as X (see
Lemma 5 in Dedecker and Prieur (2004)). This coupling property allows to relate the coefficient
T to the strong mixing coefficient Rosenblatt (1956) defined by

aM,o(X))= sup |P(ANB)—-P(A)P(B)|,
AeM,Beo(X)

as shown in Rio (2000, p. 161) for the bounded case, and by Peligrad (2002) for the unbounded
case. For equivalent definitions of the strong mixing coefficient we refer for instance to Bradley
(2007, Lemma 4.3 and Theorem 4.4).

If Y is a random variable with values in R¥, the coupling coefficient 7 is defined as follows:
If Y € LY(RF),
T(M,Y) = sup{r(M, f(Y)), f € A (R")}, (2.2)

where A;(RF) is the set of 1-Lipschitz functions from R¥ to R.

The 7-mixing coefficients 7x (i) = 7(i) of a sequence (X;);cz of real-valued random variables

are defined by

1 . : : :
7,(41) = max —sup{ (Mp, (Xjp, -, X)) p+i<jp<---< jg} and 7(¢) = sup 7 (i), (2.3)

1<e<k { k>0

where M, = 0(Xj,j < p) and the above supremum is taken over p and (ji,...j¢). Recall that

the strong mixing coefficients «(7) are defined by:

a(i) =supa(M,,o(X;,j >i+p)).
PEL

Define now the function Q|y| by Qpy|(u) = inf{t > 0,P(|Y'| > ¢) < u} for v in |0, 1]. To compare
the T-mixing coefficient with the strong mixing coefficient, let us mention that, by Lemma 7 in
Dedecker and Prieur (2004),

2a(1)
(i) <2 /0 Qu)du, where @ = sup Q. (2.4)
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Let (X;)jez be a sequence of centered real valued random variables and let 7(i) be defined

by (). Let 7(z) = 7([z]) (square brackets denoting the integer part). Throughout, we assume
that there exist positive constants v; and 7, such that

7(x) < exp(—cz™) forany x > 1, (2.5)

where ¢ > 0 and for any positive t,

sup P(| Xy| > t) <exp(l —t"):= H(t). (2.6)
k>0
Suppose furthermore that
v < 1 where v is defined by 1/y=1/v1 +1/72. (2.7)

Theorem 1. Let (X;),ecz be a sequence of centered real valued random variables and let V' be
defined by ([[.10). Assume that (£.3), (B-@) and (2.7) are satisfied. Then V is finite and, for
any n > 4, there exist positive constants Cy, Cy, C3 and Cy depending only on ¢, v and v, such
that, for any positive x,

(s 2 ) srewl(5) +oolam) oo elr)

Remark 1. Let us mention that if the sequence (X;),ecz satisfies ([2-4) and is strongly mizing

with strong mizing coefficients satisfying (L.8), then, from (2.4), (B.3) is satisfied (with an other
constant), and Theorem [1 applies.

Remark 2. If Eexp(|X;|"?)) < K for any positive i, then setting C' = 1V log K, we notice that
the process (C~Y2X;) ez satisfies (B.G).

Remark 3. If (X;);cz satisfies (2.4) and (2.4), then

Vo< Sup( E(X2) +4Z/ Qux. ))dv)

>0

k>0
- sil>1109< E(X7) +4§/ Q\xl )Q(U)dU>,

where G is the inverse function of x — [ Q(u)du (see Section[5-3 for a proof ). Here the random

variables do not need to be centered. Note also that, in the strong mizing case, using (), we

have G(1(k)/2) < 2a(k).

This result is the main tool to derive the MDP below.



Theorem 2. Let (X;)icz be a sequence of random wvariables as in Theorem [] and let S, =
St X and o2 = VarS,. Assume in addition that iminf,_ 02/n > 0. Then for all positive
sequences a, with a, — 0 and a,n’/®") — oo, {6,1S,} satisfies ([[]) with the good rate
function 1(t) = t2/2.

If we impose a stronger degree of stationarity we obtain the following corollary.

Corollary 1. Let (X;);ez be a second order stationary sequence of centered real valued random
variables. Assume that (2-3), (2-8) and (B1) are satisfied. Let S, =Y . | X; and o2 = VarS,,.
Assume in addition that 02> — oco. Then lim, .o, 02/n = % > 0, and for all positive sequences
an, with a, — 0 and a,n”/? — oo, {n™Y2S,} satisfies ([4) with the good rate function
I(t) =t*/(207%).

2.1 Applications
2.1.1 Instantaneous functions of absolutely regular processes

Let (Y}),ez be a strictly stationary sequence of random variables with values in a Polish space E,
and let f be a measurable function from E to R. Set X; = f(Y;). Consider now the case where
the sequence (Yj)kez is absolutely regular (or S-mixing) in the sense of Rozanov and Volkonskii
(1959). Setting Fo = o(Y;,7 < 0) and Gy = o(Y;, 7 > k), this means that

B(k) = B(Fo,Gx) — 0, as k — oo,

with B(A, B) = L sup{>",; > ies IP(AiN B;) —P(A4;)P(B;)[}, the maximum being taken over all
finite partitions (A;);e; and (B;);es of € respectively with elements in A and B. If we assume
that

B(n) < exp(—cn™) for any positive n, (2.8)

where ¢ > 0 and v, > 0, and that the random variables X, are centered and satisfy (2.9) for
some positive v, such that 1/ = 1/, + 1/7 > 1, then Theorem [l and Corollary [l apply to
the sequence (X;);ez. Furthermore, as shown in Viennet (1997), by Delyon’s (1990) covariance
inequality,

V < E(f2(Xo)) +4 ) B(Bif*(Xo),

k>0
for some sequence (By)gso of random variables with values in [0, 1] satisfying E(By) < B(k) (see
Rio (2000, Section 1.6) for more details).
We now give an example where (Y;);ez satisfies (2.8). Let (Y;);50 be an E-valued irreducible

ergodic and stationary Markov chain with a transition probability P having a unique invariant



probability measure 7w (by Kolmogorov extension Theorem one can complete (Y;);>0 to a se-
quence (Y;);ez). Assume furthermore that the chain has an atom, that is there exists A C £
with m(A) > 0 and v a probability measure such that P(z,-) = v(-) for any x in A. If

there exists § > 0 and 7; > 0 such that E, (exp(d77)) < oo, (2.9)

where 7 = inf{n > 0; Y,, € A}, then the S-mixing coefficients of the sequence (Y;),>o satisfy
() with the same v; (see Proposition 9.6 and Corollary 9.1 in Rio (2000) for more details).
Suppose that 7(f) = 0. Then the results apply to (X;);>0 as soon as f satisfies

7(|f] > t) <exp(l—1t"?) for any positive ¢.

Compared to the results obtained by de Acosta (1997) and Chen and de Acosta (1998) for
geometrically ergodic Markov chains, and by Djellout and Guillin (2001) for subgeometrically

ergodic Markov chains, we do not require here the function f to be bounded.

2.1.2 Functions of linear processes with absolutely regular innovations

Let f be a 1-Lipshitz function. We consider here the case where
Xy = f(z ajfn—j) - Ef(z a]fn—j) ’
Jj=20 J=0

where A = 3. la;| < oo and (&)iez is a strictly stationary sequence of real-valued random
variables which is absolutely regular in the sense of Rozanov and Volkonskii.

Let Fo = 0(&,i < 0) and G, = 0(§,7 > k). According to Section 3.1 in Dedecker and
Merlevede (2006), if the innovations (&;);ez are in L2, the following bound holds for the 7-mixing

coefficient associated to the sequence (X;);ez:

i1

. 1/2,. .

7(8) < 2llolh D lasl + 4llolla D las| 8 — 5) -
J=i J=0

Assume that there exists v; > 0 and ¢ > 0 such that, for any positive integer k,

ar < exp(—c'k") and S (k) < exp(—c'k™).

Then the 7-mixing coefficients of (X);ez satisfy (). Let us now focus on the tails of the
random variables X;. Assume that (§;);cz satisfies (.6). Define the convex functions 1), for

n > 0 in the following way: ¢, (—x) = v, (x), and for any = > 0,
Yy(x) =exp(a”?) —1forn > 1 and o, (z) = / exp(u")du for n €]0, 1].
0
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Let || .||y, be the usual corresponding Orlicz norm. Since the function f is 1-Lipshitz, we get
that || Xolly,, < 24y, Next, if (§)icz satisfies (2.), then [|§oly,, < co. Furthermore, it
can easily be proven that, if [|Y|y, <1, then P(|Y| > t) < exp(1 —t") for any positive ¢. Hence,
setting C' = 2A||&ol|y,,, we get that (X;/C)iez satisfies (2.6) with the same parameter 7,, and
therefore the conclusions of Theorem [[ and Corollary [l hold with v defined by 1/y = 1/ +1/7,
provided that v < 1.

This example shows that our results hold for processes that are not necessarily strongly
mixing. Recall that, in the case where a; = 27"~! and the innovations are iid with law B(1/2),

the process fails to be strongly mixing in the sense of Rosenblatt.

2.1.3 ARCH(~) models

Let (m¢)iez be an iid sequence of zero mean real random variables such that ||ng]lec < 1. We
consider the following ARCH(0c0) model described by Giraitis et al. (2000):

Y, = oy, where 07 = a + Zanf_j : (2.10)
Jj=1

where a > 0, a; > 0and )., a; < 1. Such models are encountered, when the volatility (07):cz
is unobserved. In that case, the process of interest is (V;?);cz. Under the above conditions, there

exists a unique stationary solution that satisfies
IYol% < atad (Do ay) =M < oo.
e>1 j>1

Set now X; = (2M)~'(Y? —E(Y})). Then the sequence (X;);cz satisfies (B.G) with 7, = oc.
If we assume in addition that a; = O(V’) for some b < 1, then, according to Proposition 5.1
(and its proof) in Comte et al. (2008), the 7-mixing coefficients of (X;);ez satisty () with
71 = 1/2. Hence in this case, the sequence (X);ez satisfies both the conclusions of Theorem [
and of Corollary [I] with v = 1/2.

3 Proofs

3.1 Some auxiliary results

The aim of this section is essentially to give suitable bounds for the Laplace transform of
S(K) = ZX (3.1)
ieK

where K is a finite set of integers.



co = (202Y7 = 1)1 QU7 1), ¢ = min(cY ¢y /4,27, (3.2)

ey = 27 UFMMN e = 9271/7 and Kk = min (02, 03) . (3.3)

Proposition 1. Let (X;);>1 be a sequence of centered and real valued random variables satisfying
(B3), (B-8) and ([B7). Let A and ¢ be two positive integers such that A2~* > (1V2cy'). Let M =
H=Yr(c7Y A)) and for any j, set Xy (j) = o (X;) — Eon(X;). Then, there exists a subset
Kff) of {1,..., A} with Card(Kff)) > A/2, such that for any positive t < k(A1 A (QZ/A))%M,
where K is defined by (5.3),

1

log exp (t Z YM(j)) < 0P A+ t? (6(214)”%1 + 4A7(2A)2%) exp<—§ (c;_jl)%) . (3.4)

with
212 = sSup sup !
T>1 KCN* CardK

Var» or(X;) (3.5)
(the mazximum being taken over all nonempty finite sets K of integers).
Remark 4. Notice that v* <V (the proof is immediate).

Proof of Proposition [I. The proof is divided in several steps.
Step 1. The construction of Kﬁf). Let ¢ be defined by (B.9) and ny = A. Kﬁf) will be a
finite union of 2¢ disjoint sets of consecutive integers with same cardinal spaced according to a

recursive ” Cantor”-like construction. We first define an integer dy as follows:

g = sup{m € 2N, m < cong} if ng is even
° sup{m € 2N+ 1, m < ¢ono} if ng is odd.

It follows that ng — dy is even. Let ny = (ng — dp)/2, and define two sets of integers of cardinal

ny separated by a gap of dy integers as follows

1171 = {1,...,71,1}
1172 = {n1+d0+1,...,n0}.

We define now the integer d; by

g sup{m € 2N, m < 602_(6/\%)710} if n; is even
! sup{m € 2N+ 1, m < 002_(“%)710} if ny is odd.

10



Noticing that ny —d; is even, we set ny = (n; —dy)/2, and define four sets of integers of cardinal

) by

]2,1 = {1,...,712}
[272 = {TLQ‘l‘dl‘l‘l,...,nl}
127“_2 = (nl + do) + 127,' for ¢ = 1, 2.

Iterating this procedure j times (for 1 < j < £), we then get a finite union of 27 sets, (I; x)1<z<2s,
of consecutive integers, with same cardinal, constructed by induction from (/;_1)i1<k<2i-1 as
follows: First, for 1 < k < 2/~ we have

[j—l,k = {aj—l,k, ceey bj—l,k} )
where 1+ bj_1, — aj_11 = nj—1 and
1= aj—11 < bj—l,l < Qj-12 < bj_1,2 << Gjq9i1 < bj_172j—1 = np.
Let n; = 2_1(nj_1 — dj—l) and

g — sup{m € 2N, m < 002_(“1 no} if n; is even
sup{m € 2N+ 1, m < ¢,2~“" no} if n; is odd.

Then I, = {ajk, ajr + 1,...,b;x}, where the double indexed sequences (a;j) and (b;j) are
defined as follows:

Ajok—1 = Qj—1k, jor = bj_1k, bjor — ajor +1 =mn; and bjop_1 — ajon—1 +1 =mn;.

With this selection, we then get that there is exactly d;_; integers between I; ;1 and [} o for
any 1 < k <271
Finally we get

22
KY = Iy
k=1

Since Card(Iy;) = ny, for any 1 < k < 2¢ we get that Card(Kﬁf)) = 2°n,. Now notice that

A — Card(K Z2’d <Ac0(2231 1432 )gA/z.

7>0 j>1

Consequently
A > Card(K, Oy > 4/2 and n, < A27°.

11



The following notation will be useful for the rest of the proof: For any &k in {0, 1,...,¢} and

any j in {1,...,2‘} | we set
j2l7k

Kz(éf,)k,j = U Iy; . (3.6)

i=(j—1)2¢-k+1
Notice that K%) = K,(f,)(),l and that for any & in {0,1,...,¢}

2k

4 4
KY =K (3.7)

Jj=1
where the union is disjoint.

In what follows we shall also use the following notation: for any integer j in [0, £], we set
M; = H Y (r(c™ Y/ A2 D)) (3.8)
Since H™!(y) = (log(e/y))lm2 for any y < e, we get that for any = > 1,
H M (r(e Y ra)) < (1+2) ™ < (2012 (3.9)
Consequently since for any j in [0, /], A2=(D) > 1, the following bound is valid:
M; < (2427 D)= (3.10)
For any set of integers K and any positive M we also define

Su(K) =Y Xu(i). (3.11)

€K

Step 2. Proof of Inequality (3-4) with Kff) defined in step 1.
Consider the decomposition (B.1), and notice that for any i = 1,2, Card(KX)Li) < A/2 and
T(o(X; s i€ K, S (K 5)) < Ar(do)/2.
Since X () < 2M,, we get that |5’MO(K%)M)| < AM,. Consequently, by using Lemma 2 from
Appendix, we derive that for any positive ¢,
_ 2 . At
[Eexp (15, (K) = [[ Eexp (51 (K1) 1)) < Fr(do) exp(2tAMy)
i=1

Since the random variables Sy, (Kﬁf)) and Sy, (Kﬁf,)u) are centered, their Laplace transform are

greater than one. Hence applying the elementary inequality

|logz —logy| < |z —y|forz>1andy > 1, (3.12)

12



we get that, for any positive t,
. 2 . At
| log E exp (tSMo(Kﬁf))) - Z log E exp (tSMo(K/(f,)M))‘ < 7T(dg) exp(2tAM,) .
i=1

The next step is to compare E exp (tSMo(K,(q)l ;) with Eexp (tSMl( A 1 Z)) for i =1,2. The

random variables Sy, ( %’)172.) and S Ml(le’i) have values in [—AMjy, AMy|, hence applying the

inequality
e — e < tlje — yl (v el (3.13)

we obtain that, for any positive t,
_ ’ _
[Eexp (t5h,(K5h,0)) = Eexp (t5a (K5 )| < 1 E] Sas, (K5 ) = S (KS0)]

Notice that

E[Sun(K ) — S (K ) <2 D7 Ellonn, — ean) (X))

I3
]ng)l i

Since for all € R, |(pa, — ¢r,) ()| < Mo Ljyjsar,, we get that
E|(¢a — a0, ) (X)) < MoP(|X;| > My) < Myr(c™ 7 A2~ %))
Consequently, since Card(KX)l,i) < A/2, for any i = 1,2 and any positive ¢,
[Eexp (t5u, (K )) — Eexp (t8u, (K'Y, )| < tAMe4Yor(c 1 A270D))

Using again the fact that the variables are centered and taking into account the inequality (B-13),
we derive that for any ¢ = 1,2 and any positive ¢,

| log E exp (£S, ( Alz)) log E exp (tSMl( )‘ < eHAMoT (™ W A2~ ). (3.14)

Now forany k=1,...,fand any i = 1,...,2", Card(Kﬁf,)k’i) < 27%A. By iterating the above

procedure, we then get for any £k =1,...,¢, and any positive t,
2k71 2k:
| Z logEeXp (thk—l(Kx(f,)k)—lfi)) - Z logEexp (thkfl(K,(f,)k,z))‘
i=1 i=1
tA 2tAM;_,
< 2 pr(di) exp ()
and for any i = 1,..., 2%,
_ 2tAM;,_
| log E exp (tSMkfl(Kx(f,)kJ)) log E exp (tSMk(Kﬁfkl)ﬂ <7(c” a1 A2 )) exp (Tfl) )

13



Hence finally, we get that for any 7 = 1,...,¢, and any positive t,

271 27
| Z log E exp (tSqu(K%,)j—l,i)) - Z log E exp (tSMj(K%)M)M
i=1 i=1
tA
< 5 —7(dj_1) exp(2tAM; _12'77) + 2/ 7(c” T A2~ )exp(QtAM] 12179y

Set
/{:gzsup{jGN,j/”y<€},
and notice that 0 < k, < ¢ — 1. Since K © = K%,)o,p we then derive that for any positive t,

2kz+1
¢
[log Eexp (tSar, (KY))) = > log Eexp (S, ., (K ), 11.))]
i=1
A & 2tAM = 2AM,
1/ 1/
S?Z exp —I—QZQJ MM A279/7) exp (T)
+2’W+1¢(c U A2-4) exp(2tAM,w key (3.15)
Notice now that for any i = 1,...,2~k+1 SMkﬁl(Kx(f,)kz-i‘l,i) is a sum of 2¢7%~1 blocks, each of size

ny and bounded by 2Mj,1n,. In addition the blocks are equidistant and there is a gap of size
di,+1 between two blocks. Consequently, by using Lemma 2 along with Inequality (B.13) and
the fact that the variables are centered, we get that

jot—ky—1
_ . _
| log E exp (tSMkHl(KEL)kﬁM)) — Z log E exp (tSMke+1(I€,j))|
j=(i—1)2¢"ke-141
Lo—ke—1 l—kp—1
< tny272 T(diy+1) exp(2t My, 41102 ). (3.16)

Starting from (B.19) and using (B-16)) together with the fact that n, < A27¢ we obtain:

2(
| log E exp (tSMO(K%))) — Z log E exp (tSMk£+1(]é7j)>|
j=1
A -1/ .—1/m i/ J
< 2; ) exp ( 2223 Yem MM A2 ) exp ( 5 )
2tAM,
_'_2kg+lT(C—1/’ylA2—£> exp ( t k[) + tAT(dke+1) eXp(the+1A2_kZ> . (317)

2ke
Notice that for any j =0,...,¢—1, we have d; +1 > [00A2_(M%)] and cOAQ_(“%) > 2. Whence
d; > (d; +1)/2 > cgA2 32
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Consequently setting ¢; = min(icl/ ey, 27Y7) and using (25), we derive that for any positive ¢,

2[
| log E exp (tSMO( ZlogEeXp (tSMk (L)
j=1
A & . 2tAM = 2 AM,
< D e ( — (et A2 4 ) +2 Z 27 exp ( (c1A279M)™ + =5 ]>

J=0

2tAM,
+2M+ exp ( — (AQ_Z)AY1 + ok ke)

+tAexp ( — (e A27) " + thZHAQ_kf) .
By (B-I0), we get that for any 0 < j < ky,
2AMj2—j < 2v1/v(2—jA)'y1/w )
In addition, since ky +1 > v¢ and v < 1, we get that
My, 1 < (24279172 < (242776 m/2

Whence,
Mke+1A2_kZ — 2ng+1A2_(kZ+1) < on/y An/r9—mt

In addition,
2AMk22—ke < 2271/7(A2—ke—1>71/7 < 922n/y pAn/v9—mt

Hence, if t < co AMO~D/7 where ¢ = 270+21/7 )t we derive that

22
| log E exp (tSMO( ZlogEeXp (tSMk (L)
7j=1
ke ke—1
< % exp(—%(clATj/”) ) +222Jexp<—§(clA2 3/7) )
j=0 =

+(2M 4+ tA) exp(—(c1 A27)1/2) .

Since 2k < 267 < A7, it follows that for any t < c, A1/,

22

A
| log E exp (tSMO( jzllogEexp (tSM,c +1([g]))| < (2€tA+4AV)exp< . (Cég ) ) )

(3.18)

We bound up now the log Laplace transform of each S My, . ({y;) using the following fact:

from 1’'Hospital rule for monotonicity (see Pinelis (2002)), the function = +— g(z) = z72(e*—z—1)

is increasing on R. Hence, for any centered random variable U such that ||U||. < M, and any
positive t,

Eexp(tU) < 1+ t*g(tM)E(U?). (3.19)

15



Notice that
Hngeﬂ ([&j)HOO < 2Mk2+1n€ < 271/4{(*’42_6)%/7'

Since t < 2771/7(2/A)/7 by using (B-H), we then get that
log E exp (thke+1([g7j)) < t*v’ny.
Consequently, for any ¢t < K(A“/l (=077 A (26/A)1/7), the following inequality holds:
log E exp (tSMO(K%))) < Pv*A+ (20tA + 4A7) exp(—(c1 A279)1/2) . (3.20)

Notice now that ||5’1\40(K1(f))||OO < 2MA < 21/ AN/ Hence if t < 271/7A=1/7 | by using (B19)
together with (B.J), we derive that

log E exp (tS’MO(K%))) < %A, (3.21)

which proves (B.4) in this case.
Now if 27/ YA/ < ¢ < g(AMOTD/Y A (26/4)1/7), by using (B20), we derive that (BF)
holds, which completes the proof of Proposition 1. ¢

We now bound up the Laplace transform of the sum of truncated random variables on [1, A].
Let
2
p=(22V4acgh) /(1 — 7)) and ¢y = 2/737/ 1212 (3.22)

where ¢ is defined in (B.2). Define also
v=(ca(3-207F) 4 1) (1= 20707 (3.23)
where & is defined by (B3).

Proposition 2. Let (X;);>1 be a sequence of centered real valued random variables satisfying
(B3), [24) and ([B7). Let A be an integer. Let M = H~'(7(c™/"A)) and for any j, set
Xu(j) = om(X;) — Eonm(X;). Then, if A > p with p defined by (3-23), for any positive
t < vANO=V/Y where v is defined by ([B.23), we get that

- AV (A)t?
logE(exp(t A XM(k))> <— w—lfm)l e (3.24)

where V(A) = 50v% + vy exp(—1, A1 (log A)™Y) and vy, vy are positive constants depending
only on ¢, v and 71, and v? is defined by (5.3).

16



Proof of Proposition B. Let A = A and X©(k) = X, for any k = 1,..., 4p. Let £ be a

fixed positive integer, to be chosen later, which satisfies
Ap27 > (2V 4yt (3.25)

Let Kﬁfg be the discrete Cantor type set as defined from {1,..., A} in Step 1 of the proof of
Proposition [ Let A; = Ay — CardKfQ and define for any k= 1,..., Ay,

XWD(k) = X;, where {i1,...,ia,} ={1,..., A} \ K4.

Now for ¢ > 1, let Kff;) be defined from {1,..., A;} exactly as Kg) is defined from {1,..., A}.

Here we impose the following selection of /;:
l; =inf{j € N, A,279 < A27*}. (3.26)
Set Ajyq = A; — CardK%Z) and {j1,.. ., ja t ={1,..., A} \ KX_":). Define now
XD () = XOG) for k=1,..., Aiyq .

Let
m(A) = inf{m € N, 4,, < A27‘}. (3.27)

Note that m(A) > 1, since Ag > A27¢ (¢ > 1). In addition, m(A) < /¢ since for all i > 1,
A; < A2
Obviously, for any i = 0,...,m(A) — 1, the sequences (X1 (k)) satisfy (2:3), (2.6) and
(B-9) with the same constants. Now we set Ty = M = H~'(7(c"'/" Ap)), and for any integer
j=0,...,m(A),
T, = H(r(c V0 4y).

With this definition, we then define for all integers ¢ and 7,
X7 (k) = o, (XD (k) = Eor, (X (k).
Notice that by (B.J) and (P.6]), we have that for any integer j > 0,
T; < (24,2 (3.28)

For any j =1,...,m(A) and i < j, define

A; Aj
Yi= Y X{P(k), Zi=> (X5 (k) — X{ (k) fori > 0, and R; =Y Xy (k).
k=1 k=1

kek [V

17



The following decomposition holds:

Ao m(A)—1 m(A)—1
DXp W)= D Vit D Zit+ Ry (3.29)
k=1 i=0 i=1
To control the terms in the decomposition (B.29), we need the following elementary lemma.
Lemma 1. For any j =0,...,m(A) — 1, Aj41 > 3¢04;.

Proof of Lemma [Il.  Notice that for any i in [0,m(A)[, we have A;11 > [coA;] — 1. Since
coA; > 2, we derive that [coA;] — 1 > ([coAi] +1)/3 > coA;/3, which completes the proof. ¢

Using (B.29), a useful consequence of Lemma [[] is that for any j =1,...,m(A)
24, Tj_1 < cs A (3.30)

where ¢4 is defined by (B.23)

A bound for the Laplace transform of Ry,a)
The random variable |R,4)| is a.s. bounded by 2A,,(4)Ta)—1. By using (B.30) and (B.27),

we then derive that
| Ry lloo < ca(Amay)™ < ey (A2_Z)%/’Y. (3.31)

Hence, if t < ¢;1(2¢/A)"/7, by using (B19) together with (B-), we obtain

log E(exp(tRpa))) < t*02A278 < (v A)? = 207 . (3.32)

A bound for the Laplace transform of the Y;’s.
Notice that for any 0 <1i < m(A) — 1, by the definition of ¢; and (B.23), we get that

270 A; = 2175 (4;/2) > 275 (A/2) > (1V 2¢h) .

Now, by Proposition 1, we get that for any i € [0, m(A)[ and any ¢ < /i(AZ_l A 2_ZiAZ-)MM with
x defined by (B.3),

log E(e™) §t2( \/7+(\/7 24;) 2ty +2A7/2(2A )Vl/y)exp(—%(clAQ 7 ))2

Notice now that ¢; < ¢ < A, A; < A27" and 277714 < 27%A; < 27YA. Taking into account
these bounds and the fact that v < 1, we then get that for any ¢ in [0,m(A)[ and any ¢ <
R(2'JA)TT A (21 /A,

A1/2 " A1+L~} C’Yl A\ 2
Y;: 2 24+ - 1 2
IOgE(et ) S t ('U 22/2 ‘l‘ <2 i W) eXp(—22+V1 <?> )) =t 02 g (333)




A bound for the Laplace transform of the Z;’s.
Notice first that for any 1 <i < m(A) — 1, Z; is a centered random variable, such that

|Z\<:§j( priy = er) X W)+ El(er., - en) XV (H)]).

Consequently, using (B-30) we get that
HZiHoo < 2Az‘Ti—1 < C4AZ1M.

In addition, since |(¢1, , — ¢r5)(2)] < (Ti-1 — T;) Tpsr,, and the random random variables
(X®(k)) satisfy (.6), by the definition of T}, we get that

E|Z < QATi1)*7(c /M A) < A
Hence applying (B-19) to the random variable Z;, we get for any positive t,
Eexp(tZ) < 1+ t2g(cst A )AT Y exp(—A]').
Hence, since A; < A2, for any positive ¢ satisfying ¢ < (2¢4)~*(2°/A)"(=1/7 we have that
UAT_, < AT/2.
Since g(z) < e® for > 0, we infer that for any positive ¢ with ¢ < (2¢4) 71 (2! /A)n -0/,
log Eexp(tZ;) < At3(277A)" /7 exp(—A)" /2) .

By taking into account that for any 1 < i < m(A) — 1, 4; > A,a-1 > A27¢ (by definition of
m(A)), it follows that for any i in [1, m(A)[ and any positive ¢ satisfying ¢ < (2¢4)~(2¢/A)(=1/7

log Eexp(tZ;) < t? (04(2_iA)“’1/“’ exp(—(A27)™ /4)) = t’03, . (3.34)

End of the proof. Let

m(A)—1 m(A)—1
“m/“/ 1 AN/ AN (@=) /vy
@) Q) A e S
and
-1 m(A)—
0'—0'1—|— Z O'Qz—i‘ Z 03,i
where o, 09; and o3, are respectively defined in (B:39), (B-33) and (B:39).
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Notice that m(A) < ¢, and ¢ < 2log A/ log 2. We select now ¢ as follows
(=inf{j € N, 2/ > A(log A)Y/"}.
This selection is compatible with (B:23) if
(2V degh)(log A/ < AT (3.35)
Now we use the fact that for any positive § and any positive u, §logu < u’. Hence if A > 3,
(2V ey ") (log A/ < (2Vdeg ) log A < 2(1 — )12V deg HAB/2
which implies that (B:37) holds as soon as A > p where p is defined by (B:22). It follows that
C <y A=/ (3.36)

In addition
ot

o < 5oV A 410 x 274N Y exp (— o

1 Lo
(A279™) + ey A"V exp (— L(A27)m).

Consequently, since A27¢ > %Al_“’(log A)™Y/7 | there exists positive constants v; and v, depend-

ing only on ¢, v and ~y; such that
o® < A(500° + 1 exp(—1, A1) (log A)7)) = AV(4). (3.37)

Starting from the decomposition (B.29) and the bounds (B.32), (B.33) and (B.34), we aggregate
the contributions of the terms by using Lemma [] given in the appendix. Then, by taking into

account the bounds (B-36) and (B.37), Proposition 2 follows. ¢

3.2 Proof of Theorem

For any positive M and any positive integer i, we set

X)) = o (Xi) — Eonr(X5)

o If A > n"/7, setting M = \/n, we have:

n

> [Xuli)] < 2,

i=1
which ensures that

IP’(sup 1S;] > 3)\) < P(i X, — X (6)] > /\>.

jsn i=1
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Now
n . 1 n .
P(Y 1% - K@) 2 A) <+ S EIX - X <_/ H(x
3= Tl 2 ) < 3 381 - K
Now recall that log H(x) = 1—272. It follows that the function # — log(z*H (z)) is nonincreasing
for x > (2/42)'/2. Hence, for M > (2/7,)/2,

/ H(z)dz < M2H(M)/ W MH().
M M T
Whence .
P(Z X, — X )| > )\) < 2n\'MH(M) for any M > (2/~) 2. (3.38)
i=1

Consequently our choice of M together with the fact that (A\/n)” > A7 lead to

P(sup 1S;] > 3)\) < 2exp(—\)

Jj<n

provided that A/n > (2/72)"72. Now since A > n/7, this condition holds if A > (2/)"/7.
Consequently for any A > n"/7, we get that

P(sup |S;] > 3>\> <eexp(=A1/Ch),
j<n

as soon as O > (2/72)'/7.
o Let ¢ = pV (2/72)"" where p is defined by (B:23). Assume that (4¢)"/7 < A < /7. Let p

be a real in [1, £, to be chosen later on. Let

A= [%} k= [%} and M = H™'(r(c 7 A)).

For any set of natural numbers K, denote

K) =3 Xuli)

€K

For i integer in [1,2k], let I; = {1+ (i — 1)A,...,iA}. Let also Iopy1 = {1+ 2kA, ... ,n}. Set

J
= Z SM(]2Z'—1 and 52 Z SM 121
We then get the following inequality

sup|S | < sup [Si(j )|+sgzg|52(j)l+2AM+Z|X,-—YM<z')|. (3.39)
WSS

jsk+1 i=1
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Using (B.3§) together with (B.F) and our selection of M, we get for all positive A that
P(Z | Xi — X ()| > )\> < MmN I M exp(—AM) for A > (2/y)Y 7.
i=1

By using Lemma 5 in Dedecker and Prieur (2004), we get the existence of independent random

variables (S%,(I5))1<i<x With the same distribution as the random variables Sy (ls;) such that
B[Sy (I5i) — Sy (Ini)| < A7(A) < Aexp ( - CA%) : (3.40)

The same is true for the sequence (Sps(Iz_1))i<i<kt1. Hence for any positive A such that
A > 2AM,

P(sup 1S;] > 6>\> < ATTA2k 4 1) exp (— cA™) + 20A " M exp(—A™)

j<n

-+ max }iﬁ;,(lm_l)} > ) +P(max | S 2

J<k+1

For any positive ¢, due to the independence and since the variables are centered, (exp(tSys(I))):

is a submartingale. Hence Doob’s maximal inequality entails that for any positive t,

<maxZSM (1) > >\> <e ’\tHE(exp tSM(Im))) )

i<k

To bound the Laplace transform of each random variable Sy (I2;), we apply Proposition J] to the

sequences (X;s);ez for suitable values of s. Hence we derive that, if A > p then for any positive
t such that t < vAMO~D/7 (where v is defined by (B.23)),

V(4)

1t 1An@=/v "

k
3 1ogE(exp(t§M(12,-))) < Akt?
=1

Obviously the same inequalities hold true for the sums associated to (—X;);cz. Now some usual
computations (see for instance page 153 in Rio (2000)) lead to

(%13]?(’25 (1) >)\><2exp< X )

4AKV (A) + 22—t An(=1/v
Similarly, we obtain that

2
(fil?ii ’ Z S (i 1)’ = A) = 2€Xp< 1Ak + DV (A) i 2/\u—1A“r1(1—'v>/'v> ‘
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Let now p = nA™?/ 7. It follows that 24 < X7 and, since M < (2A)“fl/“f2, we obtain 2AM <
(2A)n/7 < . Also, since A > (4¢)"/7, we have n > 4p implying that A > 47'\Y/" > (. The
result follows from the previous bounds.

To end the proof, we mention that if A < (4¢)7/7, then

ogisi=) <15 con( i)

which is less than nexp(—\7/C}) as soon as n > 3 and C; > (4()". ¢

3.3 Proof of Remark
Setting W; = ¢ (X;) we first bound Cov(W;, W;4)). Applying Inequality (4.2) of Proposition
1 in Dedecker and Doukhan (2003), we derive that, for any positive k,

V(M Wiy r)/2
‘COV(WZ', W2+k)‘ S 2/0 Q\Wﬂ @) G‘Wi+k|(u)du

where

VM, W) = [EWisr | M;) = E(Wip)[lr < 7(k),
since & +— @pr(x) is 1-Lipschitz. Now for any j, Quw, < Q|x,| < Q, implying that Gw, > G,
where G is the inverse function of u — [’ Q(v)dv. Taking j =i and j =i + k, we get that

T(k)/2
‘COV(WZ', Wz—l—k)‘ S 2/ Q|Xi| ©) G(u)du
0

Making the change-of-variables u = G(v) we also have

G(7(k)/2)
|Cov(W;i, Wisr)| < 2/ Qx, (w)Q(u)du, (3.41)
0

proving the remark.

3.4 Proof of Theorem

For any n > 1, let T' = T,, where (7},) is a sequence of real numbers greater than 1 such that
lim,, .o, T,, = 0o, that will be specified later. We truncate the variables at the level T;,. So we
consider

X! =7, (X;) — Epr, (X;) and X! = X; — X .
Let S), =", X/ and S// = > | X/. To prove the result, by exponentially equivalence lemma
in Dembo and Zeitouni (1998, Theorem 4.2.13. p130), it suffices to prove that for any n > 0,

lim sup a,, logP(@b’;ﬂ > 1) = —00, (3.42)
On

n—oo

23



and

t2

5 .

To prove (B.42), we first notice that |x — pr(x)| = (|| — T')4. Consequently, if

1
{—25!} satisfies ([4) with the good rate function I(t) = (3.43)
o

(2

then Qs < (Q — T)4. Hence, denoting by V7 the upper bound for the variance of Sj

(corresponding to V for the variance of S,) we have, by Remark fj ,

vy g/ol(Q(u)—Tn)idqule/o

k>0

Tw!

(k)/2
(Q(Gr,(v)) —Tp,)4dv .

where Gr is the inverse function of 2 — [(Q(u) — T')+du and the coefficients Ty (k) are the
T-mixing coefficients associated to (W});. Next, since x — x — pp(z) is 1-Lipschitz, we have that
mwi (k) < 7x(k) = 7(k). Moreover, Gp > G, because (Q —T)4 < Q. Since () is nonincreasing,
it follows that

1 7(k)/2
Vi< [ -TRa Y [T QG - T

k>0

Hence
lim Vf’n =0. (3.44)

n—-400
The sequence (X') satisfies (B.5) and we now prove that it satisfies also (B.g) for n large enough.
With this aim, we first notice that, since |E(X/)| = |E(X])| < T, | X/ < |X;| if | Xi| > T. Now
if | X;| < T then X/ = E(pr(X;)), and

‘E(ngn (XZ))‘ < H(x)dx < 1 for n large enough.
Tn

Then for t > 1,
sup P(|X[| >t) < H(t),

1€[1,n]
proving that the sequence (X!) satisfies (B.6) for n large enough. Consequently, for n large
enough, we can apply Theorem [[] to the sequence (X]'), and we get that, for any n > 0,

2.2 S

Yo 2,2
P(,/a—ZISZI > 77) < nexp(—n JZ) +exp<— 7% - ) +exp<— T n exp(n 7 )) ,

where § = (1 — 7)/2. This proves (B43), since a, — 0, a,n”/*™7) — oo, lim, . V. = 0 and

liminf, .., 02/n > 0.

S &

24



We turn now to the proof of (8:43). Let p, = [n*/*~7)] and q,, = ,p,, where 6, is a sequence
of integers tending to zero and such that

51/ [logn — oo and §'a,n/?™) — oo

(this is always possible since 7, > v and by assumption a,n?/?= — o0). Let now m, =
(n/(pn + @n)]. We divide the variables { X/} in big blocks of size p,, and small blocks of size g,
in the following way: Let us set for all 1 < j <m,,

(G—1)(pn+qn)+pn J (Pntaqn)
Y, = > X! and Zj,= > X!
i:(j—l)(pn+qn)+1 i:(j_l)(pn+qn)+ll7n+1

Then we have the following decomposition:

= Yia+> Zint+ Y. X (3.45)
For any 7 =1,...,m,, let now

I(n,j) ={0 =D)Pn+ @)+ 1,....(G = 1)(pn +qn) + P}
These intervals are of cardinal p,,. Let
l, = inf{k € N* 2F > ¢-1pn/24-1/2}
where ¢,, a sequence of positive numbers tending to zero and satisfying
24,0 & . (3.46)

For each j € {1,...,m,}, we construct discrete Cantor sets, K}f’;)j), as described in the proof of

Proposition ] with A = p,,, £ = ¢,, and the following selection of c,

e, 20=M/v _1
S l4e, 27 —1

Co

Notice that clearly with the selections of p,, and £, p,2 % — co. In addition with the selection

of ¢y we get that for any 1 < j < m,,

and

ln .
Kﬁ(n?]) = U Ién,i(pna]) )

=1
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where the Iy, ;(p,, j) are disjoint sets of consecutive integers, each of same cardinal such that

__ Pn
2tn(1+¢,)

With this notation, we derive that

% Yn = mz S'(Kj)) + Z S'((KS) ) (3.48)
j=1 j=1

Combining (B-43) with (B.4§), we can rewrite S as follows

< Cardly, ;(pn,j) < (3.47)

Tn

_ mz SR ) + Z < (3.49)
j=1

where 7, = n — m,CardK g, (£ ) and the X; are obtained from the X/ and satisfied (223) and
(B-3) with the same Constants. Since r, = o(n), applying Theorem [] and using the fact that
liminf, .. 02/n > 0, we get that for any n > 0,

lim sup ay, log P( \/7 ZX, > 1) : (3.50)

n—oo

Hence to prove (B.43), it suffices to prove that

{o;! Z S’ (K}fz)]))} satisfies ([[4) with the good rate function I(t) = */2. (3.51)
j=1
With this aim, we choose now T}, = e, /? where ¢, is defined by (B.40).
By using Lemma 5 in Dedecker and Prieur (2004), we get the existence of independent random

variables (S (K (n) ))) with the same distribution as the random variables S (K%z)])) such

1<j<mpn
that . .
* Zn n
ZE|S’ Sy = SHE )| < Tlgn) Y Card Ky
7j=1

Consequently, since Z CardK; (Z” )y S n, we derive that for any n > 0,

mn

Z S'( K(Z" —S*(K I(n] DI =n) < aylog (77 o, ny/ay exp (—céllnw@_”))) ;

an

which tends to —oo by the fact that lim inf, 02 /n > 0 and the selection of §,,. Hence the proof of
the MDP for {01 37" .S’ (K(Z” )} is reduced to proving the MDP for {c, ' 3~ S* (K(Z” )}
By Ellis Theorem, to prove (m) it remains then to show that, for any real ¢,

mn

anZlogEexp (tS’( Tons) )/\/anaz) — —asn— 0. (3.52)
j=1
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As in the proof of Proposition [l, we decorrelate step by step. Using Lemma J] and taking into
account the fact that the variables are centered together with the inequality (B-1J), we obtain,
proceeding as in the proof of Proposition [l], that for any real ¢,

Mn 2¢n

’ilogEexp(tS'(KW )/\/%7) ZZlogEexp(tS(]gMpm )/W)

7j=1 =1

e ke, cn

[tmapy ( Py tl pa o P t|  pa
< exp( c—— =" ) + exp(—c— 42 —)) ,
/anag 4 Qénw /ey o2 27en j; 4 23/ Enlyo? 2

where ky, = sup{j € N, j/v < £,}. By the selection of p, and £, and since lim inf, .., ¢2/n > 0
and £2a,n"/ =7 — oo, we derive that for n large enough, there exists positive constants K; and

K, depending on ¢, v and v, such that

Mn 2¢tn
(tS’( I(M /\/ana2) ZZlogEeXp (tS (1t,,i(pn, J )/\/ana2>
7=1 =1
< KlltWan—n log(n) exp (— Kz (2ayn /@) o0/ ) (3.53)

which converges to zero by the selection of g,,.
Hence (B.52) holds if we prove that for any real ¢

my 20
n 4 t2
an g g log E exp (tS/(Ign,i(pn,])/\/anU@ — 5 asn — 00, (3.54)
j=1 k=1

With this aim, we first notice that, by the selection of /,, and the fact that ,, — 0,

15" (Zesi(Prs D lloo < 21527 pyy = 0(/naty) = o(+/02ay) - (3.55)
In addition, since lim, V/ = 0 and the fact that liminf, 02/n > 0, we have lim,, o, *VarS, = 1.
Notice that by (B-49) and the fact that r,, = o(n),

Mn 2¢n

2
VarS! = E(Z Z S’(Igm(pn,j))) +o(n)asn — oo,
j=1 i=1
Also, a straightforward computation as in Remark  shows that under (R.) and (B.G) we have
Mn 2en Mn 2 n
(ZZ (I, i(Pns J) ) ZZE S' (I1,.i(pn, 7)) + 0(n) as n — oo
Jj=1 =1 j=1 i=1
Hence
my 200
lim ()2 Y CE(S™(Lei(par4))) = 1. (3.56)
7=1 =1

Consequently (B-54) holds by taking into account (B-53) and (B-50)) and by using Lemma 2.3 in
Arcones (2003). ©
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3.5 Proof of Corollary

We have to show that
lim Var(S,)/n=0?>0. (3.57)

Proceeding as in the proof of Remark [J, we get that for any positive £,
G(7(k)/2)
|Cov(Xo, Xi)| < 2/ Q*(u)du,
0

which combined with (P.5) and (2.6) imply that >, . k|Cov(Xo, X;)| < oo. This condition
together with the fact that Var(S,,) — oo entails (B.57) (see Lemma 1 in Bradley (1997)).

4 Appendix

We first give the following decoupling inequality.

Lemma 2. Let Y), ..., Y, be real-valued random variables each a.s. bounded by M. For every
i€ [l,pl, let M; =0(Y1,....,Y;) and fori > 2, let Y;* be a random variable independent of M;_;
and distributed as Y;. Then for any real t,

p p p
Eexp (¢ i) = [[Eexp(t)] < [t]exp(it]Mp) Y- EIY; = 7.
1=1

i=1 =2

In particular, we have for any real t,

bS]

p p
Eexp (¢ 7) = [[Eexp(t¥)] < [tlexp(|t]Mp) Y- 7(0(¥i, .. Yia), V).
i=1

i=1 =2

where T is defined by (B-3).
Proof of Lemma P Set U, =Y; + Y5 + - - -+ Y,. We first notice that

E(e'V7) — le(etYi) = f:(E(etUk) — E(e1)E(e")) f[ E(e™) (4.1)

k=2 i=k+1

with the convention that the product from p + 1 to p has value 1. Now

IE exp(tUy) — Eexp(tUs_1)E exp(tY3)| < || exp(tUs—1)]|oo |E(e™* — ™ |[My_1) |1 -
Using (B-13) we then derive that
|E exp(tUs) — E exp(tUy—1)E exp(tYy)| < [t exp([t|kM)||Yy, — Y[l - (4.2)

Since the variables are bounded by M, starting from (f-]) and using ([F), the result follows.c

One of the tools we use repeatedly is the technical lemma below, which provides bounds for

the log-Laplace transform of any sum of real-valued random variables.
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Lemma 3. Let Zy, Z, ... be a sequence of real valued random variables. Assume that there exist

positive constants oo, 01, ... and ¢y, c1, ... such that, for any positive i and any t in [0,1/¢],
logEexp(tZ;) < (oit)?/(1 — cit) .
Then, for any positive n and any t in [0,1/(co+c1 + -+ ¢n)l,
logEexp(t(Zo+ Zy + -+ + Zn)) < (at)?/(1 = C1),
where 0 =o0g+01+---+0, and C =co+c1+ -+ cp.

Proof of Lemma [B. Lemma [ follows from the case n = 1 by induction on n. Let L be the
log-Laplace of Zy + Z;. Define the functions v; by

Yi(t) = (t)? /(1 — cit) for t € [0,1/¢;[ and i(t) = 400 for t > 1/c;.

For w in ]0, 1[, let 7, (t) = uyi(t/u) + (1 — u)yo(t/(1 — u)). From the Holder inequality applied
with p = 1/u and ¢ = 1/(1 — u), we get that L(t) < v,(t) for any nonnegative t. Now, for ¢ in
[0,1/C, choose u = (01/0)(1 — Ct) + c1t (here C' = ¢y + ¢; and 0 = 0y + 01). With this choice
1 —u=(00/0)(1 —Ct)+ cot, so that u belongs to ]0, 1] and

L(t) < 7u(t) = (at)*/(1 = C1),

which completes the proof of Lemma . ¢
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