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Abstract. The k-Leaf Out-Branching problem is to find an out-branching, that is a
rooted oriented spanning tree, with at least k leaves in a given digraph. The problem has
recently received much attention from the viewpoint of parameterized algorithms. Here,
we take a kernelization based approach to the k-Leaf-Out-Branching problem. We give
the first polynomial kernel for Rooted k-Leaf-Out-Branching, a variant of k-Leaf-

Out-Branching where the root of the tree searched for is also a part of the input. Our
kernel has cubic size and is obtained using extremal combinatorics.

For the k-Leaf-Out-Branching problem, we show that no polynomial kernel is pos-
sible unless the polynomial hierarchy collapses to third level by applying a recent break-
through result by Bodlaender et al. (ICALP 2008) in a non-trivial fashion. However,
our positive results for Rooted k-Leaf-Out-Branching immediately imply that the
seemingly intractable k-Leaf-Out-Branching problem admits a data reduction to n in-
dependent O(k3) kernels. These two results, tractability and intractability side by side,
are the first ones separating many-to-one kernelization from Turing kernelization. This
answers affirmatively an open problem regarding “cheat kernelization” raised by Mike
Fellows and Jiong Guo independently.

1. Introduction

Parameterized decision problems are defined by specifying the input (I), the parameter
(k), and the question to be answered. A parameterized problem that can be solved in

time f(k)|I|O(1) where f is a function of k alone is said to be fixed parameter tractable
(FPT). Kernelization is a powerful and natural technique in the design of parameterized
algorithms. The main idea of kernelization is to replace a given parameterized instance
(I, k) of a problem Π by a simpler instance (I ′, k′) of Π in polynomial time, such that (I, k)

Key words and phrases: Parameterized Algorithms, Kernelization, Out-Branching, Max-Leaf, Lower
Bounds.
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is a yes-instance if and only if (I ′, k′) is a yes-instance and the size of I ′ is bounded by a
function of k alone. The reduced instance I ′ is called the kernel for the problem. Typically
kernelization algorithms work by applying reduction rules, which iteratively reduce the
instance to an equivalent “smaller” instance. From this point of view, kernelization can
be seen as pre-processing with an explicit performance guarantee, “a humble strategy for
coping with hard problems, almost universally employed” [14].

A parameterized problem is said to have a polynomial kernel if we have a polynomial
time kernelization algorithm which reduces the size of the input instance down to a polyno-
mial in the parameter. There are many parameterized problems for which polynomial, and
even linear kernels are known [9, 8, 13, 17, 25]. Notable examples include a 2k-sized kernel
for k-Vertex Cover [9], a O(k2) kernel for k-Feedback Vertex Set [25] and a 67k ker-
nel for k-Planar-Dominating Set [8], among many others. While positive kernelization
results have been around for quite a while, the first results ruling out polynomial kernels for
parameterized problems have appeared only recently. In a seminal paper Bodlaender et al.
[4] have shown that a variety of important FPT problems cannot have polynomial kernels
unless the polynomial hierarchy collapses to the third level (PH = Σ3

p), a well known com-
plexity theory hypothesis. Examples of such problems are k-Path, k-Minor Order Test,
k-Planar Graph Subgraph Test, and many others. However, while this negative result
rules out the existence of a polynomial kernel for these problems, it does not rule out the
possibility of a kernelization algorithm reducing the instance to |I|O(1) independent polyno-
mial kernels. This raises the question of the relationship between many-to-one kernelization

and Turing kernelization, see [3, 13, 17]: Is there a natural parameterized problem having

no polynomial kernel, but where we can “cheat” this lower bound by providing |I|O(1) poly-
nomial kernels? Besides being of theoretical interest, this type of results would be very
desirable from a practical point of view, as well. We show k-Leaf Out-Branching as the
first example of such a problem.

The Maximum Leaf Spanning Tree problem on connected undirected graphs is:
find a spanning tree with the maximum number of leaves in a given input graph G. The
problem is well studied both from an algorithmic [16, 22, 23] and combinatorial [11, 19, 21]
point of view, as well as from the parameterized complexity perspective [5, 13, 15]. An
extension of Maximum Leaf Spanning Tree to directed graphs is defined as follows.
We say that a subdigraph T of a digraph D is an out-tree if T is an oriented tree with
only one vertex r of in-degree zero (called the root). The vertices of T of out-degree zero
are called leaves. If T is a spanning out-tree, i.e., V (T ) = V (D), then T is called an out-

branching of D. The Directed Maximum Leaf Out-Branching problem is to find an
out-branching in a given digraph with the maximum number of leaves. The parameterized
version of the Directed Maximum Leaf Out-Branching problem is k-Leaf Out-

Branching, where for a given digraph D and integer k, it is asked to decide whether D
has an out-branching with at least k leaves. If we replace “out-branching” with “out-tree”
in the definition of k-Leaf Out-Branching, we get a problem called k-Leaf Out-Tree.

Unlike its undirected counterpart, the study of k-Leaf Out-Branching has only
begun recently. Alon et al. [1, 2] proved that the problem is fixed parameter tractable
(FPT) by providing an algorithm deciding in time O(f(k)n) whether a strongly connected
digraph has an out-branching with at least k leaves. Bonsma and Dorn [6] extended this
result to connected digraphs, and improved the running time of the algorithm. Recently,
Kneis et al. [20] provided a parameterized algorithm solving the problem in time 4knO(1).
This result was further improved by Daligaut et al. [10]. In a related work, Drescher
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k-Out-Tree k-Out-Branching

Rooted O(k3) kernel O(k3) kernel

Unrooted
No poly(k) kernel, No poly(k) kernel,

n kernels of size O(k3) n kernels of size O(k3)

Table 1: Our Results

and Vetta [12] described an
√

OPT -approximation algorithm for the Directed Maximum

Leaf Out-Branching problem. Let us remark that, despite similarities between directed
and undirected variants of Maximum Leaf Spanning Tree, the directed case requires a
totally different approach (except from [20]). However, the existence of a polynomial kernel
for k-Leaf Out-Branching has not been addressed until now.

Our contribution. We prove that Rooted k-Leaf Out-Branching, where for a given
vertex r one asks for a k-leaf out-branching rooted at r, admits a O(k3) kernel. A similar
result also holds for Rooted k-Leaf Out-Tree, where we are looking for a rooted (not
necessary spanning) tree with k leaves. While many polynomial kernels are known for
undirected graphs, this is the first known non-trivial parameterized problem on digraphs
admitting a polynomial kernel. To obtain the kernel we establish a number of results
on the structure of digraphs not having a k-leaf out-branching. These results may be of
independent interest.

In the light of our positive results it is natural to suggest that k-Leaf Out-Branching

admits a polynomial kernel, as well. We find it a bit striking that this is not the case –
k-Leaf Out-Branching and k-Leaf Out-Tree do not admit polynomial kernels unless
PH = Σ3

p. While the main idea of our proof is based on the framework of Bodlaender
et al. [4], our adaptation is non-trivial. In particular, we use the cubic kernel obtained
for Rooted k-Leaf Out-Branching to prove the lower bound. Our contributions are
summarized in Table 1.

Finally, notice that the polynomial kernels for the rooted versions of our problems yield
a “cheat” solution for the poly-kernel-intractable k-Leaf Out-Branching and k-Leaf

Out-Tree. Let D be a digraph on n vertices. By running the kernelization for the rooted
version of the problem for every vertex of D as a root, we obtain n graphs where each of
them has O(k3) vertices, at least one of them having a k-leaf out-branching iff D does.

Most proofs had to be omitted due to space limitations. More information can be found
at http://arxiv.org/abs/0810.4796.

2. Preliminaries

Let D be a directed graph or digraph for short. By V (D) and A(D), we represent the
vertex set and arc set, respectively, of D. Given a subset V ′ ⊆ V (D) of a digraph D, by
D[V ′] we mean the digraph induced on V ′. A vertex y of D is an in-neighbor (out-neighbor)
of a vertex x if yx ∈ A (xy ∈ A). The in-degree (out-degree) of a vertex x is the number of
its in-neighbors (out-neighbors) in D. Let P = p1p2 . . . pl be a given path. Then by P [pipj ]
we denote a subpath of P starting at vertex pi and ending at vertex pj. For a given vertex
q ∈ V (D), by q-out-branching (or q-out-tree) we denote an out-branching (out-tree) of D
rooted at vertex q. We say that the removal of an arc uv (or a vertex set S) disconnects

a vertex w from the root r if every path from r to w in D contains arc uv (or one of the
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vertices in S). An arc uv is contracted as follows: add a new vertex u′, and for each arc wv
or wu add the arc wu′ and for an arc vw or uw add the arc u′w, remove all arcs incident
to u and v and the vertices u and v. We say that a reduction rule is safe for a value k if
whenever the rule is applied to an instance (D, k) to obtain an instance (D′, k′), D has an
r-out-branching with ≥ k leaves if and only if D′ has an r-out-branching with ≥ k′ leaves.

Proposition 2.1. [20] Let D be a digraph and r be a vertex from which every vertex in

V (D) is reachable. Then if we have an out-tree rooted at r with k leaves then we also have

an out-branching rooted at r with k leaves.

Let T be an out-tree of a digraph D. We say that u is a parent of v and v is a child of
u if uv ∈ A(T ). We say that u is an ancestor of v if there is a directed path from u to v in
T . An arc uv in A(D) \A(T ) is called a forward arc if u is an ancestor of v, a backward arc
if v is an ancestor of u and a cross arc, otherwise.

3. Reduction Rules for Rooted k-Leaf Out-Branching

In this section we give all the data reduction rules we apply on the given instance of
Rooted k-Leaf Out-Branching to shrink its size.

Reduction Rule 1. [Reachability Rule] If there exists a vertex u which is disconnected

from the root r, then return No.

For the Rooted k-Leaf Out-Tree problem, Rule 1 translates into the following: If a
vertex u is disconnected from the root r, then remove u and all in-arcs and out-arcs of u.

Reduction Rule 2. [Useless Arc Rule] If vertex u disconnects a vertex v from the root r,
then remove the arc vu.

Lemma 3.1. Reduction Rules 1 and 2 are safe.

Reduction Rule 3. [Bridge Rule] If an arc uv disconnects at least two vertices from the

root r, contract arc uv.

Lemma 3.2. Reduction Rule 3 is safe.

Reduction Rule 4. [Avoidable Arc Rule] If a vertex set S, |S| ≤ 2, disconnects a vertex

v from the root r, vw ∈ A(D) and xw ∈ A(D) for all x ∈ S, then delete the arc vw.

Lemma 3.3. Reduction Rule 4 is safe.

Reduction Rule 5. [Two Directional Path Rule] If there is a path P = p1p2 . . . pl−1pl with

l = 7 or l = 8 such that

• p1 and pin ∈ {pl−1, pl} are the only vertices with in-arcs from the outside of P .
• pl and pout ∈ {p1, p2} are the only vertices with out-arcs to the outside of P .
• The path P is the unique out-branching of D[V (P )] rooted at p1.
• There is a path Q that is the unique out-branching of D[V (P )] rooted at pin.
• The vertex after pout on P is not the same as the vertex after pl on Q.

Then delete R = P \ {p1, pin, pout, pl} and all arcs incident to these vertices from D. Add

two vertices u and v and the arc set {poutu, uv, vpin, plv, vu, up1} to D.

Notice that every vertex on P has in-degree at most 2 and out-degree at most 2. Figure 1
gives an example of an application of Reduction Rule 5.

in
ria

-0
03

58
11

2,
 v

er
si

on
 1

 - 
6 

Fe
b 

20
09
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p1 u v p8pin

p1 p4 p5 p8

pout

p2 p3 p6 p7

Figure 1: An Illustration of Reduction Rule 5.

Lemma 3.4. Reduction Rule 5 is safe.

Proof. Let D′ be the graph obtained by performing Reduction Rule 5 to a path P in D.
Let Pu be the path p1poutuvpinpl and Qv be the path pinplvup1pout. Notice that Pu is the
unique out-branching of D′[V (Pu)] rooted at p1 and that Qv is the unique out-branching of
D′[V (Pu)] rooted at pin.

Let T be an r-out-branching of D with at least k leaves. Notice that since P is the
unique out-branching of D[V (P )] rooted at p1, Q is the unique out-branching of D[V (P )]
rooted at pin and p1 and pin are the only vertices with in-arcs from the outside of P , T [V (P )]
is either a path or the union of two vertex disjoint paths. Thus, T has at most two leaves
in V (P ) and at least one of the following three cases must apply.

(1) T [V (P )] is the path P from p1 to pl.
(2) T [V (P )] is the path Q from pin to pout.

(3) T [V (P )] is the vertex disjoint union of a path P̃ that is a subpath of P rooted at

p1, and a path Q̃ that is a subpath of Q rooted at pin.

In the first case we can replace the path P in T by the path Pu to get an r-out-branching
of D′ with at least k leaves. Similarly, in the second case, we can replace the path Q in
T by the path Qv to get an r-out-branching of D′ with at least k leaves. For the third
case, observe that P̃ must contain pout since pout = p1 or p1 appears before pout on Q and
thus, pout can only be reached from p1. Similarly, Q̃ must contain pl. Thus, T \ R is an
r-out-branching of D \R. We build an r-out-branching T ′ of D′ by taking T \R and letting
u be the child of pout and v be the child of pl. In this case T and T ′ have same number of
leaves outside of V (P ) and T has at most two leaves in V (P ) while both u and v are leaves
in T ′. Hence T ′ has at least k leaves.

The proof for the reverse direction is similar.

A digraph D is a reduced instance of Rooted k-Leaf Out-Branching if none of the
reduction rules (Rules 1–5) can be applied to D. The following statement is easy to see:

Lemma 3.5. For a digraph D on n vertices, we can obtain a reduced instance D′ in poly-

nomial time.
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4. Polynomial Kernel: Bounding a Reduced No-instance

Here, we show that any reduced no-instance of Rooted k-Leaf Out-Branching

must have at most O(k3) vertices. In order to do so we start with T , a breadth-first search-
tree (or BFS-tree for short) rooted at r, of a reduced instance D and look at a path P of T
such that every vertex on P has out-degree one in T . We bound the number of endpoints
of arcs with one endpoint in P and one endpoint outside of P (Section 4.1). We then use
these results to bound the size of any maximal path with every vertex having out-degree
one in T (Section 4.2). Finally, we combine these results to bound the size of any reduced
no-instance of Rooted k-Leaf Out-Branching by O(k3).

4.1. Bounding the Number of Entry and Exit Points of a Path

Let D be a reduced no-instance, and T be a BFS-tree rooted at r. The BFS-tree T
has at most k − 1 leaves and hence at most k − 2 vertices with out-degree at least 2 in T .
Now, let P = p1p2 . . . pl be a path in T such that all vertices in V (P ) have out-degree 1 in
T (P does not need to be a maximal path of T ). Let T1 be the subtree of T induced by
the vertices reachable from r in T without using vertices in P and let T2 be the subtree of
T rooted at the child r2 of pl in T . Since T is a BFS-tree, it does not have any forward
arcs, and thus plr2 is the only arc from P to T2. Thus all arcs originating in P and ending
outside of P must have their endpoint in T1.

Lemma 4.1. Let D be a reduced instance, T be a BFS-tree rooted at r, and P = p1p2 . . . pl

be a path in T such that all vertices in V (P ) have out-degree 1 in T . Let upi ∈ A(D), for

some i between 1 and l, be an arc with u /∈ P . There is a path Pupi
from r to pi using the

arc upi, such that V (Pupi
) ∩ V (P ) ⊆ {pi, pl}.

Proof. Let T1 be the subtree of T induced by the vertices reachable from r in T without
using vertices in P and let T2 be the subtree of T rooted at the child r2 of pl in T . If
u ∈ V (T1) there is a path from r to u avoiding P . Appending the arc upi to this path yields
the desired path Pupi

, so assume u ∈ V (T2). If all paths from r to u use the arc pl−1pl then
pl−1pl is an arc disconnecting pl and r2 from r, contradicting the fact that Reduction Rule
3 can not be applied. Let P ′ be a path from r to u not using the arc pl−1pl. Let x be the
last vertex from T1 visited by P ′. Since P ′ avoids pl−1pl we know that P ′ does not visit any
vertices of P \ {pl} after x. We obtain the desired path Pupi

by taking the path from r to
x in T1 followed by the subpath of P ′ from x to u appended by the arc upi.

Corollary 4.2. Let D be a reduced no-instance, T be a BFS-tree rooted at r and P =
p1p2 . . . pl be a path in T such that all vertices in V (P ) have out-degree 1 in T . There are

at most k vertices in P that are endpoints of arcs originating outside of P .

Lemma 4.3. Let D be a reduced no-instance, T be a BFS-tree rooted at r and P = p1p2 . . . pl

be a path in T such that all vertices in V (P ) have out-degree 1 in T . There are at most

7(k − 1) vertices outside of P that are endpoints of arcs originating in P .

Proof. Let X be the set of vertices outside P which are out-neighbors of the vertices on P .
Let P ′ be the path from r to p1 in T and r2 be the unique child of pl in T . First, observe
that since there are no forward arcs, r2 is the only out-neighbor of vertices in V (P ) in the
subtree of T rooted at r2. In order to bound the size of X, we differentiate between two
kinds of out-neighbors of vertices on P : (a) Out-neighbors of P that are not in V (P ′); and
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KERNELS FOR OUT-TREES WITH MANY LEAVES 427

(b) Out-neighbors of P in V (P ′). First, observe that |X \ V (P ′)| ≤ k − 1. Otherwise we
could have made an r-out-tree with at least k leaves by taking the path P ′P and adding
X \ V (P ′) as leaves with parents in V (P ).

In the rest of the proof we bound |X ∩ V (P ′)|. Let Y be the set of vertices on P ′

with out-degree at least 2 in T and let P1, P2, . . . , Pt be the remaining subpaths of P ′ when
vertices in Y are removed. For every i ≤ t, Pi = vi1vi2 . . . viq. We define the vertex set Z
to contain the two last vertices of each path Pi. The number of vertices with out-degree at
least 2 in T is upper bounded by k − 2 as T has at most k − 1 leaves. Hence, |Y | ≤ k − 2,
t ≤ k − 1 and |Z| ≤ 2(k − 1).

Claim 1. For every path Pi = vi1vi2 . . . viq, 1 ≤ i ≤ t, there is either an arc uiviq−1 or uiviq

where ui /∈ V (Pi).

To see the claim observe that the removal of arc viq−2viq−1 does not disconnect the root
r from both viq−1 and viq else Rule 3 would have been applicable to our reduced instance.
For brevity assume that viq−1 is reachable from r after the removal of arc viq−2viq−1. Hence
there exists a path from r to viq. Let uiviq be the last arc of this path. The fact that the
BFS-tree T does not have any forward arcs implies that ui /∈ V (Pi).

To every path Pi = vi1vi2 . . . viq, 1 ≤ i ≤ t, we associate an interval Ii = vi1vi2 . . . viq−2

and an arc uiviq′ , q′ ∈ {q − 1, q}. This arc exists by Claim 1. Claim 1 and Lemma 4.1
together imply that for every path Pi there is a path Pri from the root r to viq′ that does
not use any vertex in V (Pi)\{viq−1, viq} as an intermediate vertex. That is, V (Pri∩(V (Pi)\
{viq−1, viq}) = ∅.

Let P ′
ri be a subpath of Pri starting at a vertex xi before vi1 on P ′ and ending in a

vertex yi after viq−2 on P ′. We say that a path P ′
ri covers a vertex x if x is on the subpath

of P ′ between xi and yi and we say that it covers an interval Ij if xi appears before vj1 on
the path P ′ and yi appears after vjq−2 on P ′. Hence, the path P ′

ri covers the interval Ii.
Let P = {P ′

1, P
′
2, . . . , P

′
l } ⊆ {P ′

r1, . . . , P
′
rt} be a minimum collection of paths, such that

every interval Ii, 1 ≤ i ≤ t, is covered by at least one of the paths in P. Furthermore, let
the paths of P be numbered by the appearance of their first vertex on P ′. The minimality
of P implies that for every P ′

i ∈ P there is an interval I ′i ∈ {I1, . . . , It} such that P ′
i is the

only path in P that covers I ′i.

Claim 2. For every 1 ≤ i ≤ l, no vertex of P ′ is covered by both P ′
i and P ′

i+3.

The path P ′
i+1 is the only path in P that covers the interval I ′i+1 and hence P ′

i does not
cover the last vertex of I ′i+1. Similarly P ′

i+2 is the only path in P that covers the interval
I ′i+2 and hence P ′

i+3 does not cover the first vertex of I ′i+2. Thus the set of vertices covered
by both P ′

i and P ′
i+3 is empty.

Since paths P ′
i and P ′

i+3 do not cover a common vertex, we have that the end vertex of
P ′

i appears before the start vertex of P ′
i+3 on P ′ or is the same as the start vertex of P ′

i+3.
Partition the paths of P into three sets P0,P1,P2, where path P ′

i ∈ Pi mod 3. Also let Ii be
the set of intervals covered by Pi. Observe that every interval Ij , 1 ≤ j ≤ t, is part of some
Ii for i ∈ {0, 1, 2}.

Let i ≤ 3 and consider an interval Ij ∈ Ii. There is a path Pj′ ∈ Pi that covers Ij such
that both endpoints of Pj′ and none of the inner vertices of Pj′ lie on P ′. Furthermore for
any pair of paths Pa, Pb ∈ Pi such that a < b, there is a subpath in P ′ from the endpoint
of Pa to the starting point of Pb. Thus for every i ≤ 3 there is a path P ∗

i from the root r
to p1 which does not use any vertex of the intervals covered by the paths in Pi.
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We now claim that the total number of vertices on intervals Ij , 1 ≤ j ≤ t, which are
out-neighbors of vertices on V (P ) is bounded by 3(k − 1). If not, then for some i, the
number of out-neighbors in Ii is at least k. Now we can make an r-out-tree with k leaves
by taking any r-out-tree in D[V (P ∗

i ) ∪ V (P )] and adding the out-neighbors of the vertices
on V (P ) in Ii as leaves with parents in V (P ).

Summing up the obtained upper bounds yields |X| ≤ (k−1)+ |{r2}|+ |Y |+ |Z|+3(k−
1) ≤ (k − 1) + 1 + (k − 2) + 2(k − 1) + 3(k − 1) = 7(k − 1), concluding the proof.

Remark: Observe that the path P used in Lemmas 4.1 and 4.3 and Corollary 4.2 need not
be a maximal path in T with its vertices having out-degree one in T .

4.2. Bounding the Length of a Path: On Paths Through Nice Forests

For a reduced instance D, a BFS-tree T of D rooted at r, let P = p1p2 . . . pl be a path
in T such that all vertices in V (P ) have out-degree 1 in T , and let S be the set of vertices
in V (P ) \ {pl} with an in-arc from the outside of P .

Definition 4.4. A subforest F = (V (P ), A(F )) of D[V (P )] is said to be a nice forest of P
if the following three properties are satisfied: (a) F is a forest of directed trees rooted at
vertices in S; (b) If pipj ∈ A(F ) and i < j then pi has out-degree at least 2 in F or pj has
in-degree 1 in D; and (c) If pipj ∈ A(F ) and i > j then for all q > i, pqpj /∈ A(D).

In order to bound the size of a reduced no-instance D we are going to consider a nice
forest with the maximum number of leaves. However, in order to do this, we first need to
show the existence of a nice forest of P .

In the following discussion let D be a reduced no-instance, T be a BFS-tree T of D
rooted at r, P = p1p2 . . . pl be a path in T such that all vertices in V (P ) have out-degree 1
in T and S be the set of vertices in V (P ) \ {pl} with an in-arc from the outside of P .

Lemma 4.5. There is a nice forest in P .

For a nice forest F of P , we define the set of key vertices of F to be the set of vertices
in S, the leaves of F , the vertices of F with out-degree at least 2 and the set of vertices
whose parent in F has out-degree at least 2.

Lemma 4.6. Let F be a nice forest of P . There are at most 5(k − 1) key vertices of F .

We can now turn our attention to a nice forest F of P with the maximum number of
leaves. Our goal is to show that if the key vertices of F are too spaced out on P then some
of our reduction rules must apply. We need some more observations concerning P and F .

Observation 4.7. [Unique Path] For any two vertices pi, pj in V (P ) such that i < j,
pipi+1 . . . pj is the only path from pi to pj in D[V (P )].

Corollary 4.8. No arc pipi+1 is a forward arc of F .

Observation 4.9. Let ptpj be an arc in A(F ) such that neither pt nor pj are key vertices,
and t ∈ {j − 1, j + 1, . . . , l}. Then for all q > t, pqpj 6∈ A(D).

Observation 4.9 follows directly from the definitions of a nice forest and key vertices.

Observation 4.10. If neither pi nor pi+1 are key vertices, then either pipi+1 /∈ A(F ) or
pi+1pi+2 /∈ A(F ).
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In the following discussion let F be a nice forest of P with the maximum number
of leaves and let P ′ = pxpx+1 . . . py be a subpath of P containing no key vertices, and
additionally having the property that px−1px /∈ A(F ) and pypy+1 /∈ A(F ).

Lemma 4.11. V (P ′) induces a directed path in F .

In the following discussion let Q′ be the directed path F [V (P ′)].

Observation 4.12. For any pair of vertices pi, pj ∈ V (P ′) if i ≤ j − 2 then pj appears
before pi in Q′.

Lemma 4.13. All arcs of D[V (P ′)] are contained in A(P ′) ∪ A(F ).

Combining our previous observations with Lemma 4.11, we can show:

Lemma 4.14. If |P ′| ≥ 3, there are exactly 2 vertices in P ′ that are endpoints of arcs

starting outside of P ′.

Observation 4.15. Let Q′ = F [V (P ′)]. For any pair of vertices u, v such that there is a
path Q′[uv] from u to v in Q′, Q′[uv] is the unique path from u to v in D[V (P ′)].

Lemma 4.16. For any vertex x /∈ V (P ′), there are at most 2 vertices in P ′ with arcs to x.

This assertion follows by combining the previously derived lemmas and observations in
a proof by contradition.

Corollary 4.17. There are ≤ 14(k − 1) vertices in P ′ with out-neighbors outside of P ′.

Proof. By Lemma 4.3, there are ≤ 7(k − 1) vertices that are endpoints of arcs originating
in P ′. By Lemma 4.16, each such vertex is the endpoint of ≤ 2 arcs from vertices in P ′.

Lemma 4.18. |P ′| ≤ 154(k − 1) + 10.

Proof. Assume for contradiction that |P ′| > 154(k− 1)+10 and let X be the set of vertices
in P ′ with arcs to vertices outside of P ′. By Corollary 4.17, |X| ≤ 14(k − 1). Hence there
is a subpath of P ′ on at least (154(k − 1) + 10)/(14(k − 1) + 1) = 9 vertices containing no
vertices of X. By Observation 4.10 there is a subpath P ′′ = papa+1 . . . pb of P ′ on 7 or 8
vertices such that neither pa−1pa nor pbpb+1 are arcs of F . By Lemma 4.11 F [V (P ′′)] is a
directed path Q′′. Let pq and pt be the first and last vertices of Q′′, respectively. By Lemma
4.14 pa and pq are the only vertices with in-arcs from outside of P ′′. By Observation 4.12
pq ∈ {pb−1, pb} and pt ∈ {pa, pa+1}. By the choice of P ′′ no vertex of P ′′ has an arc to a
vertex outside of P ′. Furthermore, since P ′′ is a subpath of P ′ and Q′′ is a subpath of Q′

Lemma 4.13 implies that pb and pt are the only vertices of P ′ with out-arcs to the outside
of P ′′. By Lemma 4.7, the path P ′′ is the unique out-branching of D[V (P ′′)] rooted at pa.
By Lemma 4.15, the path Q′′ is the unique out-branching of D[V (P ′′)] rooted at pq. By
Observation 4.12 pb−2 appears before pa+2 in Q′′ and hence the vertex after pb in Q′′ and
pt+1 is not the same vertex. Thus Rule 5 can be applied on P ′′, contradicting the fact that
D is a reduced instance.

Lemma 4.19. Let D be a reduced no-instance to Rooted k-Leaf Out-Branching.

Then |V (D)| = O(k3). More specifically, |V (D)| ≤ 1540k3.

Lemma 4.19 results in a cubic kernel for Rooted k-Leaf Out-Branching as follows.

Theorem 4.20. Rooted k-Leaf Out-Branching and Rooted k-Leaf Out-Tree

admits a kernel of size O(k3).
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Proof. Let D be the reduced instance of Rooted k-Leaf Out-Branching obtained in
polynomial time using Lemma 3.5. If |V (D)| > 1540k3, then return Yes. Else, we have an
instance of size bounded by O(k3). The correctness of this step follows from Lemma 4.19
which shows that any reduced no-instance to Rooted k-Leaf Out-Branching has size
bounded by O(k3). The result for Rooted k-Leaf Out-Tree follows similarly.

5. Kernelization Lower Bounds

In the last section we gave a cubic kernel for Rooted k-Leaf Out-Branching. It
is natural to ask whether the closely related k-Leaf Out-Branching has a polynomial
kernel. The answer to this question, somewhat surprisingly, is no, unless an unlikely collapse
of complexity classes occurs. To show this we utilize a recent result of Bodlaender et al. [4]
that states that any compositional parameterized problem does not have a polynomial kernel
unless the polynomial hierarchy collapses to the third level.

Definition 5.1 ([4]). A composition algorithm for a parameterized problem L ⊆ Σ∗ × N

receives as input a sequence ((x1, k), . . . , (xt, k)), with (xi, k) ∈ Σ∗ × N
+ for each 1 ≤ i ≤ t,

uses time polynomial in
∑t

i=1 |xi| + k, and outputs (y, k′) ∈ Σ∗ × N
+ with: (1) (y, k′) ∈

L ⇐⇒ (xi, k) ∈ L for some 1 ≤ i ≤ t; (2) k′ is polynomial in k. A parameterized problem
is compositional if there is a composition algorithm for it.

Now we state the main result of [4] which we need for our purpose.

Theorem 5.2 ([4]). Let L be a compositional parameterized language whose unparameter-

ized version L̃ is NP-complete. Unless PH=Σ3
p, there is no polynomial kernel for L.

By considering disjoint graph unions, a relatively simple composition shows:

Theorem 5.3. k-Leaf Out-Tree has no polynomial kernel unless PH=Σ3
p.

A willow graph [12] D = (V,A1 ∪ A2) is a directed graph such that D′ = (V,A1) is a
directed path P = p1p2 . . . pn on all vertices of D and D′′ = (V,A2) is a directed acyclic
graph with one vertex r of in-degree 0, such that every arc of A2 is a backwards arc of P .
p1 is called the bottom vertex of the willow, pn is called the top of the willow and P is called
the stem. A nice willow graph D = (V,A1∪A2) is a willow graph where pnpn−1 and pnpn−2

are arcs of D, neither pn−1 nor pn−2 are incident to any other arcs of A2 and D′′ = (V,A2)
has a pn-out-branching.

Observation 5.4. Let D = (V,A1 ∪ A2) be a nice willow graph. Every out-branching of
D with the maximum number of leaves is rooted at the top vertex pn.

Lemma 5.5. k-Leaf Out-Tree in nice willow graphs is NP-hard under Karp reductions.

Theorem 5.6. k-Leaf Out-Branching has no polynomial kernel unless PH=Σ3
p.

Proof. We prove that if k-Leaf Out-Branching has a polynomial kernel then so does
k-Leaf Out-Tree. Let (D, k) be an instance to k-Leaf Out-Tree. For every vertex
v ∈ V we make an instance (D, v, k) to Rooted k-Leaf Out-Tree. Clearly, (D, k) is
a yes-instance for k-Leaf Out-Tree if and only if (D, v, k) is a yes-instance to Rooted

k-Leaf Out-Tree for some v ∈ V . By Theorem 4.20 Rooted k-Leaf Out-Tree has a
O(k3) kernel, so we can apply the kernelization algorithm for Rooted k-Leaf Out-Tree

separately to each of the n instances of Rooted k-Leaf Out-Tree to get n instances
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(D1, v1, k), (D2, v2, k), . . ., (Dn, vn, k) with |V (Di)| = O(k3) for each i ≤ n. By Lemma 5.5,
k-Leaf Out-Branching in nice willow graphs is NP-complete under Karp reductions,
so we can reduce each instance (Di, vi, k) of Rooted k-Leaf Out-Tree to an instance
(Wi, bi) of k-Leaf Out-Branching in nice willow graphs in polynomial time in |Di|, and
hence in polynomial time in k. Thus, in each such instance, bi ≤ (k + 1)c for some fixed
constant c independent of both n and k. Let bmax = maxi≤n bi. Without loss of generality,
bi = bmax for every i. This assumption is safe because if it does not hold we can modify the
instance (Wi, bi) by replacing bi with bmax, subdividing the last arc of the stem bmax − bi

times and adding an edge from ri to each subdivision vertex.
¿From the instances (W1, bmax), . . ., (Wn, bmax) we build an instance (D′, bmax + 1) of

k-Leaf Out-Branching. Let ri and si be the top and bottom vertices of Wi, respectively.
We build D′ simply by taking the disjoint union of the willows graphs W1,W2, . . . ,Wn and
adding in an arc risi+1 for i < n and the arc rns1. Let C be the directed cycle in D obtained
by taking the stem of D′ and adding the arc rns1.

If for any i ≤ n, Wi has an out-branching with at least bmax leaves, then Wi has an
out-branching rooted at ri with at least bmax leaves. We can extend this to an out-branching
of D′ with at least bmax + 1 leaves by following C from ri. In the other direction suppose
D′ has an out-branching T with at least bmax + 1 leaves. Let i be the integer such that the
root r of T is in V (Wi). For any vertex v in V (D′) outside of V (Wi), the only path from
r to v in D′ is the directed path from r to v in C. Hence, T has at most 1 leaf outside of
V (Wi). Thus, T [V (W1)] contains an out-tree with at least bmax leaves.

By assumption, k-Leaf Out-Branching has a polynomial kernel. Hence, we can
apply a kernelization algorithm to get an instance (D′′, k′′) of k-Leaf Out-Branching

with |V (D′′)| ≤ (bmax +1)c2 for a constant c2 independent of n and bmax such that (D′′, k′′)
is a yes-instance iff (D′, bmax) is. Since k-Leaf Out-Tree is NP-complete, we can reduce
(D′′, k′′) to an instance (D∗, k∗) of k-Leaf Out-Tree in polynomial time. Hence, k∗ ≤
|V (D∗)| ≤ (|V (D′′)| + 1)c3 ≤ (k + 1)c4 for some constants c3 and c4. Hence, if k-Leaf

Out-Branching has a polynomial kernel then so does k-Leaf Out-Tree. Theorem 5.3
implies that k-Leaf Out-Branching has no polynomial kernel unless PH=Σ3

p.

6. Conclusion and Discussions

We demonstrated that Turing kernelization is a more poweful technique than many-to-
one kernelization. We showed that while k-Leaf Out-Branching and k-Leaf Out-Tree

do not have a polynomial kernel unless an unlikely collapse of complexity classes occurs,
they do have n independent cubic kernels. Our paper raises far more questions than it
answers. We believe that there are many more problems waiting to be addressed from the
viewpoint of Turing kernelization. A few concrete open problems in this direction are as
follows:

(1) Is there a framework to rule out the possibility of |I|O(1) polynomial kernels similar
to the framework developed in [4]?

(2) Which other problems admit a Turing kernelization like the cubic kernels for k-Leaf

Out-Branching and k-Leaf Out-Tree obtained here?
(3) Does there exist a problem for which we do not have a linear many-to-one kernel,

but does have linear kernels from the viewpoint of Turing kernelization?
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