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Abstract

We apply the concept ofsubset seedsproposed in [1] to similarity search in protein sequences.

The main question studied is the design of efficientseed alphabetsto construct seeds with optimal

sensitivity/selectivity trade-offs. We propose several different design methods and use them to

construct several alphabets. We then perform a comparativeanalysis of seeds built over those

alphabets and compare them with the standard BLASTP seeding method [2], [3], as well as with

the family of vector seeds proposed in [4]. While the formalism of subset seeds is less expressive

(but less costly to implement) than the cumulative principle used in BLASTP and vector seeds, our

seeds show a similar or even better performance than BLASTP on Bernoulli models of proteins

compatible with the common BLOSUM62 matrix. Finally, we perform a large-scale benchmarking

of our seeds against several main databases of protein alignments. Here again, the results show a

comparable or better performance of our seedsvs. BLASTP.

Index Terms

protein sequences, protein databases, local alignment, similarity search, seeds, subset seeds,

multiple seeds, seed alphabet, sensitivity, selectivity

I. INTRODUCTION

Similarity search in protein sequences is probably the mostclassical bioinformatics prob-

lem, and a commonly used algorithmic solution is implemented in the ubiquitous BLAST

software [2], [3]. On the other hand, similarity search algorithms for nucleotide sequences

(DNA, RNA) underwent several years ago a significant improvement due to the idea ofspaced

seedsand its various generalizations [5], [6], [7], [8], [9], [10]. This development, however,

has little affected protein sequence comparison, althoughimproving the speed/precision trade-

off for protein search would be of great value for numerous bioinformatics projects. Due to

a bigger alphabet size, protein seeds are much shorter (typically 2-5 letters instead of 10-20

letters in the DNA case) and also letter identity is much lessrelevant in defining hits than

in the DNA case. For these reasons, the spaced seeds technique might seem not to apply

directly to protein sequence comparison.

Recall that BLAST applies quite different approaches to protein and DNA sequences to

define a hit. In the DNA case, a hit is defined as a short pattern of identically matching

nucleotides whereas in the protein case, a hit is defined through acumulativecontribution of

a few amino acid matches (not necessarily identities) usinga givenscoring matrix. Defining

a hit through an additive contribution of several positionsis captured by a general formalism
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of vector seedsproposed in [11]. On the other hand, it has been understood [7], [12], [13],

[14], [15] that using simultaneously afamily of seeds instead of a single seed can further

improve the sensitivity/selectivity ratio. Papers [4], [16] both propose solutions using a family

of vector seeds to surpass the performance of BLAST.

However, using the principle of cumulative score over several adjacent positions has an

algorithmic cost. Defining a hit through a pattern of exact letter matches allows for adirect

hashingscheme, where each key of the query sequence is associated with a uniquehash

table entry pointing to the positions of the subject sequence (database) where the key can

hit. Usually these positions are stored in consecutive memory cells within the hash table.

On the other hand, defining a hit through a cumulative contribution of several positions

leads to an additional pre-computed table that stores, for each key, itsneighborhoodi.e.,

the list of subject keys (or corresponding hash table entries) with which it can form a hit.

For example, in a standard BLASTP setting (Blosum62 scoring matrix with threshold 11 for

cumulative score of three positions), the expectation, computed according to the Bernoulli

sequence model, of the number of neighbors of a key is 19.34, i.e. that many accesses to

the hash table are required for each key. For four positions and threshold 18, as in the case

of seeds from [4], a key hits expectedly 15.99 keys and this number grows up to 45.59

when the score threshold decreases to 16. This raises an obvious memory problem: for

example, for key size 4 and score threshold 18, the total sizeof neighborhoods is 7609575,

and for key size 5 the neighborhood table may simply not fit into the memory. Another

related implementation problem is cache usage: different keys of a neighborhood generally

correspond to remote segments of the hash table and their processing gives rise to cache

misses that cause additional latencies.

Those implementation issues may become a bottleneck in large-scale protein comparisons.

Furthermore, solving these problems may be very helpful in different specific experimental

setups, such as in mapping protein comparison algorithms tospecialized computer architecture

(see e.g. [17], [18]) where memory usage may be a crucial issue.

In [1], we proposed a new concept ofsubset seedsthat can be viewed as an intermediate

between ordinary spaced seeds and vector seeds: subset seeds allow one to distinguish

between different types of mismatches (or matches) but still treat seed positions independently

rather than cumulatively. Distinguishing different mismatches is not done by scoring them,

but by extending the seed alphabet such that each seed letterspecifies different sets of

mismatches. For example, in the DNA case it is beneficial to distinguish between transition
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mutations (A ↔ G, C ↔ T) and others (transversions) [19], [20]. This leads (at least in the

case oftransitiveseed alphabets defined in this paper) to the possibility of using the direct

hashing.

Since the protein alphabet is much larger than the one of DNA,subset seeds provide a

very attractive seeding option for protein alignment. In this paper, we study the performance

of subset seeds applied to protein sequences and compare it to existing seeding techniques

of BLASTP and vector seeds.

Note again that subset seeds are less expressive than BLAST seeds or vector seeds in

general, but in return, admit a more efficient implementation. Besides treating positions

independently, subset seeds replace amino acid substitution scores by simply distinguishing

different classes of mismatches. Therefore, another way tostate the motivation of this work

is to ask whether scores are really necessary at the seeding stage of protein alignment. We

will show that with a reasonable level of precision the answer to this question is negative.

In the paradigm of subset seeds, each seed letter specifies a set of amino acid pairs matched

by this letter. Therefore, a crucial question is the design of an appropriateseed alphabet,

which is one of the main problems we study in this paper.In fine, the quality of an alphabet

is determined by the quality of the best seeds that can be constructed over this alphabet.

The latter is already a complex optimization problem that isusually solved in practice by

heuristic methods. (For a formal analysis of seed design problem we refer to the recent paper

[21] and references therein.) The problem of alphabet design studied in this paper presents

an additional complexity as it introduces an additional dimension of the search space (set of

possible alphabets), and additionally requires a study of selectivity/sensitivity dependencies

rather than simply maximizing the sensitivity for a class ofseeds with a given selectivity.

In this paper we propose several heuristic methods that leadto the design of efficient seed

alphabets and corresponding seeds.

The paper is organized as follows. In Section II, we introduce some probabilistic notions we

need to reason about seed efficiency. Section III introducesthe first simple approach to design

a seed alphabet, which, however, does not lead to so-calledtransitiveseeds, useful in practice.

Section IV presents three different approaches to designing transitive seed alphabets, based

on a pre-defined (Section IV-A) or newly designed (Section IV-B) hierarchical clustering of

amino acids, as well as on a non-hierarchical clustering (Section IV-C). Section V describes

comparative experiments made with the designed seeds, obtained both on probabilistic models

and on different protein data banks.
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II. PRELIMINARIES

Throughout the paper, we denoteΣ = {A, C, D, E, F, G, H, I, K, L, M, N, P, Q, R, S, T, V, W, Y} =

{ai}i=1..20 the alphabet of amino acids.

In most general terms, a(subset) seed letterα is defined as any symmetric and reflexive

binary relation onΣ. Let B be aseed alphabet, i.e. a collection of subset seed letters. Then

a subset seedπ = α1 . . . αk is a word overB, wherek is called thespanof π. π defines

a symmetric and reflexive binary relation on words ofΣk (called keys): for s1, s2 ∈ Σk,

s1 ∼π s2 iff ∀i ∈ [1..k], we have〈s1[i], s2[i]〉 ∈ αi. In this case, we say that seedα hits the

pair s1, s2.

For practical reasons, we would like seed letters to define atransitiverelation, in addition.

This induces an equivalence relation on keys, which is very convenient and allows for an

efficient indexing scheme (see Introduction). In this paper, we will be mainly interested in

transitive seed letters, but we will also study the non-transitive case in order to see how

restrictive the transitivity condition is.

The quality of a seed letter or of a seed is characterized by two main parameters:sensitivity

andselectivity. They are defined through background and foreground probabilistic models of

protein alignments. Foreground probabilities are assumedto represent the distribution of

amino acids matches in proteins of interest, when two homologous proteins are aligned

together. Background probabilities, on the other hand, represent the distribution of amino

acid matches inrandom alignments, when two proteins are randomly aligned together.

In this paper, we restrict ourselves to Bernoulli models of proteins and protein alignments,

although some of the results we will present can be extended to Markov models.

Assume that we are given background probabilities{b1, . . . , b20} of amino acids in protein

sequences under interest. Thebackground probabilityof a seed letterα is defined byb(α) =
∑

(ai,aj)∈α bibj . The selectivityof α is 1 − b(α) and theweightof α is defined by

w(α) =
log b(α)

log b(#)
, (1)

where # = {〈a, a〉|a ∈ Σ} is the “identity” seed letter. For a seedπ = α1 . . . αk, the

background probability ofπ is b(π) =
∏k

i=1 b(αi), the selectivity ofπ is 1 − b(π) and the

weight of π is w(π) = logb(#) b(π) =
∑k

i=1 w(αi). Note that the weight here generalizes the

weight of classical spaced seeds [22] defined as the number of“identity” letters it contains.

Let fij be the probability to see the pair〈ai, aj〉 aligned in a target alignment. The

foreground probabilityof a seed letterα is defined byf(α) =
∑

(ai,aj)∈α fij. The sensitivity
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of a seedπ is defined as the probability to hit a random target alignment1. Assume that target

alignments are specified by a lengthN . Then the sensitivity of a seedπ = α1 . . . αk is the

probability that a randomly drawn gapless alignment (i.e. string of pairs〈ai, aj〉) of length

N contains a fragment of lengthk which is matched byπ. In [1] we proposed a general

algorithm to efficiently compute the seed sensitivity for a broad class of target alignment

models. This algorithm will be used in the experimental partof this work.

The general problem of seed design is to obtain seeds with good sensitivity/selectivity

trade-off. Even within a fixed seed formalism, the quality ofa seed is dependent on the

chosen selectivity value. This is why we will always be interested in computing efficient

seeds for a large range of selectivity levels.

III. D OMINATING SEED LETTERS

Our main question is how to choose seed letters that form goodseeds? Intuitively, “good

letters” are those that best distinguish foreground and background letter alignments.

For each letterα, consider its foreground and background probabilitiesf(α) and b(α)

respectively. Intuitively, we would like to have lettersα with largef(α) and smallb(α). A

letter α is said todominatea letterβ if f(α) ≥ f(β) and b(α) ≤ b(β). Observe that in this

case,β can be removed from consideration, as it can always be advantageously replaced by

α.

Consider all amino acid pairs(ai, aj) ordered by descendinglikelihood ratio fij/bibj .

Consider the set of pairsR(t) = {(ai, aj) | fij/bibj > t}. Then the following statement

holds2.

Proposition 1: R(t) cannot be dominated by any other letter.

Proof: Assume by contradiction thatR(t) is dominated by some letterα, i.e. f(α) ≥
f(R(t)) and b(α) ≤ b(R(t)). Considerβ = R(t) \ α and γ = α \ R(t). Clearly, f(β) ≤
f(γ) and b(β) ≥ b(γ). On the other hand,∀(ai, aj) ∈ β, fij/bibj > t and ∀(ai, aj) ∈ γ,

fij/bibj ≤ t. This implies thatf(β) =
∑

(ai,aj)∈β fij > t
∑

(ai,aj)∈β bibj = tb(β) and similarly

1Note that our definitions of sensitivity and selectivity arenot symmetric: sensitivity is defined with respect to the entire

alignment and selectivity with respect to a single alignment position. These definitions capture better the intended parameters

we want to measure. However, selectivity could also be defined with respect to the entire alignment. We could suggest the

term specificityfor this latter definition.

2It is interesting to point out the relationship to the Neyman-Pearson lemma which is a more general formulation of this

statement.
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Fig. 1

AMINO ACID PAIRS FORMING LETTERR(1) OF ALPHABETNON-TRANSITIVE

f(γ) ≤ tb(γ). We then havef(β) > tb(β) ≥ tb(γ) ≥ f(γ) which contradictsf(β) ≤ f(γ).

Proposition 1 suggests that lettersR(t) are good candidates to be included to the seed

alphabet.

Resulting alphabet.We computed the likelihood ratio for all amino acid pairs, based on

practical values of background and foreground probabilities computed in accordance with the

BLOSUM62 matrix (see Section V-A). Not surprisingly, aminoacid identities (pairs〈a, a〉)
have highest likelihood scores varying from38.11 for tryptophan (W) down to3.69 for valine

(V).

Among non-identical pairs, only25 have a score greater than1 (Figure 1). A quick analysis

shows that those do not form a transitive relation, and therefore R(1) does not verify the

transitivity requirement. This is also the case for other threshold values.

We analyzed a family of threshold lettersR(t) for t ranging from0 to 3 with step0.05.

At the extremities of this interval,R(0) is the “joker” letter admitting all amino acid pairs,

and R(3) is the letter corresponding to the exact match relation. Among all those letters,

there are only34 different ones. This alphabet of34 letters (data not shown), denoted
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Non-transitive, will be used in the experimental part of the paper (Section V) in order

to study how restrictive the requirement of transitive letters is, i.e. how much better are

general seeds than those obtained with the restriction of transitivity.

IV. TRANSITIVE SEED ALPHABETS

In the case of transitive seed alphabets, every letterα ∈ B is a partition of the amino acid

alphabetΣ. In other words, the binary relation associated with each letter (cf Section II) is

an equivalence relation. Transitive alphabets represent the practical case when each amino

acid is uniquely mapped to its equivalence class. This, in turn, allows for an efficient hashing

scheme during the stage of seed search, when different entries of the hash table index non-

intersecting subsets of keys.

In Sections IV-A and IV-B below, we explore transitive seed alphabets satisfying an

additional “hierarchy condition”: for any two seed lettersα1, α2 ∈ B corresponding to

partitionsPα1
, Pα2

respectively, one ofPα1
, Pα2

is a refinement of the other. Formally,

for any α1, α2 ∈ B, eitherα1 ≺ α2, or α2 ≺ α1, (2)

whereα ≺ β means that every set ofPβ is a subset of some set ofPα.

The purpose of the above requirement is to define seed lettersusing a biologically signifi-

cant hierarchical clustering of amino acids represented bya tree. In Section IV-A, we will use

a pre-defined hierarchical clustering to design efficient seed alphabets. Then in Section IV-B,

we construct our own clustering based on appropriate background and foreground models

of amino acids distribution. Finally, in Section IV-C we lift condition (2) and study “non-

hierarchical” seed alphabets.

A. Transitive alphabets based on a pre-defined clustering

Assume we have a biologically significant hierarchical clustering tree which is a rooted

binary treeT with 20 leaves labeled by amino acids. Such trees have been proposedin

[23], [24], based on different similarity relations. The hierarchical tree derived from [23] is

shown in Figure 2. The tree, obtained with a purely bioinformatics analysis, groups together

amino acids with similar biochemical properties, such as hydrophobic amino acidsL,M,I,V,

hydrophobic aromatic amino acidsF,Y,W, amino acids with an alcohol groupS,T, or

charged/polar amino acidsE,D,N,Q. A similar grouping has been obtained in [24].

A seed letteris defined here as a subsetα of nodes ofT such that
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CFYWMLIVGPATSNHQEDRK

CFYWMLIV GPATSNHQEDRK

CFYW MLIW GPATS NHQEDRK

C FYW ML IV G PATS NHQED RK

FY W M L I V P ATS NH QED R K

F Y A TS N H QE D

T S Q E

Fig. 2

HIERARCHICAL TREE DERIVED FROM[23]

(i) α contains all leaves,

(ii) for a nodev, if v ∈ α, then all descendants ofv belong toα too.

In other words, a seed letter can be thought of as a “horizontal cut” of the tree. Clearly, each

letter induces a partition on the set of leaves (amino acids). For example, for the tree on

Figure 2, a letter defined by the cut through nodes C, FYW, MLIV, G, P, ATS, NHQEDRK

corresponds to the partition{{C},{FYW},{MLIV},{G},{P},{ATS},{NHQEDRK}}.

Seed letters are naturally ordered by inclusion. The smallest one is the “identity” seed

letter #, containing only the leaves. The largest one is the “joker” seed letter , containing

all the nodes ofT . One particular seed letter is obtained by removing fromthe root node.

We denote it by@.

Observe that each seed letterα represents naturally an equivalence relation onΣ: ai and

aj are related iff their common ancestor belongs toα. It is identity relation in case of# and

full relation in case of .

Following condition (2), ahierarchical seed alphabetis a family B of seed letters such
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that

for everyα1, α2 ∈ B, eitherα1 ⊆ α2 or α2 ⊆ α1. (3)

Hence, in mathematical terms, a seed alphabet is a chain in the inclusion ordering of seed

letters. Each hierarchical alphabet can be obtained by a series of refinements (set splittings)

of its least refined letter.

Let us analyze what are the maximal seed alphabets wrt. inclusion. Clearly each maximal

seed alphabetB always contains the smallest and the largest seed letters# and . Interest-

ingly, each maximal alphabetB contains also@, as@ is comparable (by inclusion) to any

other seed letter.

It can be shown that under the above definitions, any maximal seed alphabet contains

exactly 20 letters that can be obtained by a stepwise merging of two subtrees rooted at

immediate descendants of some nodev into the subtree rooted atv. Therefore, since a binary

tree withn leaves containsn− 1 internal nodes, a maximal seed alphabet contains precisely

20 letters and can be specified by a permutation of internal nodes in treeT .

Seed alphabets and constraint independence systems.It is interesting to observe that the

set of seed alphabets forms aconstrained independence system[25]. An independence system

is a collection of subsetsI ⊆ 2E over a ground setE, called independent sets, such that(i)

∅ ∈ I, and(ii) if X ∈ I andY ⊆ X, thenY ∈ I. A maximal (w.r.t. inclusion) independent

set is called abase.

Let E be the set of all possible seed letters as defined earlier. Then alphabets verifying (3)

form an independence system, where bases correspond to maximal seed alphabets. Moreover,

seed alphabets verify two additional conditions ofconstrained independent system[25]: (iii)

if X, Y ∈ I with |Y | < |X|, then there is an elemente ∈ E \ Y such thatY ∪ {e} ∈ I, and

(iv) the cardinality of every minimal (w.r.t inclusion) set of2E \ I is two.

The interest of this observation follows from results of [25] showing that some optimization

problems on constrained independence systems can be solvedefficiently by greedy algorithms.

Assume we have a score functions : E → R that we extend additively to independent sets

by s(X) =
∑

e∈X s(e). For an independence systemI, we want to find a baseX ∈ I
with optimal (maximal or minimal)s(X). For constrained independence systems, it was

proved [25] that the greedy algorithm yields a base which islocally optimal, i.e. better than

any neighbor baseY = (X \ {α1}) ∪ {α2} for someα1 ∈ X, α2 ∈ E \X. Here, the greedy

algorithm starts with the empty set and iteratively adds most optimal elements ofE as long
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as the current set remains independent. The absolute optimum is hard to compute in general,

and the greedy solution is an approximation of it.

Assigning letter score.The above setting requires that each letterα is assigned a score

that, intuitively, should measure the “usefulness” ofα in a potential alphabet. Defining such a

measure is a difficult question as there are too many potential alphabets and we can not check

them all exhaustively. Therefore, we chose to consider onlysmall alphabetsBα, containing

α together with a few other letters that are always present in agood seed alphabet. Those

letters are{ , @, #}. The experiments reported in Section V use the alphabetBα = { , α}.

Given Bα, we define the score ofα as follows. We enumerate all seeds of a given span

(typically, 5 or 6) overBα, and compute the sensitivity and selectivity of each seed according

{CF Y WMLIV GPATSNHQEDRK}

{CF Y WMLIV } {GPATSNHQEDRK}

{CF Y WMLIV } {GPATS} {NHQEDRK}

{CF Y W} {MLIV } {GPATS} {NHQEDRK}

{CF Y W} {MLIV } {G} {PATS} {NHQEDRK}

{C} {F Y W} {MLIV } {G} {PATS} {NHQEDRK}

{C} {F Y W} {MLIV } {G} {P} {ATS} {NHQEDRK}

{C} {F Y } {W} {MLIV } {G} {P} {ATS} {NHQEDRK}

{C} {F} {Y } {W} {MLIV } {G} {P} {ATS} {NHQEDRK}

{C} {F} {Y } {W} {MLIV } {G} {P} {A} {TS} {NHQEDRK}

{C} {F} {Y } {W} {MLIV } {G} {P} {A} {T} {S} {NHQEDRK}

{C} {F} {Y } {W} {MLIV } {G} {P} {A} {T} {S} {NHQED} {RK}

{C} {F} {Y } {W} {MLIV } {G} {P} {A} {T} {S} {NHQED} {R} {K}

{C} {F} {Y } {W} {MLIV } {G} {P} {A} {T} {S} {NH} {QED} {R} {K}

{C} {F} {Y } {W} {MLIV } {G} {P} {A} {T} {S} {N} {H} {QED} {R} {K}

{C} {F} {Y } {W} {MLIV } {G} {P} {A} {T} {S} {N} {H} {QE} {D} {R} {K}

{C} {F} {Y } {W} {MLIV } {G} {P} {A} {T} {S} {N} {H} {Q} {E} {D} {R} {K}

{C} {F} {Y } {W} {ML} {IV } {G} {P} {A} {T} {S} {N} {H} {Q} {E} {D} {R} {K}

{C} {F} {Y } {W} {M} {L} {IV } {G} {P} {A} {T} {S} {N} {H} {Q} {E} {D} {R} {K}

{C} {F} {Y } {W} {M} {L} {I} {V } {G} {P} {A} {T} {S} {N} {H} {Q} {E} {D} {R} {K}

Fig. 3

ALPHABET TRANSITIVE-PREDEFINED DESIGNED USING THE TREE OFFIGURE 2. EACH LINE CORRESPONDS TO A

SEED LETTER(AMINO ACID PARTITION )
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to the protocol described in Section V-B. Each seed is then associated with a point on a unit

square with coordinates corresponding to sensitivity and selectivity (see plots in Figure 6

below). The distance of this point to point(1, 1), denotedρ(α), measures how good the

sensitivity and selectivity jointly are. Besides, the number of occurrences ofα in the seed

should be taken into account. Overall, we chose to compute the score of a letter by the

following formula:

w(α) =
∑

π

occπ(α) · (
√

2 − ρ(α)),

where the sum is taken over all seedsπ of a given span, andoccπ(α) is the number of

occurrences ofα in π.

Greedy algorithm.Once every seed letter has been assigned a score, we compute the greedy

solution as follows. We compute the maximal subsetL of locally good letters, i.e. lettersα

that score better than any letterα′ such that{α, α′} 6∈ I. It can be shown that this subset

is independent and is included in the solution computed by the greedy algorithm. Then we

redefineE andI by E ′ = E \ L andI ′ = {Z ⊆ E ′ |Z ∪ L ∈ I} and apply the algorithm

recursively to the independence system(E ′, I ′). The union of all setsL of locally good

letters computed along this procedure forms the solution ofthe greedy algorithm.

Resulting alphabet.Figure 3 shows alphabetTransitive-predefined designed through

the approach of this Section. The alphabet has been designedfrom the tree of Figure 2 and

using the alphabetBα = { , α} for assigning the score of a letterα. Each line in Figure 2

corresponds to a letter (amino acid partition). Among alphabets obtained by varying different

parameters in scoring individual letters (such as the alphabet and seed spans used in the

scoring procedure), alphabetTransitive-predefined produced best seeds and will be

used in the experimental part of this work (Section V).

B. Transitive alphabets using anab initio clustering method

Hierarchical clustering of amino acids.A prerequisite to the approach of Section IV-A

is a given tree describing a hierarchical clustering of amino acid based on some similarity

measure. In this section, we describe an approach that constructsab initio a hierarchical clus-

tering of amino acids, using a likelihood measure. The approach can be seen as constructing

a hierarchy of connected components of a graph based on the likelihood relation considered

in Section III (see Figure 1) trying to build components withhigh likelihood values.

As in Section IV-A, our goal here is to construct a family of seed letters verifying the

hierarchy condition (2). This family will be obtained with asimple greedy neighbor-joining
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clustering algorithm. We start with the partition of amino acids into 20 singletons. This

partition corresponds to the# letter. For a current partitionP = {C1, . . . , Cn}, iteratively

apply the following procedure.

1 For each pair of setsCk, Cℓ,

1.1 consider the setBridge(Ck, Cℓ) = {(ai, aj)|ai ∈ Ck, aj ∈ Cℓ}.

1.2 compute ForeBridgeProb(k, ℓ) =
∑{fij|ai ∈ Ck, aj ∈ Cℓ} and

BackBridgeProb(k, ℓ) =
∑{bibj |ai ∈ Ck, aj ∈ Cℓ},

1.3 computeL(k, ℓ) = ForeBridgeProb(k, ℓ)/BackBridgeProb(k, ℓ)

2 Find the pair of sets(Ck, Cℓ) yielding the maximalL(k, ℓ),

3 MergeCk andCℓ into a new set, obtaining a new partition.

The rationale behind this simple procedure is that those twosets of amino acids are merged

together which produce the maximal increment in the likelihood. An alternative method, when

the likelihood of the whole resulting set is maximized, yields biased results, as sets with a

high likelihood tend to “absorb” other sets.

Resulting alphabet.An alphabet, calledTransitive-ab-initio, obtained with this

greedy neighbor-joining approach is given in Figure 4. It will be used in experiments presented

later in Section V.

C. Non-hierarchical alphabets

Previous approaches (Sections 4.1 and 4.2) were based on requirement (2) specifying that

letters of the seed alphabet should be embedded one into another to form a “nested” hierarchy.

This requirement is biologically motivated and, on the other hand, computationally useful

as it reduces considerably the space of possible letters. However, this requirement is not

necessary to implement the direct indexing (see Introduction). Therefore, we also designed

non-hierarchical alphabets in order to compare them to hierarchical ones.

To design non-hierarchical alphabets, we used a heuristic generalizing the one of Sec-

tion IV-B. The heuristic consists of two stages: first, generate a big number (several thousands)

of “reasonable” candidate letters, and then select from them an alphabet containing∼20

transitive letters (not necessarily forming a hierarchy).

The algorithm of the first stage exploits the standard paradigm of genetic algorithms: it

consequently creates “generations” of transitive letters. The initial population consists of a

single “identity” seed letter. At thek-th iteration (k = 1, . . . , 19), each letter generatesp

descendants, each having(20 − k) sets.
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{CF Y WHMLIV PGQERKNDATS}

{CF Y WHMLIV } {PGQERKNDATS}

{C} {F Y WHMLIV } {PGQERKNDATS}

{C} {F Y WHMLIV } {P} {GQERKNDATS}

{C} {F Y WH} {MLIV } {P} {GQERKNDATS}

{C} {F Y WH} {MLIV } {P} {GATS} {QERKND}

{C} {F Y WH} {MLIV } {P} {G} {ATS} {QERKND}

{C} {F Y WH} {MLIV } {P} {G} {ATS} {QERK} {ND}

{C} {F Y W} {H} {MLIV } {P} {G} {ATS} {QERK} {ND}

{C} {F Y W} {H} {MLIV } {P} {G} {A} {TS} {QERK} {ND}

{C} {F Y W} {H} {MLIV } {P} {G} {A} {TS} {QE} {RK} {ND}

{C} {F Y W} {H} {ML} {IV } {P} {G} {A} {TS} {QE} {RK} {ND}

{C} {F Y W} {H} {ML} {IV } {P} {G} {A} {TS} {QE} {RK} {N} {D}

{C} {F Y W} {H} {ML} {IV } {P} {G} {A} {T} {S} {QE} {RK} {N} {D}

{C} {F Y } {W} {H} {ML} {IV } {P} {G} {A} {T} {S} {QE} {RK} {N} {D}

{C} {F Y } {W} {H} {ML} {IV } {P} {G} {A} {T} {S} {Q} {E} {RK} {N} {D}

{C} {F Y } {W} {H} {M} {L} {IV } {P} {G} {A} {T} {S} {Q} {E} {RK} {N} {D}

{C} {F Y } {W} {H} {M} {L} {I} {V } {P} {G} {A} {T} {S} {Q} {E} {RK} {N} {D}

{C} {F} {Y } {W} {H} {M} {L} {I} {V } {P} {G} {A} {T} {S} {Q} {E} {RK} {N} {D}

{C} {F} {Y } {W} {H} {M} {L} {I} {V } {P} {G} {A} {T} {S} {Q} {E} {R} {K} {N} {D}

Fig. 4

ALPHABET TRANSITIVE-AB-INITIO OBTAINED WITH THE METHOD OF SECTION IV-B

To generate descendants of a letter from thek-th generation, we use the algorithm given in

Section IV-B but maintainp (instead of just one) best partitions according to the likelihood

of the “bridge”. The(k + 1)-th generation is selected among all descendants of thek-th

generation by selecting thoseq lettersα which have the highest likelihood ratiof(α)/b(α).

With p = 100 andq = 500 the procedure gives about8000 candidate letters.

To select a small number of those letters to form an alphabet,we tried different heuristics

based on the following two ideas: (1) letters with high likelihood ratio are preferred (2)

alphabet letters should have a range of different weights. The second option produced a

better alphabet.

Resulting alphabet.We selected twenty letters out of about8000 candidates by partitioning

the candidates into twenty groups according to their weightranging from0 to 1 with increment
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0.05, and by picking in each group the letter with maximal likelihood. An alphabet obtained

with the above heuristic, calledNon-tree-transitive, is shown in Figure 5. This

alphabet will be used in the experiments reported in SectionV.

{ARNDCQEGHILMKF PSTWY V }

{ARNDQEGHILMKF PSTWY V } {C}

{ARNDCQEHILMKF PSTWY V } {G}

{ARNDQEHILMKF STY V } {CGPW}

{ARCQEHILMKF STY V } {NDGPW}

{ARNDCQEGHKPST} {ILMF WY V }

{ARNDQEGHKST} {CILMF WY V } {P}

{ARNDQEHKPST} {CW} {G} {ILMF Y V }

{ARNDQEKST} {CP} {GHW} {ILMF Y V }

{AGPST} {RNDQEHK} {C} {ILMF WY V }

{APST} {RNDQEHK} {CW} {G} {ILMF Y V }

{AGST} {RNDQEK} {C} {HF WY } {ILMV } {P}

{AST} {RNDQEK} {CH} {G} {ILMV } {F WY } {P}

{AST} {RQEHK} {ND} {CP} {G} {ILMV } {F WY }

{AST} {RQK} {NH} {DE} {C} {G} {ILMV } {F WY } {P}

{A} {RQK} {N} {DE} {C} {G} {H} {ILMV } {F Y } {P} {ST} {W}

{A} {RK} {N} {DE} {C} {QH} {G} {ILV } {M} {F Y } {P} {ST} {W}

{A} {RQK} {ND} {C} {E} {G} {H} {IV } {LM} {F WY } {P} {ST}

{A} {RK} {ND} {C} {Q} {E} {G} {H} {IV } {LM} {F WY } {P} {S} {T}

{A} {RK} {N} {D} {C} {Q} {E} {G} {H} {IV } {L} {M} {F Y } {P} {S} {T} {W}

{A} {R} {N} {D} {C} {QE} {G} {H} {I} {L} {K} {M} {F WY } {P} {S} {T} {V }

{A} {R} {N} {D} {C} {Q} {E} {G} {H} {I} {L} {K} {M} {F} {P} {S} {T} {W} {V }

Fig. 5

NON-HIERARCHICAL ALPHABET NON-TREE-TRANSITIVE DESIGNED WITH THE ALGORITHM OFSECTION IV-C.

V. EXPERIMENTS

This section describes the experiments we made to test the efficiency of seeds we designed

with different methods of previous sections. Sections V-A -V-C describe the experimental

protocol, from the assignment of background and foregroundprobabilities, to the seed design.

In Section V-D, we analyze the power of different seed modelsproposed in Sections III-IV
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with respect to probabilistic models. Then in Section V-E, we benchmark the performance

of seeds built over different alphabets from Section IV against BLASTP, on several reference

protein databases. For Sections V-D and V-E, all relative experimental data including scripts,

designed alphabets, seeds and seed families, and resultingsensitivity and selectivity measures,

have been collected in a supplementary Web page available athttp://bioinfo.lifl.fr/

yass/iedera proteins/.

A. Probability assignment and alphabet generation

First of all, we derived probabilistic models in accordancewith the BLOSUM62 data from

the original paper [26]. We obtained the BLOCKS database (version 5) [27] and the software

of [26] to infer Bernoulli probabilities for the backgroundand foreground alignment models.

These probabilities have been used throughout the whole pipeline of experiments.

Different seed alphabets have then been generated by the methods presented in Section III

(alphabetNon-transitive), Section IV-A (alphabetTransitive-predefined), Sec-

tion IV-B (alphabet Transitive-ab-initio) and Section IV-C (alphabet

Non-tree-transitive).

B. Seed design

To each alphabet, we applied a seed design procedure that we briefly describe now. Since

each seed (or seed family) is characterized by two parameters – sensitivity and selectivity

– it can be associated with a point on a 2-dimensional plot. Best seeds are then defined to

be those which belong to thePareto set among all seeds, i.e. those than cannot be strictly

improved by increasing sensitivity, selectivity, or both.

For different selectivity levels, we designed good seed families containing one to six

individual seeds, among which the best family was selected.In each seed family, individual

seeds have been chosen to have approximately the same weight, within 5% tolerance. This

requirement is natural as in the case of divergent weights, seeds with lower weight would

dominantly affect the performance. In practice, having individual seeds of similar weight

allows an efficient parallel implementation (see e.g. [17]).

Estimation of sensitivity of individual seeds or seed families has been done with the

algorithm described in [1] and implemented in the IEDERA software, available athttp:

//bioinfo.lifl.fr/yass/iedera.php. The selectivity of an individual seed has been com-
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puted according to the definition (Section II). For a seed family, its selectivity has been

lower-estimated by summing the background probabilities of individual seeds.

Seed family design has been done using a hill climbing heuristic (see [28], [29]) alternating

seed generation and seed estimation steps. All experimentswere conducted for alignment

lengths 16 and 32.

C. BLASTP and the vector seed family from [4]

Our goal is to compare between different seed design approaches proposed in this paper,

but also to benchmark them against other reference seeding methods. We used two references:

the BLASTP seeding method and the family of vector seeds proposed in [4]. Both of them

use a score (or weight) resulting from the cumulative contribution of several neighboring

positions to define a hit (see Introduction). Therefore, they use a more powerful (and also

more costly to implement) formalism of seeding.

To estimate the sensitivity and selectivity of those seeds,we modified our methods de-

scribed in the previous section by representing an alignment by a sequence of possible

individual scores. Foreground and background probabilityof each score is easily computed

from those for amino acid pairs. After that, sensitivity andselectivity is computed similarly

to the previous case.

D. Results on theoretical models

We compare the performance of the different approaches by plotting ROC curves of Pareto-

optimal sets of seeds on the selectivity/sensitivity graph. The two plots in Figure 6 show

the results for alignment length 16 and 32 respectively. Redand green polylines show the

performance of BLASTP with word size 3 and the vector seed family from [4], for different

score thresholds. The other curves show the performances ofdifferent seed alphabets from

Sections III-IV represented by the Pareto-optimal seeds (seed families) that we were able to

construct over those alphabets. As mentioned earlier in Section V-B, each time we selected

the best seed family among those with different number of individual seeds. Typically (but not

exclusively), points on the plots correspond to seed families with 4 to 6 seeds. Typically, the

seed span ranges between 3 and 5 (respectively, 3 and 6) for alignment length 16 (respectively,

32). Seeds with larger span (> 4) tend to occur in seed families with larger number of seeds

(> 3).
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We observe that seeds over the alphabet of Section III (dark blue curve) are comparable

in performance with the vector seed family from [4] and clearly outperform seeds over other

alphabets. This result is interesting in itself, although in many cases this alphabet is not

practical due to its incompatibility with the transitivitycondition.

As for the other alphabets, they roughly show a comparable performance among them. For

the alignment length 16, our seeds perform comparably to BLASTP, with a slightly better

performance for high thresholds and a slightly worse performance for low thresholds. On the

other hand, for alignments of length 32, our seeds clearly outperform BLASTP. Note that the

non-hierarchical alphabet from Section IV-C does not bringmuch of improvement, which

might indicate that lifting condition (3) does not bring much of additional power. This point,

however, requires further investigation.

E. Results on real data

We made large-scale tests of our seeds on real data by applying them to several main

databases of protein alignments. Those databases are BALI BASE (version 3) [30], HOM-

STRAD [31], IRMBASE (version 1) [32], OXBENCH (version 1.3) [33], PFAM (release

22) [34], PREFAB (version 4) [35], and SMART (version 4) [36].

First, since all above databases except for OXBENCH contain multiple alignments, we

extracted from each of them a dataset ofpairwisealignments. For this, pairs of aligned se-

quences have been randomly extracted from multiple alignments and matching gaps removed.

To avoid a bias induced by big (in terms of the number of sequences) multiple alignments,

we selected a smaller fraction of pairwise alignments from big multiple alignments than from

small ones: the number of selected alignments varied from order of n2 for small alignments

to
√

n for big ones. The total number of alignment processed in our experiments varied from

640 (IRMBASE) to more than 250000 (PFAM).

For all those datasets, we identified alignments detected bythe BLASTP seed for different

score thresholds (word length 3, BLOSUM62 matrix, score threshold 10 to 13). On the other

hand, for each BLASTP score threshold, we identified the closest seed family in thePareto

set (cf Section V-B) with equivalent or greater selectivity. This has been done for each of

the three transitive alphabets proposed in Section IV. Selected seeds can be found at the

supplementary material Web pagehttp://bioinfo.lifl.fr/yass/iedera proteins/.

Results are shown on Figure 7. Both methods detect a very highfraction of alignments

of IRMBASE (all of them for thresholds 10 and 11). The poorest sensitivity is observed
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on SMART where alignments represent small sequences of proteins domains of the same

family. A relatively weak sensitivity on PREFAB is due to itsmethod of obtaining alignments

which is based on structural information and, at the first step, “does not incorporate sequence

similarity”. Finally, HOMSTRAD combines both structural information (using FUGUE [37])

and sequence information (using PSI-BLAST [3]) which explains a better performance of

seed-based search in this case.

Comparing the performance of subset seeds vs. BLASTP, the former show clearly a better

performance on BALI BASE, PREFAB and PFAM. On OXBENCH, HOMSTRAD and

SMART, the obtained sensitivity is very close to that of BLASTP. Globally, subset seeds

show a better performance for higher selectivity levels (greater thresholds).

VI. CONCLUSION

In this paper, we studied the design ofsubset seedsfor protein alignments, which is a

very attractive seeding principle that does not use scores at the hitting stage of the align-

ment procedure. The design of efficient subset seeds subsumes a design of appropriateseed

alphabets, i.e. sets ofseed lettersthat seeds can be built from. In this paper, we studied

several approaches to designing alphabets. In Section III,we considered the most general

case when seed letters are only required to induce a symmetric binary relation on amino acids.

In Section IV, we focused ontransitive seed alphabets, where seed letters are required to

induce an equivalence relation. In Section IV-A we proposedan alphabet construction based

on pre-definedhierarchical clusterings of amino acids, while in Section IV-B, we considered

a construction based on anad hocclustering of amino acids based on the likelihood ratio

measure. Finally, in Section IV-C we lifted the requirementof hierarchical clustering and

considered alphabets with possibly “incompatible” letters (in the sense of embedding of

equivalence classes).

The main conclusion of our work is that although the subset seed model is less expressive

than the method of cumulative score used in BLASTP, carefully designed subset seeds can

reach the same or even a higher performance. To put it informally, the use of the cumulative

score in defining a hit can, without loss of performance, be replaced by a careful distinction

between different amino acid matches without using any scoring system. From a practical

point of view, subset seeds can provide a more efficient implementation, especially for large-

scale protein comparisons, due to a much smaller number of accesses to the hash table. In

particular, this can be very useful for parallel implementations or specialized hardware (see
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e.g. [17], [18]).

Interestingly, the BLAST team reported recently in [38] that they used a reduced aminoacid

alphabet in order to allow for longer seeds while still keeping the hash table of acceptable size.

(Note also that this idea has recently been independently applied in [39], in a slightly different

context.) This is done, however, by translating one of the sequences into a compressed

alphabet and still using neighborhoods and a cumulative hitcriterion. In this work, we

demonstrated that instead of that, one can apply carefully designed subset seeds to avoid using

neighborhoods and scoring systems at the seeding stage, without sacrificing the performance.

Note that the seed design heuristic sketched in Section V-B does not guarantee to compute

optimal seeds, and therefore our seeds could potentially befurther improved by a more

advanced design procedure, possibly bringing a further increase in performance. This is

especially true for seeds of large weight (due to a bigger number of those), for which our

seed design procedure could produce non-optimal seeds, thus explaining some “drop-offs”

in high-selectivity parts of plots of Figure 6.

As far as further research is concerned, the question of efficient seed design remains an

open issue. Improvements of the hill climbing heuristic used in this work are likely to be

possible.

Finally, it would be very interesting to further study the relationship between optimal seeds

and seed letters those seeds contain. In particular, it often appeared in our experiments that

optimal seeds contained “non-optimal” seed letters. Understanding this phenomenon is an

interesting theoretical question for further study.
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[17] P. Peterlongo, L. Noé, D. Lavenier, G. Georges, J. Jacques, G. Kucherov, and M. Giraud, “Protein similarity searchwith

subset seeds on a dedicated reconfigurable hardware,” inProceedings of the 2nd Workshop on Parallel Computational

Biology, Gdansk (Poland), ser. Lecture Notes in Computer Science, vol. 4967, 2007.

[18] V. H. Nguyen and D. Lavenier, “Speeding up subset seed algorithm for intensive protein sequence comparison,” in

Proceedings of the 6th IEEE International Conference on Research, Innovation & Vision for the Future (RIVF 2008),

2008, pp. 57–63.
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Fig. 6

ROC CURVES OF SEED PERFORMANCE MEASURED ON PROBABILISTIC MODELS FOR ALIGNMENT LENGTH16 (ABOVE)

AND 32 (BELOW). BLUE, CYAN DARK GREEN AND DARK BLEU CURVES REPRESENTPARETO-OPTIMAL SEED FAMILIES

CONSTRUCTED RESPECTIVELY OVER ALPHABETSTRANSITIVE-PREDEFINED, TRANSITIVE-AB-INITIO ,

NON-TREE-TRANSITIVE AND NON-TRANSITIVE . EACH POINT OF THESE CURVES CORRESPONDS TO A SEED

FAMILY , TYPICALLY 3 TO 5 SEEDS(RESPECTIVELY, 3 TO 6 SEEDS) FOR ALIGNMENT LENGTH 16 (RESPECTIVELY32).

RED AND GREEN POLYLINES SHOW THE PERFORMANCE OFBLASTP WITH WORD SIZE3 AND THE VECTOR SEED

FAMILY FROM [4], FOR DIFFERENT SCORE THRESHOLDS.
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Fig. 7

SENSITIVITY OF SUBSET SEEDS VSBLASTP MEASURED ON BENCHMARK ALIGNMENT DATABASES
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