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Modeling loal repeats on genomi sequenesJaques Niolas∗ † , Christine Rousseau † , Anne Siegel †, Pierre Peterlongo † , François Coste † , Patrik Durand ‡, Sébastien Tempel § , Anne-Sophie Valin ¶ , Frédéri Mahé ‖Thème BIO � Systèmes biologiquesÉquipes-Projets SymbioseRapport de reherhe n° 6802 � Déembre 2008 � 40 pagesAbstrat: This paper deals with the spei�ation and searh of repeats ofbiologial interest, i.e. repeats that may have a role in genomi strutures orfuntions. Although some partiular repeats suh as tandem repeats have beenwell formalized, models developed so far remain of limited expressivity with re-spet to known forms of repeats in biologial sequenes. This paper introduesnew general and realisti onepts haraterizing potentially useful repeats ina sequene: Loality and several re�nements around the Maximality onept.Loality is related to the distribution of ourrenes of repeated elements andharaterizes the way ourrenes are lustered in this distribution. The assoi-ated notion of neighborhood allows to indiretly exhibit words with a distributionof ourrenes that is orrelated to a given distribution. Maximality is related tothe ontextual delimitation of the repeated units. We have extended the usualnotion of maximality, working on the inlusion relation between repeats andtaking into aount larger ontexts. Mainly, we introdued a new repeat on-ept, largest maximal repeats, looking for the existene of a subset of maximalourrenes of a repeated word instead of a global maximization.We propose algorithms heking for loal and re�ned maximal repeats usingat the oneptual level a su�x tree data struture. Experiments on natural andarti�ial data further illustrate various aspets of this new setting. All programsare available on the genouest platform, at http://genouest.org/modulome.Key-words: loal repeats, largest maximal repeats, repeats, genomes, bioin-formatis
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Modélisation de répétitions loales dans lesséquenes génomiquesRésumé : Cet artile étudie la modélisation et la reherhe de répétitions par-tiulières ayant un intérêt biologique, 'est à dire pouvant jouer un r�le dansles strutures ou les fontions génomiques. Même si, à l'image des répétitionsen tandem, ertains types de répétitions ont déjà été bien formalisées, les mo-dèles développés jusqu'alors sou�rent d'une expressivité limitées par rapportaux formes onnues des répétitions ayant un sens biologique.Ce papier introduit de nouveaux onepts génériques et réalistes qui a-ratérisent des répétitions d'intérêt dans les séquenes: la loalité et plusieursra�nements autour de la notion de la maximalité. La loalité est liée à la dis-tribution des ourrenes des éléments répétés et aratérise la façon dont lesourrenes sont groupées dans ette distribution. En outre, la notion assoiéede voisinage permet d'exhiber des orrélations entre distributions d'ourreneset ainsi de mettre à jour d'autres répétitions. La notion de Maximalité estliée à la délimitation des unités répétées. Nous avons étendu la notion om-munément admise de maximalité, par une approhe basée sur l'inlusion entrerépétitions et en onsidérant des ontextes plus large qu'un unique aratère.En partiulier, nous avons proposé un nouveau onept de répétitions, appeléesplus grandes répétitions maximales, qui herhe à véri�er l'existene d'un sousensemble d'ourrenes maximales d'une répétition plut�t que de s'appuyer surla reherhe d'une maximisation globale.Pour tous les nouveaux onepts introduits, nous proposons des algorithmesde détetion dans les séquenes basés au niveau oneptuel sur l'arbre des suf-�xes. Des résultats expérimentaux sur des données réelles et simulées illustrentl'intérêt de notre approhe. Tous les programmes sont disponibles sur la plate-forme genouest http://genouest.org/modulome.Mots-lés : répétitions loales, plus grandes répétitions maximales, répéti-tions, génomes, bioinformatique
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Modeling loal repeats on genomi sequenes 31 IntrodutionA wide number of studies has revealed that genome sequenes ontain repeatedsub-sequenes playing major roles in the struture, the funtion, the dynamisand the evolution of genomes [18, 22, 11℄.There exists a large literature overing the problem of �nding repeats whihan be mainly divided into three ategories depending on the type of targetedrepeats: exat repeats, repeats with errors and strutured repeats.Exat repeats have been extensively studied, leading to various onepts suhas longest repeats [10, 16℄, maximal repeats [8, 12, 13, 23℄ and super-maximalrepeats [8, 1℄. The onept of maximal repeat is quite attrative and simplyfouses on sequenes present in at least two largest ommon bloks, withoutpossible left or right extension, and without any biologial a priori.A seond ategory of algorithms introdues an error model in the spei�a-tion of repeated units, suh as longest repeats with a blok of don't ares [6℄,maximal pairs with bounded gap [5, 14℄, tandem repeats [25, 26, 4℄ and repeatswith edit distane [15℄. These kinds of algorithms are more adapted to analyzethe many repeats ontained in genome sequenes that usually ontain opieswith multiple variations.Finally, the third kind of approah targets the searh of strutured motifs thatonsist of an ordered olletion of p > 1 parts separated from one another byonstrained spaers [17, 9, 19, 20℄. These algorithms are of partiular interestin studying gene expression and gene regulation.Our onern in this paper deals with the spei�ation and searh of repeatsof biologial interest, i.e. repeats that may have a role in genomi strutures orfuntions. This problem is already addressed by algorithms from the two lastategories. Algorithms allowing the treatment of errors an be used to loategenes n-pliation (n > 1), and various types of tandem repeats whih are,among others, onstituents of entromeres and telomeres. Algorithms lookingfor strutured repeats have been proposed to takle the di�ult problem ofloating the set of short motifs onstituting the regulatory fators involved ingene transription.However, all models developed so far remain of limited expressivity with re-spet to known forms of repeats in biologial sequenes. Transposable elementsfor instane exhibit omplex opying patterns that are only partially understoodso far. Further studies are needed to develop more realisti formal settings, whilepreserving the generality of the onepts. This paper is a ontribution towardsthis goal. We introdue some new variations on repeats that apture impor-tant harateristis of observed repeats in the ontext of moleular biology. Weexamine the problem of de�ning and mathing repeats appearing at partiularpositions or in partiular ontexts.The searh for repeats is always based on the detetion of elementary unitswith several opies ourring in the studied sequene. Maximal repeats1 havelargely been used for this purpose throughout the literature sine they anrepresent all other repeats and have a strong mathematial struture. Maximalrepeats ontain longest repeats and have a well de�ned struture of inlusion,their number is linear (at most n exat maximal repeats in a sequene of size1A maximal repeat in a string S is a substring w suh that there are two substrings awcand bwd of $S$ suh that a 6= b and c 6= d ($ is a speial harater that does not appear in
S).RR n° 6802



4 Niolas et al
n), they an be omputed in linear time using a su�x-tree based algorithm, andthey an be used as basi bloks to ompute error-prone repeats.However, they su�er from important drawbaks with respet to �real� repeats.First of all, it is hard in pratie to distinguish maximal repeats from bak-ground noise. Pointing at large repeated words leads generally to meaningfulunits beause the probability that they appear by hane is very low. In on-trast, short words suh as those that appear in gene regulation an our ata frequeny that is omparable to the frequeny of random words of similarsize. Maximality is a global onept that is de�ned with respet to all o-urrenes of a word. What makes short opies relevant has generally a loalnature. This explain why a large part of this work is dediated to the simplebut powerful onept of loality of repeats. The lustering of ourrenes inompat strutures in the neighborhood of an initial position is desribed itselfusing a partiular onstraint of loality. We thus introdue a omplementarynotion, neighbor repeats, that is neessary to take into aount the presene ofelements indiretly loal beause they are in the viinity of loal units�someof those being eventually degenerated and non observable. Moreover, repeatedunits have loally an inlusion struture and it is generally the largest onesthat are of interest. Within this idea, we have introdued a formal notion oflargest maximal repeat that is a restrition of maximal repeats to those whoseat least one of the ourrene is not overed by a bigger repeat. Furthermoreit is worth to notie that no level of noise or variation is allowed between twoopies. In pratial ases, most of opies share a very similar sequene but arenot fully idential. To takle this problem, we extended the notion of ontextof the maximal repeats, usually limited to one single nuleotide. It permits totake into aount small variations like SNP (Single Nuleotide Polymorphism).Another way to look at miro-variations on a set of ourrenes is to observethe existene of a set of overlapping maximal repeats. A notion of unit re�etsthis struture. A repeated unit may either be a single word or be made of anoverlapping assembly of more elementary units.In addition to modeling these new onepts about repeats and their loalityin genomi sequenes, we propose methods and provide algorithms and theirproof for their identi�ation in a sequene S.The paper is organized as follows: the next setion provides a formalization ofthe algorithmi framework. Setion 3 details one by one new onepts, presentstheir identi�ation algorithm and provides results on arti�ial and biologialsequenes. Before onluding, Setion 4 brie�y disusses the hoies that havebeen made in this study, emphasizing a more general researh trak on �exibility.The paper o�ers supplementary material at the end for detailed algorithmi ormathematial aspets.2 ApproahWe propose in this work several re�nements around the onept of repeats insequenes and about their loality. For eah onept, an algorithm is providedfor their detetion in genomi sequenes. It is worth notiing that tools wereatually developed; both for validating models on real genomi sequenes andfor making our approah available to the ommunity. Please refer to the website http://genouest.org/modulome for downloading odes. INRIA
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Modeling loal repeats on genomi sequenes 5We use the su�x tree data struture to desribe the searh for partiularrepeats. We reall that a (ompat) su�x tree for a sequene S is a tree whoseedges are labeled with non empty words; all internal nodes have at least twohildren and eah su�x of S orresponds to exatly one path from the tree'sroot to a leaf. Eah node may be assoiated with the word made of letters readon the path from the root to this node. Construting suh a tree for S an beahieved in time and spae linear in the length of S (see [7℄ for a review).We introdue a basi generi proedure omputing an attribute on eah nodeof this struture. This proedure, presented in Algorithm 1 (in the supplemen-tary material), is alled Attributes. It is a simple depth �rst reursive visitof the tree, omputing on eah node a value synthesizing the values of its hil-dren. It is linear in time and spae with respet to the size of the analyzedsequene. People familiar with the omputation of maximal repeats will �ndits desription within this framework after proposition 3 in setion 3.4. Theproedure Attributes allows giving a more abstrat presentation of algorithmswhile ensuring the linear basi omplexity. Although suh a proedure doesnot introdue a fundamentally new algorithmi sheme, it requires some nontrivial hoies in its desription and it seems to be the �rst time that suh anexpliit formal desription is provided for a systemati su�x tree data strutureexploiting. This may help desribing and extending �the myriad virtues� of thisdata struture [3℄ with ompat and preise odes.Of ourse, the tree an be onsidered only at the logial level and enhanedsu�x arrays used instead [2℄ in pratial implementations. However, its usagebeing more intuitive, we prefer using su�x tree for didati purpose.Our algorithms are all based on Attributes funtion alls, using eah timespei� proedures on nodes of the tree.In order to illustrate the interest of newly introdued onepts, experimentswere onduted on several genomes. Sequene data were made of ompletegenomes of Arhaea and Bateria with a size in the range [2.4Mb, 3.5Mb] andof random sequenes resulting from shu�ed versions of these genomes. Shu�ingwas ahieved via the shu�eseq funtion of the Emboss 4.0 pakage [24℄.3 Enhaning repeats oneptsIn this setion we introdue one by one the new onepts we propose. TheLoality notion, appliable to any kind of repeat seen later, is �rst exposed(Setion 3.1). Then we explore various maximal repeats re�nements in Se-tions 3.2, 3.3 and 3.4. In eah setion we provide �rst the ontext and theformalization, and seond, we propose some experimental results.3.1 Loal repeatsThe �rst property to be introdued in this paper onerns the distribution ofourrenes of repeats. Loality is a simple restrition on repeats introduing abounded size on the range of their ourrenes. This range is formalized usinga notion of sope.The sope of a repeat gives aess to the size of the regions where the repeatours in the sequenes. Typially, it will get a low value for lustered repeats.Let us start with a very simple de�nition.RR n° 6802



6 Niolas et al
Figure 1: Loality of repeats and notion of sope.De�nition 1 ( sope ) The sope of a set of ourrenes of words in a sequeneis the di�erene between the last and the �rst ourrenes positions.The sope is a simple index related to the randomness of a distribution: anarrow distribution is typial of partiularly interesting words. At �rst estimate,one ould de�ne the sope of a word in a sequene as the sope of its set ofourrenes. Biologial sequenes exhibit in fat a more re�ned notion of loalitysine a same repeat may be found in di�erent lusters�see for instane theCRISPR struture in [21℄. If the distribution of a word is multimodal and iftwo lusters are far away, then its sope may be arti�ially large. This is whywe introdue a parameter, the number of modes denoted by µ, that limits themaximum number of allowed lusters orresponding to a same repeat: allowing

µ modes expresses the fat that ourrenes may be lustered in 1 to µ groups.Then, we de�ne the loality of a repeated word as the average sope of allgroups.De�nition 2 ( µ-loality ) Let µ ∈ N
+ and w be a repeat with ourrenespositions pos. Given an integer µ, a µ-partition is a partition P = {P1, . . . , P|P |}of pos that ontains at most µ bloks (mutually exlusive subsets), eah one withat least two elements. For eah blok Pi, we de�ne min Pi (resp. maxPi) as thesmallest (resp. biggest) ourrene position ontained in Pi.We denote by scope(P ) the sum of sopes of all lusters of repeats, scope(P ) =

∑|P |
i=1

(maxPi −min Pi), and we denote by P ∗ the minimal µ-partition with re-spet to sope, then with respet to size. The µ-loality of the repeat is de�nedas the mean value of the sopes of lusters in this optimal partition:
µ_locality(w) =

scope(P ∗)

|P ∗|
.Bloks of a partition represent lusters of repeats with an assoiated sope�eah blok has at least two ourrenes in order to avoid onsidering loallyisolated elements with null sope. The loality is alulated for an optimalpartition from the point of view of the set of positions of all lusters. The 1-loality is just the sope, that is, the maximal di�erene between positions ofourrenes.Example 1 Let S = GCGATATAGAG. The sope of G is 10, the sope of

A is 6, the sope of ATA, T or TA is 2 (see �gure 1). The 2-loality of Gis (2 + 2)/2 = 2, orresponding to the partition {{1, 3}, {9, 11}} of its set ofourrenes.Inreasing the number of modes µ never inreases the value of the µ-loalitysine it is omputed using a minimum over all partitions into 1 to µ subsets.INRIA



Modeling loal repeats on genomi sequenes 7It has a notieable e�et on the sum of sopes only if learly separated regionsof ourrenes exist. In pratial appliations, the user an �x the maximumnumber of modes by looking at the stabilization of this sum. In fat, if thenumber of modes is su�iently large, the value of the loality onverges to themean interval between two ourrenes and re�ets the way ourrenes aregrouped together. We thus de�ne the asymptoti loality or simply loality of arepeat as its µ-loality when µ tends towards its maximal value (the number ofourrenes divided by two, sine eah blok ontains at least two elements).Algorithm for omputing the loality of a repeatEnumerating all possible partitions of ourrenes in order to get the µ-loalityrenders its omputation unfeasible in most pratial ases. We have establisheda nie property that allows to drastially redue the set of interesting parti-tions and results in a quadrati algorithm, applying a dynami programmingapproah.Proposition 1 Let µ ∈ N and w be a repeat with n ourrenes in a sequenewhose positions are stored in pos[1..n] (n ≥ 2). The µ_loality of w is equal to
µ_locality(w) =

pos[n]− pos[1]− opt(µ, n)

|P |
,where there exists a partition {P1, · · ·P|P |} of pos[1..n], |P | ≤ µ suh that:� eah blok Pi orresponds to an interval on pos[1..n] ontaining at leasttwo positions, ai and bi: ai = min Pi < bi = maxPi < ai+1;� the extremes of bloks satisfy the relation ∑|P |−1

i=1
(ai+1 − bi) = opt(µ, n);� the funtion opt satis�es the following reurrent formulae:

opt(1, j) = opt(k, 2) = opt(k, 3) = 0

opt(k + 1, j + 2) = max

{

opt(k + 1, j + 1),
opt(k, j) + pos[j + 1]− pos[j]

(k ≥ 1, j ≥ 2). (1)Proof 1 of proposition 1:We �rst need to prove that the µ-loality of a repeat is obtained for a partitionof its ourrenes in at most µ lusters of onseutive ourrenes that eahontains at least two elements. Consider a partition of the set of ourrenes
{P1, · · ·P|P |} with |P | ≤ µ. The sope of eah blok is denoted by scope(Pi) =
maxPi −min Pi.The partition is ordered so that min Pi < min Pi+1 for every i ≤ |P |. Sup-pose now that there exists an index i suh that maxPi > min Pi+1.We show that swapping these two elements leads to a better partition.Let P ′

i = Pi ∪ {min Pi+1} \ {maxPi} and P ′
i+1 = Pi+1 ∪ {maxPi} \ {minPi+1}.Then max P ′

i = max{(Pi \ {maxPi}), min Pi+1} < max Pi and min P ′
i =

min{(Pi \ {maxPi}), min Pi+1} ≥ min Pi+1 ≥ min Pi.Similarly, min P ′
i+1 > min Pi+1 and max P ′

i+1 ≤ max Pi+1. Hene scope(P ′
i ) <RR n° 6802



8 Niolas et al
scope(Pi), scope(P ′

i+1) < scope(Pi+1) and (P1, . . . , Pi, Pi+1 . . . P|P |) is not anoptimal partition for the sum of sopes.We dedue that the smallest sope is reahed for partitions that satisfy therelation maxPi < min Pi+1, that is, partitions I of pos[1..n] into |P | intervals
{[a1, b1]∩I, · · · , [a|P |, b|P |]∩I} where ai and bi are elements of pos[1..n] suh that
ai < bi < ai+1. In partiular, a1 = min I = pos[1] and b|P | = max I = pos[n].The µ-loality is (

∑|P |
i=1

(bi−ai))/|P | = (pos[n]−pos[1]−
∑|P |−1

i=1
(ai+1−bi))/|P |.A onsequene of this property is that minimizing the sum of sopes of bloksis equivalent to maximizing the quantity

V ({P1, · · · , P|P |}) =
∑|P |−1

i=1
(min Pi+1 −maxPi) (if |P | ≥ 2)

V ({P|P |}) = 0 (if |P | = 1)
.Let us denote by opt(µ, n) the maximum of V ({P1, · · · , P|P |}) for µ-partitionsof pos[1..n]. We now have to prove that opt(k, j) satis�es Eq. (1).Assume that j ≥ 2 and k ≥ 1. Consider �rst an optimal partition of pos[1..j]into at most k bloks {P1, · · · , P|P |}, |P | ≤ k. We have V ({P1, · · · , P|P |}) =

opt(k, j). Add to this partition the blok that ontains two additional positions
P|P |+1 = {pos[j + 1], pos[j + 2]}. We obtain a partition of the set pos{1..j + 2}into at most k +1 bloks, for whih V ({P1, · · · , P|P |+1}) = V ({P1, · · · , P|P |})+
min P|P |+1 −maxP|P | = opt(k, j) + pos[j + 1] − pos[j]. Sine opt(k + 1, j + 2)is greater than V ({P1, · · · , P|P |+1}), we dedue that

opt(k + 1, j + 2) ≥ opt(k, j) + pos[j + 1]− pos[j].Consider now an optimal partition of pos{1..j +1} into at most k +1 bloks
{P1, · · · , P|P |}, |P | ≤ k. Add to the last blok the element pos[j + 2], that is:
P ′
|P | = P|P |∪{pos[j+2]}. We thus obtain a partition of pos[0..j+2] into at most

k +1 bloks, for whih V ({P1, · · · , P|P |−1, P
′
|P |}) ≥ V ({P1, · · · , P|P |−1, P|P |}) =

opt(k + 1, j + 1). Hene
opt(k + 1, j + 2) ≥ opt(k + 1, j + 1).We dedue that

opt(k + 1, j + 2) ≥ max{opt(k + 1, j + 1), opt(k, j) + pos[j + 1]− pos[j]}.Conversely, onsider an optimal partition of pos[0..j + 2] into at most k + 1bloks {P1, · · · , P|P |}. If P|P | ontains exatly two elements, then we have P|P | =
{pos[j + 2], pos[j + 1]} and by removing the last blok we obtain a partition of
pos[0..j] with at most k bloks. Hene V ({P1, · · · , P|P |−1}) ≤ opt(k, j), that is,
opt(k + 1, j + 2)− (pos[j + 1]− pos[j]) ≤ opt(k, j).Otherwise, P|P | ontains at least three elements. Removing the last element from
P|P | leads to an admissible partition of pos[0..j + 1]. Hene, V ({P1, · · · , P|P | \
{pos[j + 1]}}) ≤ opt(k + 1, j + 1). Removing the last element does not hangethe value of V , hene opt(k +1, j +2) ≤ opt(k +1, j +1). Sine one of the asesours, we dedue that

opt(k + 1, j + 2) ≤ max{opt(k + 1, j + 1),

opt(k − 1, j) + pos[j + 1]− pos[j]}.Consequently, equation (1) is satis�ed when j ≥ 2 and k ≥ 1. It re-mains to ompute opt(k, j) when k = 1, j = 3 or j = 2. In eah ase,the partition ontains exatly one blok, implying that V ({P1}) = 0 so that
opt(k, 3) = opt(k, 2) = opt(1, j) = 0. INRIA



Modeling loal repeats on genomi sequenes 9The asymptoti loality may be omputed by a similar tehnique.Proposition 2 Let µ ∈ N and w be a repeat with n ourrenes in a sequenestored in pos[1..n] (n ≥ 2). The asymptoti-loality of w is equal to
asymptoticLocality(w) =

pos[n]− pos[1]− opt(n)

|P |
,where there exists a partition {P1, · · ·P|P |} of pos[1..n], |P | ≤ µ suh that:� eah blok Pi orresponds to an interval on pos[1..n] ontaining at leasttwo positions, ai and bi: ai = min Pi < bi = maxPi < ai+1;� the extremes of bloks satisfy the relation ∑|P |−1

i=1
(ai+1 − bi) = opt(n);� the funtion opt satis�es the following reurrent formulae:

opt(2) = opt(3) = 0; opt(4) = pos[3]− pos[2]

opt(j + 3) = max

{

opt(j) + pos[j + 1]− pos[j]
opt(j + 1) + pos[j + 2]− pos[j + 1]

(j ≥ 2). (2)Proof 2 of proposition 2 With a proof similar to the one of Proposition 1, it iseasy to prove that funtion opt satis�es the relation
opt(2) = opt(3) = 0

opt(j + 2) = max(opt(j + 1), opt(j) + pos[j + 1]− pos[j]), (j ≥ 2)Eq. (2) is a one step unfolding of this equation and is equivalent to it for every
j ≥ 2.It remains to ompute opt(4). opt(4) = max(opt(3), opt(2)+pos[3]−pos[2]) =
pos[3]− pos[2].Algorithms omputing µ-loality from a su�x tree representation of a se-quene diretly follow from these propositions.Algorithm for omputing the loality of all repeated fators of a se-queneThe 1-loality of fators of a sequene may be omputed in linear time andspae, using the following funtion all:
Attributes(root, init, updateMinMax, position, oneScope) that stores in Synth(see Algorithm 1) the minimal and maximal positions of the ourrenes of afator, using the following funtions:� init gives value +∞ to Synth.min and 0 to Synth.max;� updateMinMax updates Synth on a parent node with respet to min andmax positions of its hildren (see Algorithm 2);� position returns leaves positions in Synth.min and Synth.max;RR n° 6802



10 Niolas et al� oneScope omputes Node.scope := Synth.max− Synth.min.Computing the µ-loality of fators of a sequene for arbitrary values of µis more omplex. With µ ≥ 2, the µ-loality of a fator depends on all itsourrenes positions and those are managed in Synth (see Algorithm 1) as asorted list. The loality is omputed with the following all:
Attributes(root, emptyList, mergeLists, getPos, muLocality)� emptyList: returns in Synth an empty list;� mergeLists: merges the sorted positions lists of the urrent node and oneof its hildren;� getPos returns the position of a leaf in Synth;� muLocality omputes, given the positions list in Synth, the µ-loalityof the onsidered node. muLocality is a dynami programming shemediretly based on the reurrene equation given in proposition 1 (see al-gorithm 3).Complexity: µ gets generally low values�the µ-loality onverges in pratietowards the limit loality for values of the order of 20�and an be onsideredas a onstant. Algorithm 3 requires a omputation in O(n) steps. The Synthstruture requires O(n) spae. Computing the µ-loality of all fators of asequene requires thus O(n2) in time and O(n) in spae.The same way, the asymptoti loality may be omputed with funtion all

Attributes(root, emptyList, mergeLists, getPos, asymptoticLocality)where asymptotiLoality is given in Algorithm 4, using the equation given inproposition 2.Complexity : Computing the limit-loality of all fators of a sequene does notdepend on µ but requires the same omplexity than omputing the µ-loality�i.e. O(n2) in time and O(n) in spae.Loality experimentsWe present �rst the experimental setting we have used for all our results.All repeats and all maximal repeats with size varying between 18 and 80nuleotides have been onsidered. These bounds have been hosen from prelim-inary studies on the distribution of ourrenes in the set of genomi sequenes,solely for presentation purpose: it avoids a too large dynamis in the presentedurves while maintaining a large number of repeats. Mode µ is varying from 1to 10. Greater values have a signi�ant impat only for words with numerousourrenes and these are negligible in the given range of sizes.In all 3D graphis, the bakground level for random sequenes remains �at(blue urves), simply showing that the distribution of repeated words is inde-pendant of µ_loality when sequenes have no partiular struture. The hillylandsapes (in red) are urves for real genomi sequenes. Contrary to randomsequenes having the same omposition, genomi sequenes exhibit various be-haviors that heavily depend on the speies at hand. The distribution of maximalINRIA



Modeling loal repeats on genomi sequenes 11

Figure 2: Study of arhaeon NC_002754 (Sulfolobus solfatarius). Number ofrepeats, number of maximal repeats with respet to various µ_loality values.repeats and of their ourrenes and of largest maximal repeats are given withrespet to mode for normal and shu�ed sequenes.Thus Figure 2 and Figure 3 display an overview of the distribution of re-peated words for various intervals of µ_loality for two di�erent arhaea.This demonstrates learly that the 3D pro�les for the whole set of words andfor the redued set of maximal repeat may be rather similar for some speies oron the ontrary sharply di�er. In �gure 2 that displays results for the arhaeonSulfolobus solfatarius, maximality is an e�ient �lter and absolute numbers ofwords to be onsidered di�er by a fator of 750, but the proportion of repeatsis almost the same for a given range of mode and µ_loality if the maximalityriterion is required or not. A small supplementary peak seems to exist for aloality value in the range 5-10K but it remains a minor di�erene. Figure 3,omputed on the genome of the arhaeon Methanoulleus marisnigri, exhibits avery di�erent sheme where most of words our very loally (25K) and are notmaximal repeats and where maximal repeats have a wider sope, even for largevalues of mode.The same way, Figure 4 displays an overview of the value of µ_loalityin di�erent ontexts for two bateria, Desulfotalea psyhrophila and Geobaillusthermodenitri�ans, the �rst exhibiting a lear peak in the range of small loalityand the seond laking this property. Globally, our empirial studies show a learspeies-dependant e�et that allows to �lter potentially meaningful words on theRR n° 6802
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Figure 3: Study of arhaeon NC_009051 (Methanoulleus marisnigri JR1).Number of repeats, number of maximal repeats with respet to various
µ_loality values.

INRIA



Modeling loal repeats on genomi sequenes 13basis of the loality and also points at the interest of studying maximality, aonept that will be further extended in setion 3.3 of this paper.A more preise view of the ourrenes of main maximal repeats is givenin Figure 5 that displays for three bateria an overview of the distribution ofourrenes of repeats and maximal repeats in a de�ned range of loality fordi�erent mode values.In all these 2D urves, the loality as been �xed in an interval orrespondingto a maximum number of observations of maximal repeats. The number ofmaximal repeats is represented by red squares (M1 urves) for normal sequenesand blue irles (M2 urves) for their shu�ed ounterpart. The number ofourrenes of maximal repeats is represented by green diagonal rosses (O1urves) for normal sequenes and purple squares (O2 urves) for their shu�edounterpart. Note that the sale is given on the left for maximal repeats andon the right for ourrenes. The e�et of µ is best viewed on suh urves,whih display the variation of frequenies with respet to mode. Very di�erentpro�les are observed for di�erent speies (see Figure 5 for a omparison of threebateria). Generally, the number of words that are maximal repeats stabilizesrapidly after a small peak (mode value greater than 3). In ontrast, the numberof ourrenes may vary muh more, as it is illustrated in the �gure for theGeobaillus kaustophilus genome. Note that a variation is also observed forrandom sequenes, showing a likely bias with respet to omposition. The realimpat of the mode parameter has to be further evaluated in suh pratial ases,but extrema may nevertheless points to interesting values of modes, that is,interesting number of regions with lustered repeats. The restrition of maximalrepeat to largest maximal repeats will provide a more diret e�et of the numberof modes on the number of words (see �gure 7).3.2 Viarious loal repeatsWe stated in the introdution that there exists another way to look at on-strained distributions of words. Some words are partiularly interesting in anindiret way, beause they only our in assoiation with loal words (wordswith a given µ_loality). We de�ne below this possibility in the most generalontext. It aims at searhing for words whose positions are orrelated with po-sitions of a given set of words. It is thus a powerful tool in every appliationwhere one is looking for word dependenies inside a sequene.De�nition 3 ( δ-neighbor of a language in a sequene ) A δ-neighbor(with relative support τ) of a language L in a sequene S is a word suh thatall its ourrenes in S oupy positions that do not interset with positions ofwords in L and all (or more than τ perent) of its ourrenes are separated byat most δ letters from an ourrene of a word in L.Example 2 Let S = CTCCCCTTACCTTATTCATTCCTC, L = {AT, TA}.Words T or TT are not 1-neighbors of L beause some of their ourrenesinterset with ourrenes of words of L. Word C is not a 1-neighbor of L sineit has 5 ourrenes at the right maximal distane from L and 6 ourrenesthat are too far from words of L. So, it is a 1-neighbor of L only for a support
τ that is below 45%. Words CC and CCT are the 1-neighbors repeats withsupport 50% of L (CCT is also a maximal repeat, see next setion).RR n° 6802
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Figure 4: Study of baterium NC_006138 (Desulfotalea psyhrophila). Numberof repeats, number of maximal repeats with respet to various µ_loality val-ues. Study of baterium NC_009328 (Geobaillus thermodenitri�ans NG80-2).Number of maximal repeats with respet to various µ_loality values. INRIA
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Figure 5: Number of words and of ourrenes of maximal repeats with re-spet to the number of modes for a �xed interval of loality. Study of ba-teria NC_006138 (Desulfotalea psyhrophila, �xed loality from 3Kb to 7Kb),NC_006510 (Geobaillus kaustophilus HTA426, �xed loality from 500Kb to750Kb), NC_009328 (Geobaillus thermodenitri�ans NG80-2, �xed loalityfrom 300Kb to 500Kb). The number of maximal repeats is represented byurve M1 for normal sequenes and urve M2 for their shu�ed ounterpart.The number of ourrenes of maximal repeats is represented by urve O1 fornormal sequenes and urve O2 for their shu�ed ounterpart.RR n° 6802



16 Niolas et alNote that neighboring depends on two parameters, its maximal size (width,maximal distane) and its minimal support in the set of ourrenes. Support isintended to re�et the possibility that some ourrenes of the referene wordsmay have disappeared and that onsequently neighbors may our without beingassoiated to referenes. In pratial appliations even the default value τ = 100allows deteting assoiations.Computing δ-neighborsWe have proposed an algorithm for omputing δ-neighbors with support τ ofa language represented as a sorted list L of starting and ending positions in asequene, in inreasing value of starting positions2. The notion of δ-neighbor ismainly interesting for non repeated word or maximal repeats. We thus assumethat it is su�ient to produe words that are of maximal length with respetto the assoiated set of starting ourrenes. Words that are δ-neighbors withsupport τ of L may be omputed with a funtion all desribed in the supple-mentary material. The idea is �rst to hek for eah position of a leaf in the su�xtree the distane to the losest position in L. This establishes easily the statusof δ-neighbors for non repeated words. It is ahieved by proedure classOccdesribed in algorithm6. Then, it is almost su�ient (details appear in thesupplementary material) to maintain from hildren to parents in the su�x treetwo data strutures, mapL and mapR. This is the role of proedure neighborsgiven in algorithm5. Parents orrespond to pre�xes of hildren and thus toshorter words. The struture mapL manages the distribution with respet tosome distane value of ourrenes that are in the suitable neighborhood of anelement of L at its left but overlapping at the given distane the next element in
L. If the size of the word tested in a node beomes su�iently small, then theword is no more overlapping and may be safely added to δ-neighbors. mapR isa similar struture managing ourrenes that are to the right and overlappingan element of L. If the size of the word tested in a node beomes su�ientlysmall, then the word is no more overlapping and moreover may be at the rightdistane from an element of L. It may be then safely added to δ-neighbors.The right behavior of the algorithm is supported by an analysis tht is alsogiven as supplementary material.Complexity : The classOcc proedure requires a searh in a sorted list ofsize p, requiring O(log(p)) steps, with p the ardinality of L. The proedure
neighbors requires a loop on elements of assoiations lists Synth.mapL and
Synth.mapR, whih ontain at most O(n) elements. If mappings are imple-mented as hash-tables or arrays of size n, updating these lists is virtually O(1).Computing delta-neighbors of L thus requires O(n2 +nlog(p)) in time and O(n)in spae.

INRIA



Modeling loal repeats on genomi sequenes 17

Figure 6: Study of arhaeon NC_002754 (Sulfolobus solfatarius). Number ofourrenes of maximal repeats of size greater than 400bp (red, sale on theright) and number of ourrenes of 2Kb-neighbors along the sequene (green,sale on the left) for 100% support and 75% support.
RR n° 6802



18 Niolas et al
δ-neighbor experimentsThe algorithm has been tested on various genomes. Figure 6 shows the resultsfor the arheon Sulfolobus solfatarius whih has a total size of 3Mb and ontainsmore than 1.5 million of maximal repeats with more than 32 million ourrenes.Elements of L have been �xed to most remarkable maximal repeats: those ofsize greater than 400 nuleotides. The orresponding 135 elements have 381ourrenes that are not randomly distributed in the genome. Almost 3/4 ofthem appear in regions orresponding to transposons. This fat is well knownand points to hot regions of the genome with respet to variations. The rest ofelements are mainly non-annotated, non-oding regions and ould be traes ofother mobile regions of the genome.The �rst remarkable point is that even for a 100% quorum τ and a smalldistane δ = 2Kb, a very demanding threshold requiring all onsidered words tohave a distribution inluded in a lose neighborhood of the seleted distribution,numerous neighbor words have been found. The mean number of neighborourrenes for a given maximal repeat position is 11, 235 for τ = 100% and
16, 851 for τ = 75%. The lower threshold 75% on�rms the tendeny of hotspots in the distribution, that is, regions with a high density of neighbors: thenumber of regions with more than 100 ourrenes goes from 32 for τ = 100%to 70 for τ = 75%. Moreover, size of words has a wide distribution, rangingfrom very small word (size 8) to large words (maximal size 387). This typeof behavior is not observed on shu�ed sequenes and the observation of suhorrelations allows deteting interesting repeats that may have loally a singleopy.3.3 Largest maximal repeats (LMR)The building briks of repeats are based on words delimited in terms of theirontexts in sequenes and formalized in terms of maximality.However, maximal repeats may be inluded in larger ones if they have moreourrenes than this inluding repeat. This emphasizes the fat that maximalhas not to be onfused with largest. Super-maximal repeats have been proposedfor this purpose. But super-maximal repeats, whih �lter only maximal repeatsthat are not substrings of others, are of little use in pratie beause manypositions of repeats are not overed by super-maximal repeats.In fat, the important harateristis of maximal repeats is that they bothrepresent all other repeats and over all positions of repeat ourrenes. Thenthe question is: Are maximal repeats optimal with respet to these ondi-tions? The answer appears to be negative. Consider for instane the sequene
ACACGAGAGG. Maximal repeats are A, AC, G and GAG. But A is notmaximal in the sense that AC or GAG are present at every position where Aours. To the ontrary G, whih is not a super maximal repeat, annot bedisarded without losing the information of an existing repeat at the end of thesequene. We propose a new de�nition, largest maximal repeat, that aims atbetter irumsribing this notion of maximality.2In fat, dummy elements have to be added to L to avoid side e�ets: If m is the numberof positions in L and n is the size of the sequene, L[0] is set to (−n,−n) and L[m + 1] to
(2n, 2n) INRIA



Modeling loal repeats on genomi sequenes 19De�nition 4 (Largest maximal repeat) Let S be a sequene with a set ofrepeats R. An LMR in S is a repeat r ∈ R suh that at least one ourrene of
r is not stritly inluded in an ourrene of another element of R.It is worth notiing this de�nition applies on any kind of repeat. Moreoverall these notions of maximality may be ordered: a super maximal repeat is alargest maximal repeat that is itself a maximal repeat.Example 3 Let S1 = GAGAGT . We onsider maximal repeats in S1 that are
GAG ourring positions 1 and 3 and G ourring position 1, 3 and 5. GAG isa largest maximal repeat. However every G ourrene is stritly inluded in a
GAG ourrene, thus G is not a LMR.Now onsider S2 = GAGAGG. In this ase GAG is still a MR ourringpositions 1 and 3, while G is a MR ourring positions 1, 3, 5 and 6. GAGremains a largest maximal repeat, however, G is a LMR as its ourrene inposition 6 is not overed by any other repeat ourrene.Fortunately, largest maximal repeats keep the nie properties of maximalrepeats for their omputation: they an be extrated in linear time and spae.However, bounding for a sequene of size n its maximal number of largestmaximal repeat (between n

2
and n) and the orresponding maximal number ofourrenes (between n and n2) remains an open question.Computing LMRThe algorithm omputing largest maximal repeats is a simple �lter on the resultsof the algorithm for omputing maximal repeats. For eah maximal repeat thathas hildren leaves in the su�x tree, the starting and ending positions of thesehildren leaves are kept. It is su�ient to san in linear time the sequene fromleft to right then, keeping at eah position the deteted maximal repeats endingafter the end of the previous one.LMR experimentsWe have omputed LMR on NC_002754, NC_006138 and NC_009051 genomesand their shu�ed versions. Results are shown on �gure 7. At �rst glane, onemay remark that around half the maximal repeats are not LMR. This is animportant redution sine no repeat is lost in hoosing a LMR representation.The most remarkable e�et is on the in�uene of the mode parameter. Indeed,while mode has only a limited in�uene on maximal repeats, a hollow on thenumber of LMR is observed for mode values between 2 and 7 in all genomes, inpartiular for µ-loality around 300K. Although we have no biologial explana-tion of this phenomenon, it seems worth further biologial investigations and itshows both that the regrouping of opies is not random in biologial sequenesand that largest maximal repeats allow a �ner analysis of the distribution ofopies. A last observation is that on shu�ed versions, as expeted as well formaximal repeats, almost no LMR were found.RR n° 6802
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(a) (b)

NC_002754
NC_009051
NC_006138Figure 7: Study on arheon NC_002754 and NC_009051 and on bateriaNC_006138 speies. With respet to their mode and their µ-loality, we presentlargest maximal repeats on olumn (b). In addition, we reall values obtainswith maximal repeats on same parameters on olumn (a).

INRIA



Modeling loal repeats on genomi sequenes 213.4 Context of repeats and k-unitsThe ontexts of a repeat in a sequene orresponds to �anking letters of o-urrenes of this repeat in the sequene. Maximality expresses that words areseleted on the basis of the existene of at least two ourrenes with two dif-ferent left and right ontexts. Our pratie on genomi sequenes drive us toextend the standard notion of maximality. We propose to look at ontextsthat are possibly not redued to a single letter or that may belong to di�erentwords. The paper addresses in partiular the ase of ontexts of size two, sinethey are losely related to the presene of single point mutations (SNP), an im-portant soure of individual variations (polymorphism) in genomi sequenes.More generally for a given word, one may be interested in the maximal sizeof left and right ontexts for whih at eah position letters di�er among theirourrenes. Another harateristi observation in genomi sequenes that wepropose to model is the presene of sets of overlapping ourrenes of maximalrepeats. It is interesting in suh a ase to onsider the set as a global unit.Contexts and disriminant ontextsDe�nition 5 (ontext of a word in a sequene) A ontext of a word w ina sequene S is a pair of words (l, r)�the left and right ontext�suh that lwris a subword of S.For instane, let S = ATAT . The ontexts of A are (ǫ, ǫ), (ǫ, T ), (ǫ, TA),
(ǫ, TAT ), (T, ǫ), (T, T ) and (AT, T ). The ontexts of AT are (ǫ, ǫ), (ǫ, A),
(ǫ, AT ), (T, ǫ), and (AT, ǫ).Among ontexts, those that di�er from one ourrene to the other arepartiularly useful in delimiting repeats. They are alled disriminant ontexts.Let us denote S[a, b] the substring of sequene S from position a to position b.De�nition 6 (disriminant ontext) A ontext (l[1, sl], r[1, sr]) is a disrim-inant ontext with respet to a word w in a sequene S if and only if for someontext (l′[1, sl], r

′[1, sr]) of w: ∀i ∈ [1, sl], l[i] 6= l′[i] and ∀j ∈ [1, sr], r[j] 6= r′[j].(sl, sr) is the size of the ontext.The de�nition is further illustrated in Figure 8. All words have at least(trivially) an empty disriminant ontext�size (0,0) ontext. Words may haveseveral opies and only an empty disriminant ontext, as it is illustrated inthe �gure on word T. We reall that a usual maximal repeat in a sequene isa word with at least two ourrenes in this sequene (maximal pair) suh thatthe extension of these two ourrenes by one position either to the left or tothe right leads to two di�erent words. With our voabulary, maximal repeatsare words with disriminant ontext of size (1,1). The size of the maximaldisriminant ontext of a word haraterizes in some way how it stands outfrom the bakground as a separated meaningful unit. We will show that itallows de�ning a natural extension of the well-studied notion of maximal repeatthat is more robust with respet to repeats with errors.
RR n° 6802



22 Niolas et al
Figure 8: Disriminant ontexts of words.Building and displaying maximal repeats in a sequeneWe �rst reall a nie property of standard maximal repeats with disriminantontexts of size 1:Proposition 3 The set of maximal repeats of a sequene is a subtree of thesu�x tree of this sequene.Indeed, if w is a maximal repeat then it is assoiated to a node in the su�xtree with two di�erent ourrenes l1w and l2w in the sequene. For all v that isa proper pre�x of w, (l1, r) and (l2, r) are two ontexts of v in the sequene forsome letter r. Now, if V has two ourrenes with a di�erent right ontext, v isa node parent of the node of w in the su�x tree and has at least two ontexts

(l′, r1) and (l′′, r2), with r1 6= r2. At least one of l1, l2 di�ers from l′ and l′′ andat least one of r1, r2 di�ers from r, proving that v is a maximal repeat. Thenumber of maximal repeats is thus at most n− 1 in a sequene of size n. Theproperty provides the basis of a linear proedure building them from the su�xtree of the sequene.Maximal repeats may be omputed using the all
Attributes(root, empty, addLetter, prevLetter, isDiscriminant),where� Synth represents the set of left ontexts (letters before the starting posi-tion of eah ourrene) of the word at the urrent node. To be preise,it ontains a letter whih belongs to {⊤,⊥} ∪ Σ, where ⊤ stands for anyset with ardinality at least 2 and ⊥ orresponds to the empty set. Thisone-letter enoding avoids storing the whole ontext;� empty set Synth to the empty set (⊥);� addLetter set Synth to the Synth value of its hild if its value is ⊥ andto ⊤ if its value di�ers from the value of its hild;� prevLetter returns in Synth the letter of the sequene at the positionpreeding the position of the leaf;� is_discriminant returns a boolean indiating if (Synth = ⊤).Identifying robust maximal repeats via the size of their ontextsThe next step in this work onsisted in studying the e�et of slight variationson the behavior of maximal repeats. It is indeed important in biologial ap-pliations to take into aount the fat that single point mutations, that is,INRIA



Modeling loal repeats on genomi sequenes 23substitutions of one harater by another one, are frequent in ourrenes. Let
u and v be two words and a, a′, b, b′, c and c′ be letters suh that a 6= a′, b 6= b′and c 6= c′. Consider a disriminant ontext for two ourrenes of a word
ubv, (aubvc, a′ubvc′). In ase of substitution of b by b′, it is possible to getinstead the pair (aubvc, a′ub′vc′) and the e�et is to split the maximal repeatin two smaller parts u and v. Note that this behavior is also observed in aseof insertion-deletion of a nuleotide.In pratie, a train of overlapping maximal repeats are generally observedin genomi sequenes instead of learly separated ones. This may be simplyexplained by a generalization of the previous reasoning, introduing simultane-ously several points of modi�ations. Given a sequene uxvyw, two di�erentpoints of modi�ation will generate two sequenes ux′vyw and uxvy′w, and thiswill result in overlapping maximal repeats uxv and vyw.Some maximal repeats are robust with respet to these variations and arepartiularly interesting to delimit borders of repeated regions.De�nition 7 (k-maximal repeats or kMR) If k and k′ are stritly positiveintegers, a (k,k')-maximal repeat in a sequene is a word with a disriminantontext of size (k, k′). When k = k′, it is a k-maximal repeat.The proposition 3 on the global struture of maximal repeats is not truefor (k, k′)-maximal-repeat if k > 1 or k′ > 1. For instane, onsider sequene
TTCAGCATGCT . The word CA is a (2,1)-maximal repeat sine (TT, G) and
(AG, T ) are disriminating ontexts. However C is a maximal repeat but not a(2,1)-maximal repeat sine its ontexts are (TT, A), (AG, A) and (TG, T ) andannot be disriminated.By inreasing the value of k or k′, one restrits the set of admissible repeatsto robust maximal repeats with respet to possible variations of their ontent.In partiular, all maximal repeats subjet to single point substitutions as pre-viously desribed are not k-maximal repeats for k ≥ 2.An important pratial onsequene of this fat is that it is possible to reon-strut maximal repeats that have been split by single point mutations.Proposition 4 Maximal repeats that have been split by single point mutationsorrespond to harateristi ourrenes of maximal repeats that are not (2,1)-maximal�or symmetrially not (1,2)-maximal.Proof 3 Indeed, if ubv is a maximal repeat that has been subjet to a mutation
b/b′, then v is a (1,1)-MR but not a (2,1)-MR. Conversely, given v, a (1,1)-MR that is not a (2,1)-MR, there exists an ourrene xubvc and an ourrene
x′ub′vc′ in the sequene where b and b′ and c and c′ are di�erent letters (vis a MR), and where u is a non empty word (or else v would be a (2,1)-MR).Moreover, sine the ourrenes of v are loated at di�erent positions, there mustexist a word u suh that x and x′ are words that do not end with the same letter.Thus u is a MR that is not (1,2)-maximal and ubv is the trae of a maximalrepeat subjet to a single point mutation on letter b.Due to the interest of the SNP identi�ation task, we have foused our studyon the design of an algorithm for the determination of (2,1)-maximal repeats. Itneeds almost no extra memory spae with respet to the omputation of simplemaximal repeats. We leave open the issue of �nding (k, k′)-maximal repeatsRR n° 6802



24 Niolas et alfor larger values of k and k′. The su�x tree data struture is not well suitedfor the study of right ontexts. A possible extension would be to onsider ageneralized su�x tree on the sequene and the reverse sequene. For (k, 1)-maximal repeats, k > 2, a simple algorithm would be to keep eah left ontextof size k at eah node but this is not tratable in spae for very large sequenes.In fat, (k + 1, 1)-maximal repeats are a subset of (k, 1)-maximal repeats and itmight be possible to �lter them iteratively.Computing the list of (2,1)-maximal repeatsTaking into aount left ontexts of size 2 is quite diret with the su�x treedata struture. It is su�ient to manage left ontexts that appear on su�xesat the leaf nodes and to ompute for eah node the union of the ontexts of itshildren. In fat, we use a small re�nement for ontexts storing. Contexts areindexed on their �rst letter�e.g., if ontext AA and AC have to be stored, theset {A, C} is stored at index A. Moreover, one harater is su�ient to repre-sent the set that has to be stored. The empty set is represented by the speialletter ⊥ and a set of size greater than one is represented by the speial letter
⊤. A singleton is simply represented by the letter it ontains. This way, storingthe ontexts only requires a spae proportional to the size of the alphabet.Overall, (2,1)-Maximal repeats may be omputed in linear time andspae, using the all:

Attributes(root, empty, cumul, prevLetters, isDiscriminant),where� Synth is made of a boolean Synth.21MR indiating if the word is a (2,1)-MR and a funtion representing the set of left ontexts. Let w denote theword at the urrent node. For eah letter σ ∈ Σ, Synth(σ) represents theset of letters {a suh that σaw belongs to the sequene}. To be preise,it ontains a letter whih belongs to {⊤,⊥} ∪ Σ, where ⊤ stands for anyset with ardinality at least 2 and ⊥ orresponds to the empty set;� empty sets Synth(σ) to the empty set (⊥) for eah letter σ ∈ Σ;� cumul is desribed in algorithm 7. It updates the set of letters preedingthe pointed word in the su�x tree;� prevLetters returns in Synth the left ontext of the su�x w orrespondingto the leaf: if abw is a su�x, Synth(a) is set to b and the other values ofthe funtion to ⊥;� isDiscriminant returns the value of Synth.21MR.The orretness of the algorithm is established in proof 5 in the supplemen-tary material.
INRIA
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Figure 9: Study of arhaeon NC_002754 (Sulfolobus solfatarius) and bateriaNC_009328 (Geobaillus thermodenitri�ans NG80-2). Number of ourrenesof (1,1)-maximal repeats and (2,1)-maximal repeats for normal and shu�edgenomes. All sales are logarithmi.
RR n° 6802



26 Niolas et alExperiments on (1,1) and (2,1)-maximal repeats and SNPThe algorithm omputing (1,1) and (2,1)-maximal repeats has been tested onvarious genomes. Results are illustrated on �gure 9 for an arheon and a ba-teria. Shu�ed genomes have no maximal repeats of size greater than 22. Thesize of maximal repeats may be far greater for real genomes (maximal observedsize is 1,000), but introduing a left ontext of two letters instead of a single oneleads to a two to four fold derease of this number of ourrenes. Enlargingontexts seems also to introdue an unexpeted artefatual derease in the rangeof small words (less than 10, with a minimum at 6), this bias being observed onboth shu�ed and real sequenes. We have no explanation so far of this fat.Interesting positions of single nuleotide mutations have also been searhedwith the following protool: at eah position of mutation p suh that at least onemaximal repeat v that is not a (2,1)-maximal repeat has an ourrene startingat p + 1, we have kept its harateristi ontext. This one is de�ned as the pairof words (u, v) suh that� the size of v is maximum;� the word u is a maximal repeat with an ourrene ending at p− 1 and ofmaximal size with respet to all repeats followed at distane 1 by v.The SNP positions may then be seleted on the basis of the size of uv.An interesting extension would be to diretly maximize the size of uv on eahposition, but the issue seems far more omplex.In our experiments, we have set the threshold on the size of uv to 18, a valueonsistent with our previous hoies and that leads to very few SNP on shu�edversions of the genomes.In �gure 10, the value of uv size is displayed along the genome of Sulfolobussolfatarius and of Geobaillus thermodenitri�ans. Clearly, the observed dis-tributions are not random and di�er ompletely from one speies to the other.With a set of strains or individuals of a same speies, the onept o�ers a wayto look at �ne polymorphisms while avoiding the neessity to run heavy wholegenome omparisons.Units of overlapping repeatsAs previously desribed, more general variations in sequenes lead to overlappingmaximal repeats. However, overlapping repeats may also be observed in tandemrepeats�onseutive opies of a same word�and simply by hane if very smallwords are taken into aount. In the de�nition of meaningful units, one has thusto preise the repeats to be onsidered. The previous notion of �not (2, 1)-MR�and more generally �not (k, 1)-MR� are useful in the sense that they potentiallyidenti�es regions with small loal variations that need to be abstrated.De�nition 8 (k-units) A unit in a sequene S is a largest series of di�erentoverlapping maximal repeat that are not (2, 1)-MR. A k-unit in a sequene Sis a largest series of overlapping maximal repeat that are not (k, 1)-MR. INRIA
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Figure10:Sizeofrepeats( ≥
1
8)withasinglenuleotidepolymorphism(SNP)

inarhaeonNC_002754(Sulfolobussolfatarius)andinbateriaNC_009328
(Geobaillusthermodenitri�ansNG80-2).These2�gureshavethesamesale
andthey-axishasbeenut:thebiggestrepeatwithaSNPforG.thermodeni-
tri�ansNG80-2is2338nuleotideslongandthusnotvisibleonthe�gure.
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28 Niolas et alExample 4 Let S be the following sequene:
CGTAGTCACACATGGAGTAACATAGASome maximal repeats are words TAG, AGT , CACA, CA, GA and AG in S.Words TAG, AGT , ACA, GA and C are maximal repeats in S that are not(2,1)-MR. Word CACACA is a tandem repeat overed by 2 ourrenes of thesame repeat CACA and rejeted as a unit. Words TAGT , GAGT and TAGA,whih are slight variations of TAGT , are units of S sine they are made of aomposition of overlapping maximal repeats that are not (2,1)-MR.Computing units and k-unitsComputing units is straightforward. It is su�ient to use previously desribedMR and (2,1)-MR detetion algorithm. Then, reading sequene from left toright, one just has to selet the largest set of overlapping MR that does nothouse (2,1)-MR.The k-unit detetion algorithm is likewise straightforward one disposingfrom a (k,1)-MR ourrene list. Thus this omputation, highly depends onthe existene of an e�ient (k,1)-MR detetion algorithm that remains an openquestion.Experiments on unitsWe have omputed units on various genomes and their shu�ed version. Forsmall repeats, the number of units is equivalent in normal and random se-quenes. For repeats of size greater than 18, no unit exists on random sequenesand �gure 11 displays units in the genome sequene of Sulfolobus solfatarius.Numerous units are found this way, orresponding to the reovery of simpleopies with natural variations gained during evolution. As expeted, the urvedereases rapidly with respet to the size of formed units sine for large unitsthere are generally several point of mutations.4 DisussionOn the de�nition of loality: The loality of a repeated word has been de-�ned to be the average of sopes of eah group of ourrenes. We have triedseveral other possibilities to sum up the ontributions of eah group, inludingthe sum, the minimum and the maximum.Overall, the average seems to provide more natural lustering than other mea-sures. First, it is a loal measure. The number of modes (lusters) is a seondaryparameter that is usually unknown or not relevant and hoosing a sum wouldmake it di�ult to ompare repeats with di�erent numbers of lusters. Seond,it is a robust measure with respet to the noise indued by words ourring byhane or by missing words due to degenerative mutations. Maximum and min-imum would be too sensitive to these phenomena. Finally, note that the searhof optimal groups themselves are based on a umulative index, not on the av-erage value and this avoids to split the set of ourrenes in more lusters thanINRIA
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Figure 11: Number of ourrenes of units in arhaeon NC_002754 (Sulfolobussolfatarius, repeats of size ≥ 18) and bateria NC_009328 (Geobaillus ther-modenitri�ans NG80-2, repeats of size greater than ≥ 15).
RR n° 6802



30 Niolas et alneessary. For instane, taking two ourrenes of a run of nuleotides (say
AAAAATAAAAA), the best partition will inlude the whole run (AAAAA)whereas a deision based on the �nal average index would tend to favor split-ting the run in smaller groups.Basially, a repeat as onsidered in biology refers to an entity made of anordered list of ommon onserved words ourring at onstrained distanes. Ourproposition is extending the usual setting on repeats in a sequene by onstrain-ing distanes globally on a set of ourrenes rather than loally between twopositions. Studying ways to onstrain distanes opens a new playing �eld foralgorithmis on words in the ontinuation of works on strutured motifs, wherethe key onept is �exibility instead of approximation. In approximated patternmathing, the aent is on extending an expression (word or language) by ageneral error model that is intended to take into aount possible variations orerrors around the expression to be mathed; In �exible mathing, the aent israther on fragmenting the expression in small piees that have to our exatlyand on its extension by �xing onstraints on the possible distanes inside andbetween the ourrenes of the expression. Most e�ient urrent algorithmsuse this notion of exat seeds that form the skeleton of a opied element. Ourde�nitions may help in the searh of suh seeds. Fundamentally, �exibility ex-presses the fat that in absene of a relevant model of transformation, variationsbetween two opies an be traed bak from the observation of the onjuntionof a ommon pre�x and su�x skeleton at a variable distane in eah opy. Wekeep on working on this notion of �exibility to take into aount large variationsthat may our between ourrenes of repeats like transposons.Number of repeats versus number of ourrenes: The number ofdistint words (fators) in a sequene and thus the number of repeated fatorsin a sequene may be quadrati with respet to its length (De Bruijn stringsare an example of words with a maximum of fators). In ontrast, the maximalnumber of Maximal Repeats (MR) remains (sub)linear, as it is learly shownby the fat that a su�x tree of a string of length n has at most n− 1 internalnodes.It says however nothing on the number of ourrenes of MR although it is ofpratial importane while looking at their distribution in a sequene. It appearsthis number to be quadrati itself with respet to n. For instane, the sequene
CAnGAnT admits exatly n maximal repeats, namely Ak, for k = 1 . . . n, andthe number of ourrenes of all these maximal repeats is ∑n

i=1
2i = n(n+1). Infat, sine there exists a number of very short maximal repeats, these generate alot of spurious ourrenes of repeats. Supermaximal repeats solve this problemby seleting maximal repeats that are maximal with respet to inlusion. Sinethere exists at most one supermaximal repeat starting at eah position of a se-quene, the number of ourrenes is bounded by n. In pratie, supermaximalrepeats exhibit a very low number of ourrenes beause they generally overa small set of positions in the sequene.For instane, the sequene ACAAGAk has only one supermaximal repeat Ak−1with two ourrenes (positions 6 and 7), for any value of k. This makes super-maximal repeats unsuitable for the desription of genomi sequenes. We haveproposed two ways to improve the seletion of interesting repeats based on theirset of ourrenes, the notion of largest maximal repeat (LMR) and the notionof loality, and the question naturally arise to study their theoretial impat onthe number of ourrenes. For instane, on our previous example ACAAGAk ,INRIA



Modeling loal repeats on genomi sequenes 31there are three LMR totalizing 2k + 6 ourrenes: A with k + 3 ourrenes,
AA with k + 1 ourrenes and Ak−1 with two ourrenes.Experimentally, we have not been able to exhibit a number of ourrenes ofLMR in O(n2). The generality of this onjeture remains to be proved andwe leave it as an open problem. However, it is possible to restrit further thede�nition of LMR in order to guarantee a linear number of ourrenes, whilemaintaining a overing of all repeats. Let us onsider pairs (r, O), where r is arepeat in the onsidered sequene S and where O is the set of ourrenes of
r in S minus those stritly inluded in an ourrene of another repeat. Thewords r with a non empty assoiated set in suh pairs orrespond to LMR. Theassoiated ourrenes O form a subset of the set of positions and is thus linear,by keeping the nie property of SMR that at most one LMR is starting at eahposition of a sequene. In our previous example ACAAGAk , the LMR pairs are
(A, {1}), (AA, {3}) and (Ak−1, {4, 5}).The loality parameter is another way to �lter ourrenes while not imposingan arbitrary lower bound on the size of repeats ontrary to the ommon pra-tie. The number of ourrenes of eah repeat is bounded by de�nition to beless than the sope minus the size of the repeat times the number of modes.Possible extensions of the introdued onepts: The de�nition ofsope, loality and largest maximal repeats are not restrited to words and ouldbe extended to patterns sine it is only onsidering positions. Applying thesede�nitions for instane to motifs representing transription fator sites ouldhelp determining interesting regulation sequene in a genome. The oneptsould be also applied to sets of sequenes and this may be useful in omparativegenomis, in the identi�ation of onserved or imported subsequenes.5 ConlusionThe paper has introdued several new important onepts for the analysis of bio-logial sequenes, namely µ_loality, largest maximal repeats, δ_neighbors,(k, k′)-maximal repeats and units. In most ases, algorithms are given, all using a verygeneri approah of depth-�rst searh in a su�x tree. The searh for (k, k′)-maximal repeats has been treated only for k = 1 and k′ < 3, an importantpratial ase.We have illustrated all introdued onepts on genomi analysis. In fat, allonepts have emerged from real biologial observations. The main idea in thehosen developments were to allow the seletion of words and their ourreneson the basis of very few parameters and in a way that does not depend ontheir size. Loality and δ_neighboring allow �ltering words on the basis oftheir distribution in the sequene and need essentially one or two parameters.Maximality has been extended by two parameters allowing a better ontextual�ltering of words.This way, we have shown how one-letter variations may betaken into aount in maximal repeats. We are urrently working on a furtherneeded onept of �exibility to take into aount larger variations due to insertedor deleted words.The study is by no means exhaustive on the possible types of onstraintsthat would be meaningful for words seletion in the genomi ontext. Overall,RR n° 6802



32 Niolas et althe main ontribution of this study might be to show that genomis remains anendless soure of new problems in stringology.AknowledgementThe neessary environment for all omputations has been provided by the bioin-formatis platform from Ouest-Genopole (http://genouest.org).FundingThis work is supported by a grant from the Frenh Agene Nationale de laReherhe (Modulome projet).Supplementary materialProedure Attributes reursively modi�es an attribute of all nodes enoun-tered during a depth �rst traversal of a tree. During this traversal, data aresynthesized from hildren and joined into a variable alled Synth (line 6). Oneall hildren are reursively performed, the Node's attribute is omputed withproedure Attr with respet to data stored in Synth (line 8). The isLeaf fun-tion takes a node as argument and returns true if and only if this node is a leaf.Depending whether Node is onsidered as terminal or not two data initializationfuntions are used: initLeaf for leaves (line 2) and initNode for other nodes(line 4).Algorithm 1 Computes an attribute for eah node of a subtree at a given nodeof a tree, using a depth �rst traversal of the subtree.Attributes(Node, initNode(), update(), initLeaf(), Attr() )1: if isLeaf(Node) then2: initLeaf(Node, Synth);3: else4: initNode(Synth);5: for eah Child of Node do6: update( Synth,Attributes(Child, initNode, update, initLeaf, Attr ) );7: end for8: Attr(Node, Synth);9: end if10: Return( Synth);Algorithm 2 Computes min and max values of positions of a given word
updateMinMax(Synth, SynthChild)1: Synth.min = min (Synth.min, SynthChild.min);2: Synth.max = max (Synth.max, SynthChild.max); INRIA



Modeling loal repeats on genomi sequenes 33Algorithm 3 Returns the µ_locality of a sorted list of ourrenes Synth.
muLocality(Synth)1: { Let n be the size of Synth and µ the maximal number of modes}2: for j:= 1 to n do3: opt[1, j]← 0;4: end for5: for k:= 1 to µ do6: opt[k, 2]← 0; opt[k, 3]← 0;7: card[k, 2]← 1; card[k, 3]← 1;8: end for9: for k:= 1 to µ− 1 do10: for j:= 2 to n− 2 do11: if opt[k + 1, j + 1℄>(opt[k, j℄+ Synth[j + 1℄-Synth[j℄) then12: opt[k + 1, j + 2℄ ← opt[k + 1, j + 1℄;13: ard[k + 1, j + 2℄ ← ard[k + 1, j + 1℄;14: else if opt[k + 1, j + 1℄<(opt[k, j℄+ Synth[j + 1℄-Synth[j℄) then15: opt[k + 1, j + 2℄ ← opt[k, j℄+ Synth[j + 1℄-Synth[j℄;16: ard[k + 1, j + 2℄ ← ard[k, j℄ +1;17: else18: opt[k + 1, j + 2℄ ← opt[k + 1, j + 1℄;19: ard[k + 1, j + 2℄ ← min(ard[k + 1, j + 1℄,ard[k, j℄ +1);20: end if21: end for22: end for23: Return(Synth[n℄- Synth[1℄ - opt[µ, n℄)/ard[µ, n℄;Algorithm 4 Returns the asymptotic_locality of a sorted list of ourrenes
Synth.
asymptoticLocality(Synth)1: { Let n be the size of Synth}2: opt[2℄ ← 0; opt[3℄ ← 0; opt[4℄ ← Synth[3℄-Synth[2℄;3: ard[2℄← 1; ard[3℄ ← 1; ard[4℄ ← 2;4: for j:= 2 to n− 3 do5: if (opt[j + 1℄+ Synth[j + 2℄-Synth[j + 1℄)>(opt[j℄+ Synth[j + 1℄-Synth[j℄) then6: opt[j + 3℄ ← (opt[j + 1℄+ Synth[j + 2℄-Synth[j + 1℄);7: ard[j + 3℄ ← ard[j + 1℄+1;8: else if (opt[j + 1℄+ Synth[j + 2℄-Synth[j + 1℄)<(opt[j℄+ Synth[j + 1℄-Synth[j℄) then9: opt[j + 3℄ ← (opt[j℄+ Synth[j + 1℄-Synth[j℄);10: ard[j + 3℄ ← ard[j℄ +1;11: else12: opt[j + 3℄ ← (opt[j + 1℄+ Synth[j + 2℄-Synth[j + 1℄);13: ard[j + 3℄ ← min ( ard[j + 1℄+1, ard[j℄ +1);14: end if15: end for16: Return (Synth[n℄- Synth[1℄ - opt[n℄)/ ard[n℄;RR n° 6802



34 Niolas et alWords that are δ-neighbors with support τ of L may be omputed withfuntion all
Attributes(root, zero, neighbors, classOcc, is_δneighbor),where� Synth ontains a boolean, two numbers and two assoiation lists that aredesribed in the supplementary material before algorithm 5;� zero sets all values of Synth to 0, ∅ or false, depending on their type;� proedure neighbors, given a sorted list of ourrenes L, heks the dis-tane to L of ourrenes of the word that are pre�xes of the ourrenesof the Child. It is desribed in algorithm 5;� proedure classOcc, given a sorted list of ourrenes L, heks the dis-tane to L of the leaf position. It is desribed in algorithm 6;� is_δneighbor returns true if and only if overlap is false and

Synth.ok + Synth.okR

Synth.ok + Synth.ko + Synth.l + Synth.r
≥ τ,where Synth.l and Synth.r are respetively the total number of our-renes in Synth.mapL and Synth.mapR.The two algorithms algorithm5 and algorithm6) use a struture Synth thatontains a boolean, two numbers and two assoiation lists:� Synth.overlap is a boolean indiating that an ourrene of the wordoverlaps an ourrene of L and thus it annot be a δ_neighbor;� Synth.ok is the number of δ_neighbor ourrenes of the word (at maxi-mal distane δ from an ourrene of L and not overlapping any ourreneof L). In order to inherit this value in the su�x tree from hildren to theirparent, the algorithm requires moreover that ourrenes are ounted onlyif pre�xes of the word are also at the right distane from L;� Synth.okR is the number of δ_neighbor ourrenes of the word, at maxi-mal distane δ from an ourrene of L and not overlapping any ourreneof L. Contrary to the previous ase (Synth.ok), at least one of the pre�xesof the word�its �rst letter�is not at the right distane from L;� Synth.ko is the number of ourrenes of the word that are not neighborsof L, at distane greater than δ from ourrenes of L. In order to inheritthis value in the su�x tree from hildren to their parent, the algorithmrequires moreover that ourrenes are ounted only if pre�xes of the wordare also at distane greater than δ from ourrenes of L;� Synth.mapL is an assoiation list managing the number of overlappingourrenes to the left of an element of L and in the right neighborhoodof another element of L. Eah element of this list pairs a distane withthe number of ourrenes of words to the left of an element of L and atthe given distane from it. This distane must be smaller than the lengthINRIA



Modeling loal repeats on genomi sequenes 35of the word sine it overlaps with L. Updating Synth.mapL in the su�xtree from hildren to their parent onsists in heking the elements thatkeep a distane value smaller than the length of the word;� Synth.mapR is an assoiation list managing the number of overlappingourrenes to the left of an element of L and not in the right neighborhoodof any element of L. Eah element of this list pairs a distane with thenumber of ourrenes of words to the right of an element of L and at thegiven distane from it. This distane must be smaller than the length ofthe word sine it overlaps with L. Updating Synth.mapR in the su�xtree from hildren to their parent onsists in heking the elements thatkeep a distane value smaller than the length of the word and not greaterthan the distane δ.Algorithm 5 Given a sorted list of ourrenes L, heks the distane to L ofourrenes of the word that are pre�xes of the ourrenes of the Child.
neighbors(Synth, SynthChild)1: { Let l be the length of the urrent node's word, δ be the maximal alloweddistane to L}2: if SynthChild.overlap or Synth.overlap then3: Synth.overlap← true;4: else5: Synth.ok← Synth.ok + SynthChild.ok;6: Synth.ko← Synth.ko + SynthChild.ko;7: for (Distance, Nbocc) ∈ SynthChild.mapL do8: if Distance ≥ l then9: Synth.ok← Synth.ok + 1;10: else11: Synth.mapL← Synth.mapL ∪ (Distance, Nbocc);12: end if13: end for14: for (Distance, Nbocc) ∈ SynthChild.mapR do15: if Distance > l + δ then16: Synth.ko← Synth.ko + 1;17: else18: Synth.mapR← Synth.mapR ∪ (Distance, Nbocc);19: if Distance ≥ l then20: Synth.okR← Synth.okR + 1;21: end if22: end if23: end for24: end ifProof 4 of the orretness of omputation of δ-neighbors:The property of neighboring to be heked ontains two onditions: one on themaximal distane δ to some ourrene of L; the other on the non overlappingwith all ourrenes of L. L[0] start position is set to −n and L[m + 1] startposition is set to 2n. Thus, the test in line 1 of Algorithm 6 will always returnRR n° 6802



36 Niolas et alAlgorithm 6 Given a sorted list of ourrenes L, heks the distane to L ofthe ourrene in the leaf at position p, with a parent w of length l.
classOcc(Synth)1: k denotes the minimal index in L[1, m + 1] suh that L.start[k] > p;2: if p− L.end[k − 1] < 0 then3: Synth.overlap← true;4: else5: if p− L.end[k − 1] ≤ δ then6: if L.start[k] ≥ p + l then7: Synth.ok ← 1;8: if L.start[k] > p + l, the word at [p, min(L.start[k] − 1, n)] is a

δ_neighbor.9: else10: Synth.mapL← Synth.mapL∪ (L.start[k]− p, 1);11: end if12: else13: if L.start[k] ≥ n then14: Synth.ko← 1;15: else16: if L.start[k] > p + l then17: the word at [p, min(L.start[k]− 1, n)] is a δ_neighbor;18: end if19: Synth.mapR← Synth.mapR ∪ (L.start[k]− p, 1);20: end if21: end if22: end ifAlgorithm 7 updates the set of letters preeding the pointed word in the su�xtree
cumul(Synth, SynthChild)1: Synth.21MR ← False;2: for a ∈ Σ do3: if SynthChild[a℄ 6= ⊥ then4: while ¬(Synth.21MR) and (a′ ∈ Σ− {a}) do5: if (Synth[a'℄6= ⊥) and (Synth[a'℄6= SynthChild[a℄) then6: Synth.21MR← True;7: end if8: end while9: end if10: end for11: for a ∈ Σ do12: if SynthChild[a℄ 6= ⊥ then13: if (Synth[a℄=SynthChild[a℄) or (Synth[a℄=⊥) then14: Synth[a℄ ← SynthChild[a℄;15: else16: Synth[a℄ ← ⊤;17: end if18: end if19: end for INRIA



Modeling loal repeats on genomi sequenes 37a value k ∈ [1, m + 1] suh that L.start[k − 1] ≤ p < L.start[k].Let us onsider a word w of size m starting at position p, that is, overingpositions [p, p + m − 1] (for leaves, m will take all values from the size of theparent + 1 to n). The algorithm is based on the identi�ation of six possibleases for ourrenes of w. An ourrene of w may be1. Overlapping with L[k−1] (line 3 of Algorithm 6 and line 3 of Algorithm 5).This ourrene of w and any of its pre�xes do not respet ondition 2 of
δ_neighbors and Synth.overlap simply propagates this fat.2. At a distane from L[k−1] that is between 0 and δ and non overlapping L[k](line 7 of Algorithm 6 and lines 5 and 9 of Algorithm 5). This ourreneof w and any of its pre�xes do respet both onditions of δ_neighbors andare ounted in Synth.ok.3. At a distane from L[k − 1] that is between 0 and δ and overlapping L[k](line 10 of Algorithm 6). This ourrene of w does not respet ondition2 of δ_neighbors but it may beome true for smaller pre�xes of w. Therole of Synth.mapL is to keep trak of this possibility. The evolution ofondition 2 is heked in line 8 of Algorithm 5.4. At a distane from L[k − 1] and L[k] that is greater than δ (line 14 ofAlgorithm 6 and line 6 and 17 of Algorithm 5). This ourrene of wand any of its pre�xes do not respet ondition 1 of δ_neighbors and areounted in Synth.ko. Note that if it is a leaf, the ase L[k] > δ oursonly if k = m + 1.5. At a distane from L[k−1] that is greater than δ and overlapping L[k] (line19 of Algorithm 6 and line 18 of Algorithm 5). This ourrene of w doesnot respet ondition 2 of δ_neighbors but it may beome true for smallerpre�xes of w. The role of Synth.mapR is to keep trak of this possibility.The evolution of ondition 2 is heked in line 19 of Algorithm 5.6. At a distane from L[k − 1] that is greater than δ and at a distane from
L[k] that is less than δ and not overlapping L[k] (line 17, 19 of Algorithm 6and line 20 of Algorithm 5). This ourrene of w ful�lls all onditionsof δ_neighbors and is ounted in Synth.okR. Pre�xes of w may no moreverify ondition 1 on maximal distane. Synth.mapR keeps trak of thispossibility and the ondition is heked in line 15 of Algorithm 5.Proof 5 of the orretness of omputation of (2,1)-Maximal Repeats:Let us �x a repeat w. We assume that the alphabet Σ is ordered. The array

Synth tabulates a funtion desribing the left ontexts of w:
Synth(w)[a] = {b ∈ Σ, ∃c s.t. abwc is a subword of S}.Let us �x a right ontext c. We split up Synth(w)[a] with respet to c:

ContextChild(w, c)[a] = {b ∈ Σ, abwc is a subword of S}.

Cumul(w, c)[a] = {b ∈ Σ, ∃c′ < c s.t. abwc′ is a subword of S}.By de�nition, w is a (2,1)-Maximal Repeat if there exists a 6= a′, b 6= b′,
c 6= c′ suh that abwc and a′b′wc′ are both subwords of S. In other words, wRR n° 6802



38 Niolas et alis a (2,1)-MR if and only if there exist a, b, c and a′ 6= a, b′ 6= b suh that
b ∈ ContextChild(w, c)[a] and b′ ∈ Cumul(w, c)[a′].In order to hek this property, thanks to the su�x tree, we reformulateit as follows: w is a (2,1)-MR if and only if there exist a, b, c and a′ 6= asuh that b ∈ ContextChild(w, c)[a] and either Cumul(w, c)[a′] ontains at leasttwo elements�then one of them is di�erent from b and generates a ontextdisrimant from (ab, c)�or it is redued to a single point di�erent from b.To build the sets Synth(w)[a], we use the following reursive formulas:� for every a, c, we have

Cumul(w, c)[a] = ∪c′<cContextChild(w, c′)[a];� for every a, we have Synth(w)[a] = ∪c∈SigmaContextChild(w, c)[a];� if w orresponds to a leaf of the su�x tree, then w is a su�x of the sequene
S so that the sets ContextChild(w, c) annot be de�ned. However, worresponds to a unique position pos in the sequene. If a = S[pos − 2]and b = S[pos − 1], set Context(w)[a] = {b} and Context(w)[a′] = ∅ forall a′ 6= a;� if w is not a leaf of the su�x tree, it has several hildren in the su�x tree.For every hild z , z = wcy, Contextchild(w, c) is set to Synth(z) andwe use relation (2) to ompute Synth(w).This allows to ompute reursively from the leaf to the top of the su�x treethe arrays Synth(w) as a synthesized attribute. For eah node, we omputethe set Cumul(w, c) from the de�nition of its hildren and simultaneously hekthat it is a 2-MR. Memory is further bounded by omputing instead of the set ofontexts its projetion to {⊤,⊥}∪Σ where ⊤ stands for any set with ardinalityat least 2 and ⊥ orresponds to the empty set.Referenes[1℄ Mohamed Ibrahim Abouelhoda, Stefan Kurtz, and Enno Ohlebush. Re-plaing su�x trees with enhaned su�x arrays. Journal of Disrete Algo-rithms, 2(1):53�86, 2004.[2℄ Abouelhoda, Mohamed Ibrahim and Kurtz, Stefan and Ohlebush, Enno.Enhaned su�x arrays and appliations. In Aluru, S., editor, Hand-book on Computational Moleular Biology, pages 7�1�7�27. Chapman andHall/CRC, 2006.[3℄ A. Apostolio. The myriad virtues of su�x trees. In A. Apostolio andZ. Galil, editors, Combinatorial Algorithms on Words, volume 12 of NATOAdvaned Siene Institutes, Series F, pages 85�96. Springer-Verlag, Berlin,1985.[4℄ Valentina Boeva, Mireille Regnier, Dmitri Papatsenko, and Vsevolod Ma-keev. Short fuzzy tandem repeats in genomi sequenes, identi�ation, andpossible role in regulation of gene expression. Bioinformatis, 22(6):676�684, 2006. INRIA
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