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Abstract. We propose in this paper an active vision approach for performing the 3D reconstruction of
static scenes. The perception-action cycles are handled at various levels: from the definition of perception
strategies for scene exploration downto the automatic generation of camera motions using visual servoing.
To perform the reconstruction, we use a structure from controlled motion method which allows an optimal
estimation of geometrical primitive parameters. As this method is based on particular camera motions,
perceptual strategies able to appropriately perform a succession of such individual primitive reconstruc-
tions are proposed in order to recover the complete spatial structure of the scene. Two algorithms are
proposed to ensure the exploration of the scene. The former is an incremental reconstruction algorithm
based on the use of a prediction/verification scheme managed using decision theory and Bayes nets. It
allows the visual system to get a high level description of the observed part of the scene. The latter, based
on the computation of new viewpoints ensures the complete reconstruction of the scene. Experiments
carried out on a robotic cell have demonstrated the validity of our approach.

ception process ; therefore active vision aims at
simulate this power of adaptation. Since the ma-
jor shortcomings which limit the performance of
vision systems are their sensitivity to noise, their
low accuracy, and their lack of reactivity, the aim
of active vision is generally to elaborate strategies
for adaptively setting camera parameters (posi-
tion, velocity,...) in order to improve the percep-
tion task. Thus, function of the specified task and
of the data extracted from the acquired image, an
active vision system may be induced to modify its
parameters (position, orientation, ocular parame-
ters such as focus or aperture) but also the way
data are processed (region of interest, peculiar im-
age processing, etc). It controls either the sensor
parameters or the processing resources allocated
to the system (Swain and Striker, 1993).

1. Active visual 3D perception

Most of the approaches proposed to solve
vision problems are inspired by the Marr
paradigm (Marr, 1982) which considers a sensor,
static or mobile, but not controlled. Unfortu-
nately, this approach appears to be inadequate
to solve many problems where appropriate modi-
fications of intrinsic and/or extrinsic parameters
of the sensor are necessary. This is why Ba-
jesy (Bajesy, 1988), Aloimonos (Aloimonos et al.,
1987, Aloimonos, 1990), or Ballard (Ballard, 1991)
have proposed to modify the Marr concept. They
proposed a new paradigm usually named active
vision. Active vision techniques are issued from
an attempt to simulate the human visual system.

Dealing with human vision, head motions, eyes
saccades and movements, the eyes adaptation to
the lighting variations, are important in the per-

In this first section, our purpose is not to pro-
vide an extensive review of ongoing works on ac-
tive vision, but to point out the motivation of the
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first authors involved in this research area and to
describe the methodology we have followed for the
conceptualization, design and implementation of
our active vision system. The different authors
who have introduced the active vision concept had
different motivations. What is usually called ac-
tive vision can be divided into four main classes:
the active perception as defined by Bajcsy (Ba-
jcsy, 1988) aims at elaborating control strategies
for setting sensor parameters in order to improve
the knowledge of the environment. The active vi-
sion introduced by Aloimonos (Aloimonos et al.,
1987) is a mathematical analysis of complex prob-
lems such as stability, linearity and uniqueness of
solutions. The goal of active vision is then defined
as an intelligent data acquisition process. The an-
imate vision (Ballard, 1991) is based on the anal-
ysis of human perception. Animate vision mainly
uses binocular camera heads. Its goal is on one
hand to solve the gaze control problem, and on
the other hand to facilitate the computational pro-
cess. Closely related to Bajcsy’s active perception,
the goal of purposive vision (Aloimonos, 1990) is
to acquire and extract from the environment only
the information needed to ensure the realization
of a given task. Actions irrelevant to the specified
problem will not be executed.

Despite these differences, the goal of the active
vision community is to show that an active sys-
tem is more relevant to the application (usually
because it is goal driven), more robust (because it
can handle either uncertainty and/or dynamic en-
vironment) and more accurate (because it is able
to modify its own configuration). From our point
of view, we think that these different approaches
are closely related. The methodology used in this
paper to define efficient exploration and recon-
struction strategies is based on the three following
relations:

¢ the perception-action cycle. The main point
of the proposed approach is the relation be-
tween the motion of the camera and the in-
formation acquired during this motion. Vi-
sual data is used to control the camera mo-
tions, which are used to acquire information.
We see this feedback loop as a fundamental
characteristic of an active vision system. At
this level, real time implementation (i.e., to
handle images at video rate) is a fundamen-

tal issue to allow an efficient feedback between
perception and action.

¢ the relation between global and local. A task is
usually defined in a global way (by the goal).
However, data available to ensure the goal is
usually local. The relation between the global
modeling of the task and the set of local sub-
models (closely related to the parameters and
the location of the camera) must be studied
in order to ensure the execution of the nom-
inal task. Describing a task as a scheduling
of elementary tasks is a fundamental step to
describe and implement such systems. There-
fore, efficient techniques are necessary to link
the local and global models.

¢ the relation between continuous and discrete.
This aspect of the problem is closely related
to the previous one. In one hand, the local
elementary tasks can usually be handled in
real time using continuous schemes (such as,
for example, the control laws used to defined
the camera motions). In that case, informa-
tion must be seen as an infinite flow of data
acquired by the sensor. In the other hand,
the scheduling of these different tasks may re-
quire sensor planning strategies and therefore
discrete camera motions. In that case, we ma-
nipulate discrete information (logic, temporal,
etc.).

Active/purposive vision does not usually re-
quire an exact reconstruction of the scene. It has
even been proposed to avoid this reconstruction
and generally uses a qualitative representation of
the scene. However, 3D reconstruction can be con-
sidered as a problem on its own, useful for various
applications such as navigating tasks in clustered
environment. Therefore, we will show how the
scene reconstruction and exploration problem can
be addressed in a purposive way. In that case,
the animate vision, active vision, active percep-
tion and purposive vision are closely related.

Overview of the 3D reconstruction problem

Our concern is to deal with the problem of recov-
ering the 3D spatial structure of a whole scene
without any knowledge on the number, the local-
ization, and the dimension of the different geo-
metrical primitives of the scene (assumed to be
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composed of polygons, cylinders and segments).
The autonomous system we propose deals with
various issues from the automatic generation of
camera motion using image-based visual servoing
to sensor planning to ensure a reconstruction as
complete as possible of the scene.

The whole reconstruction/exploration process
has three main perception-action cycles (i.e.,
three levels):

¢ The first one is the exploration cycle. Its goal
is to discover the objects which have not been
yet observed by the camera. At this level,
we have developed perceptual strategies able
to determine the successive camera locations
(next best view problem) ensuring the com-
pleteness of the exploration (for all the most, a
reconstruction as complete as possible). This
part of our work can be related to active per-
ception as defined by Bajcsy (Bajcsy, 1988):
the position and the orientation of the camera
are set in order to increase the knowledge on
the scene.

¢ From each viewpoint, all the objects observed
by the camera have to be reconstructed (i.e.,
the system has to estimate the parameters
which describe the structure of each geomet-
rical primitive composing the various objects
of the scene). To obtain as accurate results
as possible, we have chosen to use a con-
tinuous structure from controlled motion ap-
proach (Chaumette et al. 1996). It is based
on the analysis of the motion of the object in
the images sequence and on the measure of
the corresponding camera velocity. Very no-
ticeable improvements are obtained in the pa-
rameters estimation if the camera viewpoint is
properly selected and if adequate camera mo-
tions are generated. Following this way, the
work described in (Chaumette et al. 1996)
confirms the point of view of previous work on
active vision (Aloimonos et al., 1987) and on
gaze control (Ballard, 1991). Indeed, it has
been shown that the primitive must remain
static at a given position in the image during
the camera motion. These motions can be au-
tomatically generated using the visual servo-
ing approach (Hutchinson et al., 1996). This

aspect of the reconstruction can be related
to the purposive vision concept (Aloimonos,
1990): only useful motions are generated.

¢ between the high level and the low level pre-
viously described, the system enters in an
intermediate cycle which is the incremental
reconstruction loop, also called local explo-
ration. The main goal of this level is to bridge
the gap between a set of local sub-models (a
set of independent primitives) and a global
model of the scene (composed of objects). It
is composed of two processes widely interde-
pendent. The proposed strategy is depicted
on Figure 1. The first process deals with a
simple incremental reconstruction algorithm
(Figure la). It contains besides the inter-
nal perception-action cycle (described in the
previous paragraph), which ensures the recon-
struction of a single primitive, and a second
cycle which ensures the detection, the succes-
sive selection, and finally the reconstruction
of all the observed primitives. However, the
model of the scene we get at this level is quite
incomplete and contains only sparse primi-
tives. Thus we use a second process which
copes with these problems (Figure 1b). It pro-
poses a partial solution to the occlusion prob-
lem and allows to obtain a high level descrip-
tion of the scene. This approach is based on a
prediction /verification scheme managed using
a probabilistic approach based on Bayes nets.
These nets allow us to emit hypotheses on the
existence and on the localization of new seg-
ments, and, then, to propose the execution of
an action able to verify or to invalidate these
hypotheses. Finally, with respect to the result
of the verification step, it produces a new 3D
model of the scene.

The remainder of this paper is organized as fol-
lows: Section 2 and Section 3 describe the inter-
nal cycle. Most of the work described in these
sections has already been published (Espiau et
al. 1992, Chaumette et al. 1996), however it is
important to recall, even briefly, the main ideas
that leads to the primitive reconstruction. Sec-
tion 2 deals with image-based visual servoing. Sec-
tion 3 is devoted to the local aspect of our re-
construction scheme and describes the structure
from motion framework based on an active vision



4 Marchand and Chaumette

. Incremental Reconstruction

Modeling

back-projection

Reconstruction

control

)D inform;ifions
Perception

Modeling

Model-..

actions necessary
to the verification

instanciation |-
Predictions
Hy;.thex‘ Verifications
emitted

T Prediction/verification scheme

,,,,,, s O Visual servoing

a

Reconstruction

“control
ack-projection "

2D informations

Perception |-

observafions-...... ===a-o A

Fig. 1. Overview of the local exploration scheme

paradigm. Section 4 is devoted to the second cy-
cle. It describes the incremental exploration algo-
rithm and the Bayes nets-based prediction / veri-
fication scheme used to get a complete description
of the observed part of the scene. The last cycle
is described in Section 5, where the computing-
viewpoint issue used to ensure a reconstruction as
complete as possible of the scene is proposed. Fi-
nally, Section 6 presents experiments carried out
on a robotic cell.

2. Image-based closed-loop control

The automatic generation of camera motion is a
key point of the perception action cycle. Two
main approaches are currently used in robot con-
trol based on visual data (Hutchinson et al., 1996):
the position-based control which is achieved by
computing, from the visual data, the 3D position
and orientation of the camera with respect to its
environment, and the image-based visual servoing,
which consists in specifying a task as the regula-
tion in the image of a set of visual features (Espiau
et al. 1992, Hutchinson et al., 1996, Hashimoto,



An Autonomous Active Vision System for 3D Scene Reconstruction 5

1993). In the remainder of this paper, we will refer
to this last approach since it is perfectly suitable
for our purpose.

We may choose as visual features in a visual ser-
voing framework the parameters vector (denoted
P) which describe the configuration of one or sev-
eral primitives observed in the image (such as the
coordinates of a point, the orientation and dis-
tance to origin of a line, the inertial moments of
an ellipse, etc). More generally, any differentiable
expression obtained from P can be used (such as
the distance between a point and a line, the ori-
entation between two lines, etc).

To ensure the convergence of P to its desired
value, we need to know the interaction matrix L,
also called image Jacobian, defined by (Espiau et
al. 1992): )

P =L(P,p,)T (1)
where P is the time variation of P due to the
camera motion T. The parameters p, involved
in L represent the depth information between the
considered object and the camera frame (see next
Section). The interaction matrix plays an essen-
tial role in visual servoing. We will see in Section 3
that it is also involved in our 3D structure estima-
tion method.

Using the formalism of the task function ap-
proach (Samson et al., 1991), a vision-based task
e; is defined by:

e, =C(P—Py) (2)

where Pgq is the desired value of the selected visual
features, P is their current value (measured from
the image at each iteration of the control law), and
C, called combination matrix, has to be chosen
such that CL is full rank (see (Espiau et al. 1992)
for details). In our case, it can be defined as C =
WL (P,p;) where Lt is the pseudo-inverse of
the matrix L and p; are the estimated values of
the 3D parameters p, obtained on-line using the
3D structure estimation method presented in the
next section. Furthermore, W is defined as a full
rank matrix such that Ker W = Ker L(P, p;).

If the vision-based task does not constrain all
the n available robot degrees of freedom, a sec-
ondary task can be performed and we obtain the
following task function:

e=Wte; +(I-WHtW)e, (3)

where

e Wt and I- WTW are two projection opera-
tors which guarantee that the camera motion
due to the secondary task is compatible with
the regulation of P to Pq. Indeed, thanks to
the choice of matrix W, (I — WTW)e, be-
longs to Ker L, which means that the realiza-
tion of the secondary task will have no effect
on the vision-based task (L(I — WTW)ey =
0). However, if errors are introduced in L
and W due to errors in the estimation of py,
I - W+W no more exactly belongs to Ker L,
which will induce perturbations on the visual
task due to the secondary task.

* ez, called secondary task, is the gradient of a
cost function h; to be minimized. This cost
function is minimized under the constraint
that e; is realized. Different secondary tasks
have been developed for this application:

— trajectory tracking which allow the camera
to move along a given trajectory. These
motions are mainly used in the structure
estimation processes (see Section 3). Fur-
thermore, we have also defined motions
tied to the estimation of the length of each
primitive.

— joint limits and singularities avoid-
ance (Marchand et al.,, 1996c). Our
solution to this problem uses the robot
redundancy with respect to the image
constraints.  The cost function to be
minimized is based on a measure of the
robot manipulability in the vicinity of
internal or external singularities.

The cost functions involved in the realization
of these tasks are fully described in (Marc-
hand, 1996a).

To assure that e exponentially decreases and
then behaves like a first order decoupled system,
we get:

662
T=—)Xe—- (I-W'W) = (4)
ot
where A > 0 is a proportional coefficient involved
in the exponential convergence of e, and the term
(I-W*W) 222 is tied to the generation of a non
zero camera motion when the vision-based task is
realized.

Let us now examine how visual servoing has

been used within a structure estimation problem.
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Indeed, it is perfectly suitable to generate camera
motion tied to an optimal estimation of primitive
parameters.

3. 3D structure estimation using active vi-
sion

The measure of the camera motion, which is nec-
essary for 3D structure estimation, characterizes
a domain of research called dynamic vision. Ap-
proaches for 3D structure recovery may be divided
into two main classes: discrete approach (Chien
and Aggarwal, 1989, Weng et al., 1990) and the
continuous approach (Adiv, 1989, Espiau and
Rives, 1987, Xie and Rives, 1989). The former
lie on the analysis of the object displacement in
the images sequence and on the measure of the
camera displacement, whereas the latter is based
on the analysis of the motion of the object in the
images sequence and on the measure of the corre-
sponding camera velocity. The method used here
is a continuous approach. More precisely, we use a
“structure from controlled motion” method which
consists in constraining the camera motion in or-
der to obtain a precise and robust estimation of
3D geometrical primitives such as points, straight
lines and cylinders (Chaumette et al. 1996). Sim-
plifying and improving shape estimation by view-
point control is also reported in (Kutulakos and
Dyer, 1994).

The issue is to estimate the parameters p which
fully characterizes a 3D primitive. It can be no-
ticed that part of these parameters (p,) are in-
volved in the interaction matrix. Thus, from the
resolution of a linear system derived from (1), we
can obtain the parameters p, that describe the
position of the rim surface (see Figure 2) Then,
measuring the position of the primitive in the im-
age and using geometrical constraints related to
the considered primitive, we can estimate the pa-
rameters p which fully define its 3D configuration.
We thus have:

pr=p:(P,P,T) and p=pP,p:) (5

From a geometric point of view, this continuous
approach implies solving for the intersection be-
tween the rim surface and a generalized cone, de-
fined by its vertex located at the optical center
and by the image of the primitive. This approach

has been applied to the most representative prim-
itives (i.e., point, straight line, circle, sphere, and
cylinder) (Chaumette et al. 1996).

When no particular strategy concerning cam-
era, motion is defined, important errors on the
3D structure estimation can be observed. This is
due to the fact that the quality of the estimation
is very sensitive to the nature of the successive
camera motions (Espiau and Rives, 1987). An
active vision paradigm is thus necessary to im-
prove the accuracy of the estimation results by
generating adequate camera motions. In fact, two
main results dealing with this problem have been
achieved (Chaumette et al. 1996):

1. A sufficient and general condition that sup-
presses the discretization error is to constrain
the camera motions such that:

P =0 and p, =0,V (6)

i.e., the projection of the primitive must be
motionless in the image, and the equation of
the rim must be kept constant in the moving
camera frame.

2. A more robust estimation with respect to
measurement errors can be obtained if the re-
lation between the camera and the primitive
is considered. Some positions of the primi-
tive in the image do minimize the influence
of the measurements errors. So, in order to
obtain an optimal estimation, a gaze control
task which constrains the camera motion so
that the object remains fixed at its specified
position in the image is necessary.

For example, in the particular case of a cylinder,
it can be shown that the optimal camera motion
is such that the tracked cylinder rims constantly
appear as static, centered, vertical or horizontal
straight lines in the image sequence (see Figure 3).
The visual servoing approach is very well qualified
to control camera motions in order to satisfy these
constraints. Indeed, as the parameters p, of the
primitive are estimated on-line, these parameters
are feedback into the visual servoing process. This
allows to update, at each iteration (frame) of the
estimation/visual servoing process, the interaction
matrix L, as well as the projection operators W+
and I — WTW. This adaptive behavior ensures
a simultaneous convergence of the visual task and
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Fig. 2. Projection in the image (P, i.e., the apparent contour) of the primitive (p) and rim surface (pr) in the case of a

cylinder

the structure estimation scheme. Indeed, pertur-
bations introduced in I - WTW progressively dis-
appear thanks to the improvement in the estima-
tion, which improves the achievement of the visual
task, and thus the estimated value of py.

The main advantage of this method leads in the
accuracy and robustness of the estimation results.
As already stated, specific camera motions are au-
tomatically generated to obtain an optimal esti-
mation of 3D parameters (e.g., the position of a
point can be computed with a precision of 1 mm,
for a distance point/camera of 1 m, and the er-
ror on the estimation of the radius of a cylinder
is less than 0.5 mm for a similar range — see Sec-
tion 6 for more details). However this reconstruc-
tion scheme has some drawbacks. First, the prim-
itive (cylinder or straight line) is assumed to have
an infinite length. A specific process has thus been
defined to compute the length and the spatial posi-
tion of the primitive along its axis (Marchand and
Chaumette 1996b). To achieve this task, visual
servoing is used to observe the extremities of the
primitive at a given position in the image. Second,
since the structure estimation method is specific to

Fig. 3. Optimal camera motion and resulting image in
the cases of a straight line and a cylinder

each kind of primitive, a preliminary recognition
process is required. This is done using a statistical
test (Marchand and Chaumette 1996b). Finally,
as the reconstruction scheme involves fixating at
and gazing on the different primitives of the scene,
this can be done on only one primitive at a time.
Hence, reconstruction has to be performed in se-
quence. Next sections are devoted to this high
level issue: the complete reconstruction and ex-
ploration of a scene composed of several objects.

4. Toward a global representation of the
scene

4.1.  Incremental scene exploration

As already stated, the scene is assumed to be only
composed of polyhedral objects and cylinders, so
that the contours of all the objects projected in
the image plane form a set of 2D segments. The
first step in the scene reconstruction process is to
obtain the list of these segments. We denote these
lists wg, = {S;,4 =1... M}, where ¢, is the corre-
sponding camera location from which the M seg-
ments S; are observed. In fact, we consider in wyg,
only the segments which do not correspond to a
reconstructed primitive. This is done by a sim-
ple matching process between all the observed 2D
segments and the back-projection of the current
3D map of the scene. Finally, only the segments
which are long enough to be accurately located us-
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ing the structure from controlled motion method
are considered.
Another list, denoted €2+, is also used. It con-
t

1
tains all the unmatched segments previously ob-
served, and the camera positions ¢ from which
they have been observed. More precisely, we have:

Q'Tttlz = {(Si,(ﬁk),i =1...Ny, k€ [tl,tz]}

where T;* = {¢¢,, dt,41,---, b1, } is the set of all
viewpoints between #; and t3, S; is an unmatched
2D segment, and ¢ the camera location from
which it has been observed.

Using these two sets of segments, it is possible to
define an incremental reconstruction strategy able
to successively consider all the observed segments:
Step 0: Initialization. We consider that the
camera is located in ¢g. The system automatically
extracts from wgy, a segment S; to be considered.
Step 1: Active 3D estimation and 3D map
creation. The parameters of the 3D primitive
corresponding to S; are estimated using the struc-
ture estimation process described in the previ-
ous section. The reconstructed primitive is in-
troduced into the 3D map of the scene. In or-
der to integrate this new object in the global
model of the scene, the Bayes nets-based predic-
tion/verification scheme which will be described
in the next subsection is used at this step. We
will come back at the end of this section on our
motivations to introduce this scheme. We then re-
move from Q7 all the 2D segments corresponding
to the reconstructed primitive.

Step 2: Local and global 2D lists genera-
tion. After the active estimation, the camera is
located in ¢¢y1. A new local set of segments wy, , ,
corresponding to this position is constructed and
merged with €27+

Step 3: Segment selection. Three different
cases can occur:

a) In the case where several segments are in the
current list wg, ,,, a choice is performed in or-
der to select the next segment S; to be taken
into account. We iterate the steps 1, 2 and 3
until one of the segments present in the cur-
rent list wg, , has not been reconstructed.

b) Backtracking. If all the segments of wg, .,
have been considered and if at least one of

the objects previously observed has not been
reconstructed (i.e., wg,,, empty and Qe
not empty), we look in QTJ“ for the couple
(Si, ¢x) for which the distance between ¢;;
and ¢y is minimal. Then, the camera moves
back to position ¢ and the parameters of the
primitive corresponding to S; are estimated
(step 1).

c¢) Finally, if Q,Tourl is empty (i.e., all the 2D
segments observed from any previous camera
positions have been taken into account), new
viewpoints must be found in order to ensure
the completeness of the reconstruction. A
global exploration, which will be described
in Section 5, is thus necessary.

Discussion. The proposed algorithm allows to
perform an estimation of the structure of all the
primitives which appear in the camera field of
view. Although we have just mentioned the pre-
diction/verification scheme (step 1), it is one of
the key features of our algorithm. Indeed, if it
is not considered, the incremental reconstruction
scheme raises the following problems:

¢ The description of the scene is a low level and
local description and contains only a list of
3D segments and cylinders. It might be more
interesting to get high level global information
such as junctions, polygons, or faces.

¢ The scene reconstruction is incomplete for two
main reasons:

— The projection in the image of some seg-
ments had a too small length to make their
reconstruction possible.

— As this algorithm estimates only the ob-
served primitives, it has only a local per-
ception of the scene. According to this,
some objects may never appear in the cam-
era field of view (because of occlusions or
because they are located in an unknown
and unobserved area). So they will never
be reconstructed.

For example, let us consider the object de-
picted on Figure 4. The model obtained using the
simple incremental reconstruction algorithm pre-
sented above is given in Figure 4.c. It outlines the
problems recalled above: the 3D model is com-
posed of four segments which a priori come apart,
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a small number of segments has not been taken
into account because of their small size, and two
long segments have not been estimated (because
they were always occulted). The method proposed
now allows the system to complete this model as
shown on Figure 4.d.

4.2. A Bayes-nets Based Prediction / Verifica-
tion Scheme

Our goal here is to improve the incremental scene
reconstruction in order to obtain a more complete
and high level representation of the scene. As
already stated, our approach is based on Bayes
nets prediction/verification scheme. It has been
applied here to the reconstruction of polyhedral
scenes. Similar strategies could be extended to
the reconstruction of different kind of scenes such
as cylinders network.

4.2.1. Bayes nets In our application, measure-
ment errors appear either in the 3D data acquired
using the structure from motion approach or in the
extraction of segments in images. Mainly, the con-
sequence of this uncertainty is the confrontation
of different possible alternatives for guiding the
reconstruction and the exploration of the scene.
The goal of decision theory is to provide well
defined and mathematical approaches for mak-
ing a decision in presence of uncertainty. Dif-
ferent approaches have been proposed and have
been already used in computer vision: Demp-
ster Shafer theory (Hutchinson and Kak, 1989)
or hidden Markov models (Rimey and Brown,
1991). Among these different approaches, Bayes
nets (Pearl, 1988) seem to be well adapted to
our problem. They allow us to model “expert”
reasoning. They are adapted to the automatic
generation of action while performing this reason-
ing. Thus we can directly introduce perception
strategies within the scene interpretation process.
Using Bayes nets in active vision is more recent.
Most discriminant works have been proposed by
Rimey and Brown (Rimey and Brown, 1994) with
the TEA-1 system (selective perception for visual
search), Buxton and Gong (Buxton and Gong,
1995) (traffic analysis), or Djian and Rives (Djian
et al., 1995) (for object recognition).

Fig. 4. Polyhedral scene: (a) view of the scene, (b) other
view of the same object (note the little segment), (c) 3D
model obtained using the incremental algorithm, (d) 3D
model obtained using the prediction/verification scheme.

Bayes nets allow representation of joint proba-
bilities distributions of a set of variables using a
set of a priori knowledge on the relations between
these variables. A Bayes net is a directed acyclic
graph where nodes represent the discrete random
variables and where links between nodes represent
the causality between the variables. Such a net
can be used to represent the knowledge available
on a particular domain. The graph structure and
the a priori knowledge introduced in the graph (as
conditional probability tables) must be defined by
the designer of the application.

The advantages of Bayes nets lies in the abil-
ity to reflect the a priori knowledge available on
the application. The knowledge is reflected at two
levels:

¢ in the structure of the net through the na-
ture and the number of nodes (variables), the
different states of these variables and the re-
lations (links) between these variables.

¢ in the conditional probability tables, associ-
ated with each variable of the net, which re-
flect the expert reasoning. These tables also
model the uncertainty associated with the ob-
servations.

Finally, the propagation allows each new observa-
tion to be taken into account. The influence of an
observation is propagated to the other variables of
the net according to the causality relations. De-
scribing this complex process is not the goal of this
paper. A simple overview of the propagation al-
gorithms is proposed in (Krause and Clark, 1993)
and a detailed description in (Neapolitan, 1990).
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4.2.2.  Querview of our approach Dealing with
our problem, the information available on the
scene is composed by a set S(7¢ ") of 3D seg-
ments. S(7¢7') is a subset of O(7;™') which
represents all the known objects of the scene (i.e.
3D segments but also junctions, polygons, etc.).
The goal is to determine the relations between seg-
ments and to infer either the presence of new seg-
ments, or the existence of more complex objects.
As our reconstruction is incremental, we have to
determine the consequence of the introduction of
a new segment S; in S. Therefore, this module is
used each time that a new segment is introduced
in S.

Our approach can be decomposed into three
steps. For each couple of segments (Sy,S;),t' €
[0, — 1], we propose hypotheses on the relation
between these two segments. Then, we verify if
these hypotheses match the observations. Finally,
the system proposes a new model of the scene re-
sulting from the integration of the new segment.

4.2.8.  Prediction Dealing with two segments
Sy and S, the possible actions are the following;:
fuse the segments, create a junction, or add a new
segment between Sy and S;. Therefore the goal
is to create some hypotheses leading to the real-
ization of one (or more) of these actions. We now
describe this process.

The hypotheses are directly linked to the ac-
tions:

e Hj: there is a junction between Sy and S; ;

e Hj: there are one or two segments between Sy
and S; ;

e Hi: Sy and S; are identical ; and

e Hy: there is no relation(or some other relations
different from Hy, Hs or H3) between Sy and
St.

We have a multi-step strategy. First, we look
for simple topological relations (proximity, copla-
narity, collinearity) between Sy and S;. Then,
we have defined five distinct classes that represent
particular combinations of the previous relations.
Knowing these classes, we infer the hypotheses.
This reasoning can be encoded in a simple Bayes
net (see Figure 5). It is composed of six nodes cor-
responding to different steps in the reasoning. One
node is associated to each topological relation, an-

other to the class, and two nodes are associated to
each set of hypotheses. Links between these nodes
depict the causality relations between the different
steps of reasoning and thus its progression.

More precisely, according to the belief we have
in the three topological relations (coplanarity
p(Cyr), proximity p(Ngw) and parallelism p(Py)),
it is possible to classify the pair of segments into
five classes (see the first column of the Table in
the Figure 6). Segments can belong to classes C;
(they are coplanar, neighbor and parallel, CN P),
Cs (CN-P), C3 (C~NP), C4 (C—~N=P), or Cs
(=C—-N=P).

Using the belief we have in the belonging of the
couple of segments to each class, the system can
infer the belief in each possible hypothesis. We
have defined decision strategies which are able to
determine the best hypothesis according to the
available knowledge. These strategies are coded
in conditional probability tables P(H|C) (where
H is the hypothesis and C' the class).

In order to emit an hypothesis, it is necessary to
propose a set of elementary considerations about
topological relationship that we usually find in a
group of segments. These considerations often re-
flect the truth, though they provide no guarantees.
However, we can use them at the basis of the hy-
potheses generation strategies.

To illustrate this point, let us take the example
of two coplanar and neighboring segments (class
Ca, see second line of Figure 6). The best hypothe-
sis we can do in that case is that there is a junction
between these two segments. However, according
to the uncertainty associated with the 3D posi-
tion of these segments, it is also possible, with a
lower belief, to predict the presence of a little seg-
ment linking the closest extremities. The other
hypotheses (H; and H4) must not be rejected, but
we have a very low belief in their achievement.
This kind of reasoning can be encoded in the con-
ditional probabilities table associated to the class
Cy. This table is defined in an empirical way, as
extreme precision is not required. Rather, it must
reflect the knowledge we want to transmit to the
system.

Two sets of hypotheses are emitted. The first
concerns the relation between the closest extrem-
ities of the segments and the second concerns the
relation between their distant extremities. In both
cases, the same hypotheses can be emitted, though
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class Cjy

Fig. 5. Elementary classes and associated hypothesis (closest extremities)

the associated conditional probabilities can be
very different (see Table 1 and 2).

As already stated, the hypothesis with the
higher belief is not always the correct one, and
this is the reason why we will always consider
for each case (closest and distant extremities) the
two hypotheses with the highest belief (H},,, and
H2,..)- These two hypotheses are then verified or
invalidated. Two hypotheses are sufficient in our
case according to the proposed conditional prob-
abilities tables. In a different problem, more hy-
potheses may have to be checked. A similar ap-
proach in a pattern recognition problem has been
proposed in (Djian et al., 1995).

4.2.4.  Verification In order to verify the two se-
lected hypotheses, we use the reasoning encoded
in the Bayes net depicted in Figure 7. Consid-
ering the two hypotheses, we first define the na-

ture (segment, junction, string) and the position
of the created object associated with each hypoth-
esis. Then, we compute the belief in the exis-
tence of this object. This step (observation) is
the most important. Sometimes the hypotheses
can be verified (or invalidated) using direct obser-
vation in the images previously acquired, though

Table 1. Conditional probabilities table P(H | C) for the
closest extremities

Classes
hypotheses Cy Co Cs Cy Cs
H; fusion 0.90 0.025 0.05 0.05 0.025

Hs junction  0.025 0.60 0.05 0.15 0.025
Hj string 0.025 0.30 0.85 0.75 0.025
Hj4 other 0.05 0.075 0.05 0.05 0.925
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Coplanar Cyy Parallel P, Neighbor N
| yes | yes | yes
no no no

s

Classe C

C,:CNP

Cy: CN-P
Cs
Cs
Cs:

hypotheses I,
closest extremities

hypotheses 1,
distant extremities
Junction Jy
Segment Sy
String (S, Sk, Sv)
None or other

Junction Jyu
Segment S,y
String (S¢, Sk, Sv)
None or other

Fig. 6. Hypotheses net

this is not always possible. In such cases, it is
necessary to move the camera in order to get the
confirmation or the invalidation of the hypothesis.
Finally, knowing the belief in each hypothesis and
the belief in the related observation, it is possible
to determine the most probable hypothesis (or to
reject both).

Observation - Verification actions. As already
stated, the most important node in the verifica-
tion net is the observation node. This validation
is performed using the 3D information associated
with the hypotheses and the 2D observation. We
perform a back-projection of the 3D objects in
each image previously acquired by the camera and
we try to associate this projection to the observed
data in more than one image (to avoid false match-
ing). For each possible matching, we compute the
belief granted to this matching.

The case of a single segment (i.e., that corre-
spond to merge two segments) or of a junction is
simple. If this junction (or this segment) exists

Table 2. Conditional probabilities table P(H | C) for the
distant extremities

Class

hypotheses Cy Co [ Cy Cs

H; fusion 0.025 0.025 0.025 0.025 0.025
Hs junction 0.025 0.025 0.025 0.025 0.025
Hj string 0.025 0.5 0.7 0.5 0.025
Hj4 other 0.925 0.45 0.25 0.45 0.925

it has already been observed (because the pres-
ence of the two segments, from which the hypothe-
ses has been emitted, has been already verified).
Thus, the verification is immediate. The case of a
string is more interesting. In a string, with three
segments, the presence of two of them is certain
(they have been used to predict the presence of the
third). However the last one has not been yet re-
constructed (most of the time) and its presence is
not validated. When no matching is found in im-
ages previously acquired, it is necessary to know
why. The first possibility is that the segment un-
der consideration does not exist, the second is that
it is occluded by another object. In the latter case,
it is necessary to move the camera to a new view-
point from which the segment can be observed.

Many approaches can be used to compute this
viewpoint (e.g. (Cowan and Kovesi 1988, Taraba-
nis et al., 1995b)). Cowan and Kovesi proposed
to compute the set of viewpoints from which the
primitive is observable. The method they pro-
posed is simple. However, the resulting set of
viewpoints can be huge and the choice of one posi-
tion from the set requires the introduction of new
constraints. Thus, computing the viewpoint can
be time consuming.

Rather than computing explicitly a viewpoint
and investigating off-line the considered segment,
the camera rotates around a segment which be-
longs either to the occluding polygon or to a plane

hypotheses hypotheses
1
Himax Hima
Object 1 - , Object 2
Segment Observation Observation Segment
Jdunction  [T——* Yes Yes RO Junction
String No No String

N/

Verification
1

H max

H max
None

Object
Segment
Junction
String

None or other

Fig. 7. Verification net
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2 Sl

(d)
Fig. 8. Hypotheses verification: (a-b) view of the scene
from the initial position of the camera, (c-d) view of the
scene from the final position of the camera (note the pres-
ence of the supposed segment S}, in the observer).

to which the considered segment belongs (accord-
ing to the way hypotheses are generated, such a
segment, exists). During this motion, automat-
ically generated by visual servoing, the system
looks on-line for the appearance of the segment
at its predicted position in the image (according
to the current camera position). To detect this ap-
pearance, dynamic observers are used. Such ob-
servers, as defined for example in (Djian et al.,
1995), are small windows in which dedicated im-
age processing is performed. In our case, the ob-
servers detect a moving edge using the algorithm
proposed in (Bouthemy 1989).

The example shown in Figure 8 describes this
strategy. Consider here a polyhedral object where
two faces have been already reconstructed. The
presence of segments in the plane formed by the

Object 1 0O, Object 2 0y
Ségment 5; Segment (S%)
String (S;,...,5;) String (Sk, ..., S.)
Coplanar (0;,0,) Merge O; and O, Junction (5}, S%)
Yes Yes Yes
No No No

Object Junction (S5, S.)
2 Strings O, and O, Yes
String (01, 03) No

Polygon

Fig. 9. Modeling net

segments S and Sy has been supposed. According
to the proposed strategy, the camera gazes on one
of these segments (the longest one Sy is chosen)
and turns around it which allows the predicted
segment to appear in the observer (see Figure 8.c-
d).

4.2.5. Modeling The goal now is to use the 3D
information (3D segments, 3D junctions, or even
a coplanar string of segments) in order to get 3D
polygons. To this end, we use the junction infor-
mation and the coplanarity information already
used in the hypotheses generation.

We have created a third Bayes net in order to
infer the existence of new strings of coplanar seg-
ments as well as polygons. If we consider two ob-
jects O1 and Oz, O1 and O2 can be either segments
or a string of coplanar segments (the string could
have been constructed using this approach in a
previous iteration of the process). The action node
in the modeling net (see Figure 9) is aimed at link-
ing these two objects according to the belief in the
existence of O; and O-, the belief in their copla-
narity and the belief in the existence of a junction
between the two objects. Then, knowing the con-
fidence in the existence of a new string and the
probability of a closed string (another junction),
it is possible to compute the probability that the
resulting object is one string, a polygon, or com-
posed of two independent strings of coplanar seg-
ments.

This three-step approach allows us to get a
high level and more complete representation of the
scene. Section 6 will present experimental results
which illustrate the different key points of this al-
gorithm. However, it is not yet possible to ensure
that the model of the scene issued from this pro-
cess is complete. Therefore, we present now the
last perception-action cycle which includes the two
previous ones and ensures an exploration as com-
plete as possible.

5. Global exploration - complete scene re-
construction

This last perception-action cycle deals with the
exploration of the scene. As already stated, the
goal is to determine where the objects are and
to ensure the completeness of the reconstruction
(for all the most a reconstruction as complete as



14 Marchand and Chaumette

possible). Previous works have been done in or-
der to answer the “where to look next’ question.
Differences can be done if an a priori knowledge
about the scene is available or not. If the com-
plete geometrical description about the scene is
known, many approaches about automatic sensor
placement are described in (Cowan and Kovesi
1988, Tarabanis et al., 1995a). The problem
is different if no a priori information about the
scene is available i.e., if the sensor is in an un-
known environment. It raises the problem of au-
tonomous exploration (Connolly, 1985, Maver and
Bajcsy, 1993, Triggs and Laugier, 1995, Wixson,
1994, Reed et al., 1997).

As far as we are concerned, in the high level per-
ception strategies of this reconstruction scheme,
active vision is used to determine the camera posi-
tion which provides the maximum of new informa-
tion. Knowledge on 3D data previously gathered,
and current 2D information are feedback into this
exploration process. It allows us to determine the
next object to be reconstructed or the next cam-
era viewpoint. The “next best view problem” is
handled as a function minimization scheme. We
define a function to be minimized which integrates
the constraints imposed by the system and eval-
uates the quality of the viewpoint. The resulting
gaze planning strategy proposes a solution to the
next best view problem that mainly uses a repre-
sentation of known and unknown areas as a basis
for selecting viewpoints.

5.1.  Exploration Strategy

Let us consider a scene composed of a set O of ini-
tially unknown primitives. At the end of a local
exploration process, a subset O(7;) C O has been
observed and reconstructed. Thus, we have to de-
termine viewpoints able to bring more information
about the scene. By information, we mean either
a new object, either the certainty that a given area
is object-free. Such viewpoints will be computed
using the previously estimated 3D map and the
part of the 3D scene which has not been already
observed. If a new object is observed from the
computed viewpoint, the local exploration process
is used to estimate its structure.

Knowing the set 7 of viewpoints from the be-
ginning of the reconstruction process, it is possible
to maintain a map of the observed and unexplored
areas. The knowledge is thus composed by:

+ the objects already reconstructed: O(7¢);

* the known free space, denoted V(7). Indeed,
it is possible to compute the area V(¢) ob-
served from position ¢ using a ray tracing
scheme. Thus, knowing 7, we can deter-
mine the area V(7¢) observed from the begin-
ning of the reconstruction process (V(7§) =
Uizo V(9:))-

 the unknown area U(7¢). From the location
of the reconstructed objects and the known
free space, U(T) is computed as:

U(Tq) = V(73) U O(Tg) (7)

We want to ensure the completeness of the re-
construction. This happens when U/ = (). How-
ever, this condition is usually unreachable. En-
suring the completeness of the reconstruction is
not always possible. Some areas may be observed
only from a set of viewpoints unreachable by the
camera. Furthermore, due to the objects topol-
ogy, some areas may be unobserved whatever the
camera position. We will see in Section 5.3 how
we deal with the termination condition of the fol-
lowing exploration scheme.

5.2.  Viewpoint Selection.

A simple strategy able to compute the “next best
view” ¢¢41 is to consider the viewpoint which
maximizes the volume of the new observed ar-
eas (Connolly, 1985, Wixson, 1994). However,
such a strategy does not take into account some
problems such as the manipulator kinematics con-
straints or geometric constraints. As in (Tara-
banis et al., 1995a, Triggs and Laugier, 1995),
we have thus defined a function to be minimized
which integrates the constraints imposed by the
robotic system and evaluates the quality of the
viewpoint. The function F to be minimized is
taken as a weighted sum of a set of measures which
determine the quality or the badness of a view-
point. All the measures belongs to [0, 1] U co.
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Quality of a new position The quality of a new
position ¢41 is defined by the volume of the un-
known area which appears in the camera field of
view. The new observed area G(¢;+1) is given by
(see Figure 10):

G(¢r11) = V(de41) = V(de11) N V(T3)  (8)

where V(¢¢y1) defines the part of the scene ob-
served from the position ¢;1 and V(¢s11) NV(TS)
defines the sub-part of V(¢;+1) which has been al-
ready observed. If the position ¢¢;1 does not give
any payoff in terms of information (i.e. G(¢s11) =
(), we must reject this position. The measure of
the quality of the position ¢;y; can thus be de-
fined by:

9(di41) o0 Gorar) if G(pry1) =0
t+1) = volume(G(pe41)) .
1 — orume(otyyy  otherwise

(9)
Remark: In fact, G(¢) defines the potential
volume of unknown area using only the current
knowledge on the 3D scene. If a new object ap-
pears in the camera field of view, the new ob-
served area is in fact smaller than the expected
one (G'(¢¢) C G(¢¢)) but it is not actually a prob-
lem since the main goal of the application is to
discover new objects.

Displacement Cost. A term reflecting the cost of
the camera displacement between two viewpoints
¢+ and ¢:41 is introduced in the cost function F,
in order to reduce the total camera displacement.
It is defined using the following relation:

Naai

1 | @i, — Qipyr |
D) = o D B -
o j=1

| QiMa,a: - QiMin |
(10)
where Ny, is the number of robot degrees of free-
dom, g; is the position of the robot joint ¢ and
| Qirgaw — Qingin | gives the distance between the

] st
area previously
observed

V(dis1)
area observed
from the new viewpoint

Ggr)
gain : area discovered
from the new position

Fig. 10. Quality of a new position (2D projection).

joint limits on axis i, (; are weights setting the
relative importance of an axis with respect to the
others.

Reachability Constraints. To avoid unreachable
viewpoints, we use a binary test which returns an
infinite value when the position is unreachable:

0 if ¢ is reachable
oo else

OR 1)
A position is unreachable if it is not in the opera-
tional space of the manipulator, or if this position
is located in an unknown area (leading to a colli-
sion risk).

The function F(¢:y1) to be minimized is thus
defined as a weighted sum of the different mea-
sures:

F(bt+1) = A($) + a19(di41) + 22D (¢, Pe41)

(12)
Here, the weights are predetermined in order to re-
flect the relative importance of the different mea-
sures. We think that the payoff in terms of infor-
mation given by a new position is more important
than the cost of the camera displacement. This
implies a priority order of the coefficients «; such
that a; > ay (this can be done since these mea-
sures belong to [0,1], or are equal to the infinity,
which means an automatic rejection of the view-
point). More precisely, we have fixed a; = 0.6 and
Qg = 0.4.

We have decided to constrain the camera view-
points inside an hemisphere located around the
scene (assumed to be inside the hemisphere), but
only in the region already observed and object-
free (in order to avoid collision). At the beginning
of the exploration process, as the observed area is
null, the camera motion is limited to the surface
of the sphere. To minimize F(¢), a fast determin-
istic relaxation scheme (ICM algorithm) is used.
Unlike stochastic relaxation methods such as sim-
ulated annealing, we cannot ensure that the global
minimum of the function is reached. However, our
method is not time-consuming and experimental
results show that we always get a correct minimum
in a low number of iterations. Furthermore, in our
problem, finding the global minimum at each iter-
ation of the exploration is not really necessary as
long as the new viewpoint discovers a large part
of the scene.
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5.8.  Achieving completeness: gazing on the re-
gions of interest

At the end of the reconstruction process, some
residual areas may remain unexplored. It is due
to the fact that it is not possible to ensure that
100% of the scene has been observed: the topol-
ogy of the objects, the kinematic constraints of the
manipulator prevent observing the whole space.
Thus, small parts of the scene usually remain un-
observed. Second, the marginal gain of informa-
tion decreases rapidly while the number of view-
points increases. Thus, even if the whole scene
is observable, the observation of the last residual
areas requires a large number of viewpoints. For
these different reasons, we decide to stop the ex-
ploration when a subset of the observable space
has been really observed (typically, we define a
threshold located around 95% of the observable
space). However, it is necessary to verify that the
remaining unobserved areas do not contain any
objects (and if any to perform its reconstruction).

In a first time, we compute a segmentation of
the residual areas considering the polyhedron in-
corporating a set of connected unobserved areas
(defined here by small voxels). As the goal is to
define small regions, if the volume of the com-
puted polyhedron is too important, they are sub-
divided. In a second time, considering sequentially
each sub-scene, a global exploration algorithm, re-
stricted to the sub-scene, is then performed. Like
in the case of the global exploration algorithm
we consider that the camera motion is limited in-
side an hemisphere located around this polyhe-
dron. The knowledge previously acquired is used
in order to consider a collision avoidance process.
This strategy allows to decrease significantly the
number of viewpoints while increasing the part of
observed areas.

If this strategy is more efficient, it remains that,
as already stated, some parts of the scene can not
be observed from any camera viewpoint. There-
fore, for each sub-scene, we apply the following
termination condition:

. { V(T9) UV($e41) = V(T3) (13)
" O(T5) U O($e41) = O(T¢)

This means that the exploration process is as com-

plete as possible if, for all reachable viewpoints,

the camera looks at a known part of the scene.
We thus can be sure that, at the end of the ex-
ploration process, all the areas of the scene are
either free-space, either an object which has been
reconstructed, either an unobservable area.

6. Experimental results

The whole application presented in this paper
has been implemented on an experimental testbed
composed of a CCD calibrated camera mounted
on the end effector of a six degrees of freedom
cartesian robot (see Figure 11).

6.1. Implementation.

Describing the implementation is not the goal of
this paper ; however we want to underline the fact
that, if it is important to bridge the gap between
continuous/local and discrete/global aspects in
the vision and control parts of an active vision sys-
tem, it is also important to consider this gap from
a software engineering point of view in order to
obtain a safe and correct implementation of such
system. As classical asynchronous languages are
not really adapted to specify and program either
the continuous and the discrete part of our sys-
tem, we have implemented the control and struc-
ture estimation algorithms as well as the task con-
troller (i.e., the manager of the high level percep-
tion strategies) using SIGNAL. SIGNAL is a real-
time synchronous data-flow language (Le Guer-
nic et al., 1991) adapted to the implementation of
vision-based tasks such as visual servoing and es-
timation (Marchand et al., 1997). Dealing with
the high level perception action cycle, we have
used SIGNALGTi, an extension that introduces in-
tervals of time, which provides constructs for the
specification of hierarchical preemptive tasks exe-
cuted on these intervals. It allows to consider in
an unified framework the various aspects of the
perception action cycle: from data-flow task (esti-
mation, visual servoing) to multi-tasking and hier-
archical task preemption (perception strategies).
The image processing part is implemented in C
and performed on a commercial image processing
board (Edixia TA 1000). It consists in tracking
the projection of the selected straight line along
the image sequence and in determining the (p, 6)
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parameters describing the position of the line (two
in the case of the optimal estimation of the cylin-
der) in the image. The extraction, maintenance
and tracking of the contour segment (in fact a
list of edge points) are achieved in 80 ms. The
method we have used is described in (Boukir et
al., 1998). It is based on a local and robust match-
ing of the moving edge-points constituting the se-
lected line (Bouthemy 1989).

6.2. Structure from controlled motion.

As already stated, we are interested in the re-
construction of cylinders and segments. We here
present the results obtained for the structure es-
timation of a cylinder based on the projection
of its two rims. Similar results are obtained for
straight lines and thus for segments (Chaumette et
al. 1996). In order to obtain a non-biased and ro-
bust estimation, the two rims of the cylinder must
always appear centered and horizontal or vertical
in the image sequence during the camera motion,
which here consists in turning around the cylinder
(see Figure 3.b). Figure 12.a represents the initial
image acquired by the camera and the selected
cylinder. Figure 12.b contains the image acquired
by the camera after the convergence of the visual
servoing task.

Figure 13 describes the evolution of the estima-
tion of the parameters of the cylinder displayed in
Figure 12. Figure 13.a shows its radius r and the
coordinates g, Yo, zo of a point of its axis. Let us
note that the cylinder radius 7 is determined with
an accuracy less than 0.5 mm whereas the camera

Fig. 11. Experimental cell (camera mounted on a 6 dof
AFMA robot)

~
€ al

Fig. 12. Position of the cylinder in the image before (
and after (b) gaze control task

is one meter away from the cylinder (and even less
than 0.1 mm with good lighting conditions). Fig-
ure 13.b reports the error between the true value
of the radius and its estimated value (i.e., r; — )
using the two rims-based estimation. As far as
depth Zj is concerned, the standard deviation o,
is less than 2.5 mm (that is 0.25%).

To show experimentally that the active struc-
ture from motion approach is really stable and
robust, the estimation of the structure of a given
cylinder has been carried out fifty times from dif-
ferent initial camera locations. For each one of the
50 experiments, we have computed the estimated
radius 7, and the estimated depth zy. Each time,
the measured error 7 —r* is less than 0.5 mm and
the standard deviation of all the estimations (i.e.,
or) is around 0.02 mm (resp. oz = 0.23 mm).
These results underline the fact that our estima-
tion algorithm is particularly robust, stable and
accurate.

6.3. From a local to a global description of the
scene.

We present in this section the reconstruction re-
sults obtained for a polyhedral object (see Fig-
ure 4). This object allows us to illustrate the in-
teresting points of the proposed method. Even if
the images are well contrasted, this object is quite
complex since some segments are too small to be
accurately estimated, some are occluded and some
have non-trivial geometric characteristics (one of
the object angles has been cut (see Figure 4.b)).
Figure 14.a shows the first image of this object
acquired by the camera and Figure 14.b to 14.f
depict the view of the scene after the reconstruc-
tion of each segment. Dashed lines represent the
segments previously reconstructed ; others cor-
respond to primitives for which structure is still
unknown. Arrows point to the next segment S;
to be reconstructed. Each time, the parameters
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Fig. 13. Estimation of the parameters of a cylinder: (a) estimated position of a point on the axis (zo, Yo, z0) and radius
r (in mm), (b) error between the real and estimated radius of the cylinder (in mm)
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Fig. 14. Polyhedral object: the top line shows the acquired images and the bottom line shows the corresponding lists of
segments (dashed lines represent the segments previously reconstructed).

which describe its structure are estimated using
the structure from controlled motion approach.
This explains that the last reconstructed segment
always appears vertical or horizontal centered in
the image. Finally, a numbering of the segments
in the order of their introduction in the 3D map
of the scene is presented on Figure 15.

We will not describe the whole process of this
object reconstruction using the Bayes nets predic-

6=9

1 8

Fig. 15. Reconstructed scene and numbering of the re-
constructed segments

tion/verification scheme (see (Marchand, 1996a)
for a complete description). Let us only focus on
two aspects of this algorithm.

Interest for multiple hypotheses. Suppose that
segments Sy and S; have been already recon-
structed. Just after the reconstruction of Sy (see
Figure 14.abc), the system considers the relation
between Ss and Sy and between Sy and S;. Deal-
ing with the segments S, and Sy, the system easily
deduces the presence of a junction between these
two segments. This leads to the creation of a
string of segments (Sa2,Sp,S1). Let us now con-
sider the case of the couple (S1,52). These two
segments are close in the 3D space (there is around
lem between their closest extremities). The cer-
tainty for So and S; to be neighbor is 61% and
coplanar is 99% ; thus they are likely to belong to
the class C3. According to the strategies encoded
in the Hypotheses Bayes net, the two main hy-
potheses are that a junction exists with a 46% be-
lief and a segment between (41%). The remaining
13% are shared between the two other hypotheses.
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After the verification process, and according to
the observations, the former hypothesis (junction)
is verified with a 60% belief. This high value
(even if this hypothesis is false, see Figure 4.b)
results from the fact that these two segments are
very close in the different images (around 5 pix-
els). Thus the observations reinforce this hypoth-
esis. However, the latter hypothesis (that it exists
a segment between Ss and S;) is verified with a
95% belief. A 2D segment is observed at the pre-
dicted position in many images. Finally, accord-
ing to the belief in each hypothesis, to the belief
in the observations, a new segment S3 is added to
the model of the scene (with a confidence of 53%,
while the confidence in a junction creation is only
37%). This underlines the interest to consider a
multi-hypotheses approach. A classical approach
might have chosen the first (and wrong) hypothe-
sis.

Verification actions. Let us consider a second in-
teresting case. When segment S~ has just been re-
constructed, the system concludes that a junction
with Ss exists. However, when observing such a
pair of segments, a hypothesis corresponding to
the creation of a segment between the two distant
extremities is also done. This segment does not
appear in any of the previously acquired images.
However, knowing the position of the previously
reconstructed polygons and the previous location
of the camera, the system concludes that, due to
occlusions, this segment could never have been ob-
served. So, in order to verify this hypothesis, a
verification action corresponding to a motion of
the camera is made. As described in Section 4.2,
the camera gazes on S7, and turns around it (see
Figure 16). During this motion, automatically
generated by visual servoing, observers are looking
for moving edges located at the computed segment
position in the images. The structure of the dis-
covered segment is then estimated and introduced
in the scene model (see Figure 16.c).

Fig. 16. Verification of a hypothesis: (a) rotation around
S7 (b) Sio is discovered and (c) reconstructed

6.4. Scene exploration - computing viewpoints.

Let us consider now a similar but more complex
scene (see Figure 17). Using the incremental re-
construction scheme, a large part of the scene
can be reconstructed without explicitly computed
viewpoints (see Figure 17d-e). However, large un-
observed areas (here, more than 44% of the scene),
one segment of the concave polyhedron and the lit-
tle polygon have not been yet reconstructed (see
Figure 17f).

In order to ensure the completeness of the recon-
struction, the system computes new viewpoints
using the algorithm described in Section 6. A few
viewpoints are computed before observing the last
polygon. However, if no new object appears in
these views, they allow the system to check that
the corresponding part of the scene is object-free.
After 7 viewpoints, the polygon appears in the
camera field of view (see Figure 17.b). During
the reconstruction of this polygon, the wide seg-
ment at the bottom of the big rectangle, which
was occluded from the previous viewpoints, is ob-
served (see Figure 17.c) and then reconstructed.
Then, the camera gazes on the remaining unob-
served area and a new exploration is performed
(6 viewpoints) until 99.2 % of the scene is ob-
served. Since the 0.8% remaining residual area
are detected to be inside the polyhedron and thus
unobservable, the reconstruction is as complete as
possible.

Note that more than 6000 images have been au-
tomatically acquired and real-time processed in
order to get the complete model of that scene.
This underlines the robustness of our system.

Other Results. The last example (see Fig-
ure 18.a) deals with a scene composed of a cylin-
der and five polygons which lie in different planes.
In Figure 18.b is displayed the initial image ac-
quired by the camera. Only the cylinder and a
polygon have been reconstructed during the first
local incremental reconstruction process described
in Section 4 (see Figure 18.c).

Figure 18.d-g presents the different steps of the
global exploration of the scene. Each figure shows
the obtained 3D scene, the camera trajectory and
the projection on a virtual plane of the unknown
areas. Figure 18.d corresponds to the camera posi-
tion ¢g obtained just after the first incremental re-
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Fig. 17. Polyhedral scene reconstruction: (a) First image
of the scene acquired by the camera, (b) detection of a new
polygon during the exploration process, (c) detection of the
last primitive, (d) Reconstructed model of the scene after
the first local exploration process, (e¢) unobserved and oc-
cluded areas (56% of the scene has been already observed),
(f) final reconstructed model of the scene, (g) camera tra-
jectory and residual area (99.2% of the scene has been ob-
served).

construction. The first camera displacements sig-
nificantly reduces the unknown areas. At position
¢13 (see Figure 18.¢), a new object is observed and
a reconstruction process is thus performed. It ends
at position ¢o4 (Figure 18.f). At this step, the two
polygons on the “top” of the scene have been re-
constructed. After a new exploration process, the
last polygon is reconstructed and the camera is
located in ¢3¢ (Figure 18.g). At this step, 99% of
the space has been observed, which ensures that
the reconstruction of the scene is complete. Fig-
ure 18.h shows the final 3D model of the scene
(to be compared to Figure 18.a) and the camera
trajectory.

More results on scene exploration (dealing with
the influence of weight «; in (12), and with the
algorithm to gaze on residual areas) can be found
in (Marchand and Chaumette 1996b, Marchand,
1996a).

6.5. Discussion

Image Processing. The scenes considered in this
paper are quite simple. First, the images are not

noisy ; second, we have restricted the problem to
polygonal and cylindrical shapes. The main rea-
son for the use of simple images is a real-time is-
sue. Let us recall that during the reconstruction
of a primitive, the camera motion is computed in
real-time with respect to acquired images. For
example, the reconstruction of a segment, in or-
der that the camera achieves a motion of sufficient
amplitude, involves the acquisition of around 200
images at a subsample of video rate (120ms). Ro-
bust real-time tracking algorithms in noisy envi-
ronments are not yet available (recent work such
as XVision (Hager and Toyama, 1998) tries to
cope with these problems). Therefore, we have
restricted ourselves to simple and well contrasted
images. We hope in the future to address the in-
teresting issue of the reconstruction of complex
shapes.

Encoding strategies. One of the main reported
drawback of Bayesian approaches is usually the
ability of the conditional probabilities tables to re-
flect the available knowledge. In our case, we have
tested our system with different values in these

) W

h

Fig. 18. Cylinder and polygons reconstruction (a) Exter-
nal view, (b) first view of the scene and results of the first
incremental reconstruction process, (c) reconstructed scene
and projection on a virtual plane of the unknown area, (d-
g) different steps of the global exploration process (camera
trajectory, 3D model of the reconstructed scene and pro-
jection on an virtual plane of the unknown area), (h) 3D
model of the reconstructed scene, (i) polar view of the cam-
era trajectory.
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tables. Important variations (around £0.10) do
not greatly affect the behavior of the system. The
main reason is that the two most likely hypotheses
are always verified. Therefore, using such Bayes
nets provides a robust behavior. However, let us
note that in many cases, when a more important
knowledge about the task is available, a training
process is always possible in order to learn the a
priori probabilities from a set of examples.

Furthermore, in our case, excepting our as-
sumption that the scene is composed only of seg-
ments and cylinders, we do not have any a priori
knowledge on the scene. Others hypotheses may
have been introduced in the system (e.g., “the
probability for a junction to be a triple junction
is high”). However, introducing such hypothe-
ses seems neither essential nor justified, since this
kind of hypotheses must be chosen with respect to
their relevance to the considered application.

Combinatorics of the system. The last scene (see
Figure 18) allows us to illustrate the low combi-
natorics of our system. In theory, the complexity
increases with the number of segments since, for
each new segment, the relations with all those al-
ready reconstructed have to be considered. How-
ever, in practice, only the segments which are not
too far away are considered. This simple heuris-
tic allows the system to deal with distant objects
independently. Furthermore, only the hypotheses
with a belief greater than a given threshold are
taken into account (10% typically), which avoids
the verification of highly unlikely hypotheses. Fi-
nally, we can recall that the knowledge introduced
in the Bayes nets implies that there is no rela-
tion (or a complex one) between segments which
are not coplanar. No verification has thus to be
performed for such pairs of segments. Even for
scenes composed of several complex objects, all
these considerations make the number of effective
relations decrease rapidly with respect to the num-
ber of segments, as well as the number of verifica-
tions performed.

7. Conclusion and Future Works

We have presented a system able to perform the
3D reconstruction of unknown static scenes using
a single mobile camera. Although the considered

scenes and images are simple, the system is able to
perform a complete and very precise reconstruc-
tion of these scenes using image acquired and pro-
cessed at nearly video rate. To achieve this task,
we have considered an active vision paradigm. Let
us emphasize the fact that this paradigm has been
used at each level of our system. Our work con-
firms earlier ideas related to active vision.

¢ Reconstruction is done using a “structure
from controlled motion” approach. The
method we have used relies on the analysis
of the motion of the object in the images and
on the measure of the camera velocity. In or-
der to optimize the quality of the reconstruc-
tion, the camera motion has to be controlled.
Visual servoing appears to be a very efficient
way to achieve this motion. Unfortunately,
the main advantage of this method, accuracy,
leads to its main drawback: it requires spe-
cific camera motions. Thus, it has been nec-
essary to develop perceptual strategies able to
appropriately perform a succession of such in-
dividual primitive reconstructions.

¢ To this purpose, an algorithm has been pro-
posed to ensure the incremental reconstruc-
tion of the scene. It is based on the use of
a prediction/verification scheme managed us-
ing decision theory and Bayes nets. The main
goal of this prediction /verification scheme was
to bridge the gap between a representation in
term of isolated primitives and a representa-
tion in term of objects. Sub-goals were to deal
with small segments and to propose a partial
solution to the occlusion problem.

¢ The last problem was to ensure the complete-
ness of the reconstruction. To this purpose,
we have proposed perception strategies able to
automatically compute new viewpoints which
give new information about the organization
of the scene.

Moreover, the various components of the system
have been integrated in a purposive way. Indeed,
the task was defined as a global goal while the
data used to achieved it were local (i.e., some seg-
ments extracted from the image sequence). We
have shown that to achieve such a complex goal,
various perception-action cycles have to be consid-
ered: from the high level scene exploration cycle
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downto the low-level visual servoing cycle. It is
important to note that if the notion of feedback is
the key point of these cycles, the information used
in and the actions resulting from these processes
are very different. Data used to close the loops
can be local (e.g., features extracted from the im-
ages sequence, joints encoding, etc) or global (e.g.,
3D location of objects, computed free space, etc)
leading to various possible kind of action such as
camera motions (continuous or discrete), images
acquisition, etc. We see the integration of this
different cycles as a very important issue in our
system.

An active reconstruction scheme, as proposed
here, may be used for map creation or scene in-
spection for applications where a full autonomy
and a great precision are necessary. Let us ex-
amine how the various methods presented in this
paper can be used for different applications.

¢ It is not necessary to emphasize the various
applications of visual servoing. We have used
visual servoing to perform gazing tasks, to
constrain the camera motion along a given
trajectory with respect to a geometrical prim-
itive, to deal with mechanical constraints such
as joint limits. Other applications are hand-
eye coordination (e.g., grasping), dynamic
sensor planning, target tracking, etc.

¢ Dealing with the reconstruction problem it-
self, we plan to extend the system for the re-
construction of complex cylindrical environ-
ment, as can be found in nuclear environment.
Furthermore, we also plan to deal with active
reconstruction of more complex shapes. For
this purpose, other strategies, such as those
proposed in (Kutulakos and Dyer, 1994), have
to be defined and developed.

¢ Dealing with the Bayes nets scheme, this ap-
proach can be used to guide the camera mo-
tion during the reconstruction of far more
complex shapes in order to cope with prob-
lems such as occlusions or modification in the
object topology. Obviously, the Bayes nets
will have to be modified for these tasks. As
the structure of the nets are assumed to re-
flect the knowledge on the task, specific nets
have to be designed for each application.

However, if the method can not scale directly
to any kind of application, the methodology
itself based on the use of three nets (dedi-
cated to the prediction, the verification and
the modeling) can be used for various kind of
applications such as information gathering, vi-
sual search, or object recognition (Djian et al.,
1995) (hypothesis on the location of a given
feature can be done and verification action can
be performed). Furthermore in many cases,
the structure of the verification net may re-
main unmodified and can be used in many
applications.
More generally, this methodology can be ap-
plied to various purposes. The approach pro-
posed here is interesting for various reasons.
A Bayes net can be seen as a controller to
manage a set of simple vision tasks. Further-
more, their ability to deal with uncertainty
confers to the system adaptability and robust-
ness.

¢ The exploration algorithm has been tested us-
ing the structure from controlled motion re-
construction method presented in this paper.
However, it can be used with any kind of re-
construction scheme such as stereovision or
laser range finder. Constraints introduced in
the optimization function F can be changed
function of the sensor or robot characteris-
tics (e.g., scanning or tolerance constraints in
the case of a laser range finder (Reed et al.,
1997), overlap constraints in the case of a mo-
bile robot).
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