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Positioning a Camera With Respect to Planar Objects
of Unknown Shape by Coupling 2-D Visual
Servoing and 3-D Estimations

Christophe Collewet and Frangois Chaumette

Abstract—This paper proposes a way to achieve positioning be used in our case. The second approach is based on 3-D
tasks by 2-D visual servoing when the desired image of the ob- reconstruction by dynamic vision [9]-[11]. This method uses
served object cannot_be precisely described. The objeqt is assumedthe displacement of the camera and the 2-D motion computed
to be planar and motionless, but no knowledge about its shape or f the | but it still d t id X
pose is required. First, we treat the case of a threadlike object, and rom the image sequence, but | S Il does not provide accurate
then we show how our approach can be genera”zed to an objec’[ results related to the reconstruction errors. On the other hand,
with three particular points. The control law is based on the use of active vision [12]-[19] includes strategies to select the motion
2-D visual servoing, and on an estimation of two 3-D parameters. of the camera to limit such errors. In particular, [12], [13],
We show that this control scheme is not sensitive to the calibration [16], [19] have shown the benefit of using fixation point

of the camera. We conclude this paper by experimental results th iacti f h int | tered and tion! .
relative to objects of unknown shape. In addition, an algorithm to (the projection of such a point is centered and motionless in

estimate the depth between the object and the camera is provided, theé image during the motion of the camera). However, these
which finally leads to a 3-D estimation of the object shape. approaches have only been used on simple objects. Moreover,

Index Terms—2-D visual servoing, 3-D reconstruction, complex let u.s.point out that. the;e 3-D reconstruction techniques are
images, points of interest, positioning tasks. sensitive to the calibration of the system, since the camera
displacement or velocity is required.

On the other hand, a lot of works in 2-D visual servoing
have shown that the closed-loop system has little sensitivity to

ISUAL SERVOING is now a classical technique incalibration errors [20]-[27]. Similar results have been obtained

robot control (see [1] for a description of the differentoncerning the recent 2-1/2-D approach [28]. However, the
approaches). Nevertheless, in the most often encountered ¢aék approach, as well as the 2-1/2-D, cannot cope with the
of an “eye-in-hand” system [2]-[6], we still cannot achievétudied objects not being precisely described. Indeed, let us
positioning tasks with regard to partially known objects;onsider an accurate positioning task related to such objects, a
Indeed, except rigid manufactured goods for which a mod&iw ham, for example. First, the shape of such objects depends
often exists, we rarely have a precise description of the objeut the way they have been placed by the operator on their
or of the desired visual features, either because these obj&ttsport. Second, even though these objects are part of the same
can be subject to deformations or simply because of thelass, they are different enough from each other not to permit
natural variability. Such cases appear when we have to treiae of generic visual features for all the objects in the class.
applications, for example, in the surgical domain, agrifookh such applications, the desired visual features have to be
industry, agriculture, or in unknown environments (underwaterpnsidered as unknown. Few authors relate such cases. In [29],
space). That is why we propose, in this paper, a way to achidéfe authors use a specific motion to achieve an alignment task
accurate positioning tasks by visual servoing related to thdthout a precise description of the desired visual features.
objects mentioned above. Unfortunately, their study is restricted to planar motions. In

In the case of 3-D visual servoing, two approaches exi$80], thanks to dynamic visual features, a positioning task
The first, and the most often used, is based on the computati@gmsisting of moving the camera to the position parallel to a
of the pose between the object and the camera, requiringlanar object of unknown shape is achieved. However, such
model of the object [7], [8]. Therefore, this approach cannan approach needs particular motion parameters estimation

[31] currently leading to a high computation duration and,

. . . consequently, to a low control scheme rate. Moreover, this
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Y and the image centered with respect toglexis. Therefore, we
' haveY; = —Y; andz; = 25 = 2*.

Even though the object is very simple, itis not easy to achieve
the task, since an infinite number of object poses leads to a cen-
tered image without achieving the task. Nevertheless, a way to
achieve this is to center the object in the image, and then to scan
other positions while keeping the image centered. We will see
that proceeding in this way leads to the use of a fixation point
and keeps the object in the field of view of the camera. To do
this, we propose to use a method very similar to the redundancy
framework of theiask functiorapproach [32]. So, we will con-

Fig. 1. Projection of the object on the image plane. sider as thenain taskthe one which maintains the image cen-
tered, and theecondary taskhe one which scans other posi-

the use of 2-D visual servoing and on the estimation of two 3-®ns while ensuring the object remains centered in the image.

parameters which will be specified more precisely below. WEhese two tasks constitute the so-calfgabitioning task We

will see that this structure uses a fixation point and maintaiigll see, at the end of this section, that prior to this task, a

the object of interest in the field of view of the camera. Moredreliminary taskwill have to be achieved. However, first we

over, contrary to 3-D approaches, this method does not neebrigfly present some fundamentals and notations of 2-D visual

calibrated camera, even though it provides dimensions of thervoing.

object and an estimation of its range. Unfortunately, it is quite

sensitive to the calibration of the robot, since it necessitate®a 2-D Image-Based Visual Approach

measurement of the camera displacement. Finally, our methodin image-based visual servoing, the control scheme is per-

combines, in part, the advantages of both 2-D visual servoifigmed on the basis of visual features extracted directly from

and 3-D reconstruction. the image. From a vectar describing the current visual fea-

This paper is organized as follows. In Section Il, we deal wittures, the goal is to move the robot so that= s* wheres*
athreadlike object to achieve the particular positioning task caescribes the features when the robot is at its desired position.
sisting of moving the robot to the position parallel to this objecBuch an approach needs knowledge of the interaction matrix (or
Next, we show in Section Il how this approach can be readiljacobian) which describes the relationship between the camera
generalized for an object with three particular point features andlocity 7, and the velocity of the visual featurégs
for any specified orientation of the camera. Experimental results
are given in the case of a simple object. Moreover, we consider s=LTT, 2)
the case of a coarse calibrated camera. Experimental results con- -

;g;n:cg objects of unknown shape are finally presented in S?\(i‘ﬁereTc = (VT,QT) with v = (vp,vy,0.)7 andQ =

(wm,wy,wz)T are the translational and rotational components
of T, respectively.

A vision-based task can then be defined wheh?! is full
A. Task Specification rank by -

In this section, we propose to move a robot parallel to a o= [TF (s — %) 3)
threadlike object by visual servoing. In order to implement =T e

applications such as those described in the previous Sec“\?vﬂ’ereﬁ is a model or an approximation &

we consider the length of the object, as well as its pose, & . . s .
LS . . In the case of a motionless object, the camera velocity can be
unknown. The object is described by a segment,[r2] with : )
obtained simply by [2]

Omy = (#1.y1,21)" andOmy = (22,42, 22)", expressed in
the camera frame which is centered in the optical ce6ter
The optical axis of the camera is thexis of the camera frame
(see Fig. 1). ] . N ]

This object projects on the image plane by a perspetith A being a positive gain.
tive projection as a segmentM], Ms] of length [ with
OM, = (X1,Y1, /)" andOM, = (X»,Ys, f)* according to

Il. CASE OF ASIMPLE OBJECT. THE SEGMENT

T. = —)e 4)

C. Description of the Positioning Task

1) Main Task: A way to center the segment in the image is

to choose as visual features the vector
/
Om Q)

oM =1
: 5= (X0, X2, V) + Vo) (5)
where f is the focal length. Following, without loss of gener-
ality, f is assumed to be equal to 1. and as the desired visual features the vector

We say that the task is achieved, i.e., the camera is parallel

to the object, when the optical axis is orthogonale, [ 1722] s* =(0,0,0)". (6)
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We immediately obtain the interaction matrix at the desired po-
sition [1], [2]

1
1 Y Camera position at 8,
-—= 0 0 0 -1 "
zl*
IL=]l-= 0 o0 0 -1 -1 |
s e
2
0 —-= 0 2(1+Y? 0 0
Z*

wherez* is an approximation of*.

2) Secondary TaskAt this step, we want to equatg to
z2, while ensuring that the image of the object is centered. To
achieve this, the corresponding motion has to belong td.Ker
to ensures = s*. Therefore, we can apply a control law of th&ig. 2. Modeling of the length of the segment with resped.to
following form to achieve the task

Then, we search(6,,) to keepY; +Y> at zero, and to perform
1. = —APOLZJ (s — ")+ Ts (8) a motion which belongs to Ké@” as seen in Section II-C.2.
N After some tedious manipulations, we obtain [33]
with 73 € Ker LL..
Since dim Ke_L’;C = 3, several different types of motion
exist, and we have chosen that which sgts= w, = w, = 0
to ensure anx axis rotation. We obtain

2*2c, — 1 — /1 —4v%(c, — 1)y
20 (0.) = 5 \/C — ( ) (12)

wherev = y*/2* andc, = cos 6,,. We also obtain the modeling
T,=(0 7w, (14+Y?) 0 w, 0 0)F (9) of the length of the segment, denotigg 4,.)

in which w, has to be determined. % (20 +1— /1 4% (e — D)c )
If s = s*, only T, generates a motion. Intuitively, it is easy to L (62) = z = = a3)
see that the length of the segmént Y, —Y> supplies useful in- 202 (e, — 1)+ 14+ /1 —402(c, — 1) s

formation. In particular, we will show thdttakes its maximum

value when the camera is parallel to the object. The seconda&vi can verify, as expected, tHai(6,.) is a 2r periodic and even

task is thus equivalent to the maximizatior d order to prove function. It equates to zero 8 = = /2 and to 2, which is the

this, and to obtain all the parameters needed for (8), we shismgth of the segment in the image when the camera is parallel

now how! changes during the motion of the camera. Furthets the object, af,, = 0. Moreover, it takes a unique maximum

more, we will see that the trajectory of the camera can supplyd, = 0.

all the unknown 3-D parameters. This function, quite a bit complex, can be written more simply
for a small value of; by using an approximation at third order

D. Modeling of the Length of the Segment

Let us consider the pointsn; = (y*,2*)T, ma = 1, (6,) = 2vcos b, (14)

(—y*, )T, andmg = (0, 29)? expressed in the camera frame

when the camera is at the desired position. We consider t

the motion during the maximization éfresults from an: axis

rotationR of anglef,. centered inng and a translatiof” (see

Wﬁile (12) becomes simply at second order

Fig. 2). Thereforef, is the orientation error with respect to 70 (0) = 2" (15)
the desired position. After the motiom; andms can thus be
expressed as This last relation shows that, whens small, the control law

given by (8) leads to a constant location fap. Thus,mg is a

fixation point.

{m&:’}l(ml—mo)—i—'f (10)

mh =R (mg —mo)+ 7.
E. Estimation of the Camera Trajectory
By perspective projection, we obtaif; = (X3,Y1)" and  From (12), we can derive the trajectory of the camera ex-
M, = (X»,Y2)" (respectively the projection ofi; andm5)  pressed in the camera frame (see Fig. 2)

X1=0 o
y*cosb, + (2% — z)sinb, z = 2o (0z) (1 — costy) (16)
Y1=- y = 20 (0;)sinb,.
y*sind, — (2% — z0) cos b, — 2o 11 ¥ ¥
X2 = 0 - ( ) . . . . . . . . .
Vo — _ y*cos b, — (2" — z9)sinb, From this system it is difficult to eliminate,, sincez, is a non-

y*sind, + (z* — zg)cos b, + 2o linear function of it. Nevertheless, if we consider small values
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for v and if we use (15) in (16), the trajectory becomes a circ
centered in(, z*) with a radiusz*

y2 + (Z — Z*)Q = 2*2, (17) Lizkeowm chmes

to extract an approximatiosr of z* from its trajectory, and, of

course, to use it in (8). Furthermore, thanks to the perspect
transformation, 3-D features can be obtained as will be sho
in Section 111-C.2. Roisot frame

F. Validation of the Approximations ers dmplycemars plars

We examine in this section how to impose a small value fi
v, and thus, prove that (14) is a valid approximation. To d
this, let us study the behavior of the relative erfgff(6,) =
(lo — lm)/l between (13) and (14). After some manipula
tions, one can show thdt! (6,) is a positive and increasingFig. 3. Camera trajectory during the positioning task.
function of v, which zeroes only fonn = 0. Consequently,
for a given approximation erroE,i.*, we can findv* such that ) )

V0, € [-7/2,7/2], EL(6,) < EL". This particular value is and as the desired visual features

. T
given by 5) = <o,o, % _Z_C) (1)

2
* i* i*
v =2y B (14 E). (18) wherel, = min(l}_,, li=o).

We have now to ensure in practice that v*, to be sure that ‘Remark: The same study concerning the relative error
the approximation error will be smaller tha#{ *. EZ(6,) between (12) and (15) can be led. In other words, we
If we denotel* = 2v*, the conditions < +* is equivalent to Can show that
(6, = 0) < I*sincel(d, = 0) = 2v [see (13)]. However, this
constraint is not useful in practice, since it imposes a condition
atthe end of the positioning task, once the task is achieved (regth E=* the value for whichvf, < [-6,*,6,*], EZ(0,) <
resented by the poir in Fig. 3). It is more interesting to de- E=*. Thus, if E.* is small enough, the approximation of (12)
rive a condition at the beginning of this task (paiin Fig. 3). by (15) is valid, too.
This can be done as follows. By using (14) for a given value
6;* < =/2 and forv = v*, the length of the image at the be-G. Application to Control
ginning of the task can be written s, = I* cos;". Now,we  Once the preliminary task has been achieved, we have to
show that the conditioh—o < I_y = I(f, = 0) < I* (With  move the camera to the position parallel to the segment (such
li=o the length of the image of the segment at the beginning gfat, = 0). Howeverg,, is computed from the desired camera
the positioning task for any orientation erdar < 6;"). Indeed, position, which is unknown. To alleviate this problem, we can
by substituting;=o = (¢ = 0)cost, andli_q = I"cos 0" rewrited, asé, = O, — ©,. where®, is the camera angle

E** ~ABL (22)

in the relation,—o < l}_,, we have between its current position and its initial position (at the be-
ginning of the positioning task), ané,.. is the unknown de-
1(6, =0) <" cos ;" (19) sired angular value when the camera is parallel to the object
~  cosf, (see Fig. 3). This valu®... is computed from the length of the

image of the segment as follows.

in which the second member is lower than or equdi‘tsince During a motion, the form of which is given by the control
6. < 6;". Consequently, if we imposie_o < Ii_,, we are sure |aw (8), we proceed to an on-line estimationlpf the length
that the modeling given by (14) is valith,. € [-6,",6,"], since  of the segment in pixels. Singe= s*, we havel, = Y, —
EL(6:) < Bl Y,». Thereafter, by using the intrinsic parameters, can be

In praCtice, we will see in Section Il-H, Section I1I-C.2, an%xpressed ag, + FyY;(L =1, 2) whereY, is the coordinate of
Section IV that it if possible to choose a high valuefférand a  the principal point in pixels, andf, = f/p, (wherep, is the
small value for, " (typically suitable values are, respectivelyyertical size of a pixel) yielding, = F,/, with Z modeled by

55" and 0.5%). (14). By substituting,, by ©, — ... in (14) we obtain
To really impose a valu&_, for [ at the beginning of the _
positioning task, a solution is to add a preliminary task before lp = 10050, 42800, (23)

the positioning task. The most simple way is to choose the fQj;i,
lowing vector as visual features

{ c1 = 2vF, cos O, (24)

5 = (X1, X2, Y1, Y2) " (20) 2 = 20F, sin O,
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Therefore, (23) is a linear expression relative to the paramet% H _ 0.05
c1 andc; that we can obtain from a least-squares algorithm wile g § 0
a forgetting factor [34]. Following on, (24) provides the value g 8 £ 0057
Of ®xc % 3 g -0.1
Cs 2 % E 015 [
O, = arctan —. (25) £ ¢ 0.2
1 5 0 2 4 6 8 10 12 0 2 4 6 8 10 12
However, if we want to obtain an accurate value@gy,, we  ° time (seconds) time (seconds)
have to get enough pair®¢ |, ;). This can be done by setting @ (b)
w, in (9) to a given valueyy duringto. The problem is now to _g ERE— 345
computety. One can proceed as follows: since a Ieast-squara 10 Oxe —— g?g
algorithm provides a matri®, such thatP, = o> P, with P, § :;8 2 300
the covariance matrix of the estimation error afdhe variance & 33 2 285
of the noise, and since the coefficients Bf decrease when — 2 55
the number of data increases,.. will be supposed accurate -45 o 2 4 68 o 12 240
enough when all the coefficients &%, will be smaller than a . 50 -40 -30 20 10 0
X X K . X X time (seconds) O, (degrees)
given threshold-. We will see in simulation that this value can
easily be tuned. @
Finally, to ensure an exponential decay of the angular errfg g 2
O, — 0,., we then impose 2 2 2
wy =K, (0, —0,.) (26) ; - 12
. . ™ . % _g:' -12
with K, b_emg a po_sﬂwe gain. Several approaches canbe us® °° T T T T 0 10 M e
to tune this gain, like the one proposed in [35], for example time (seconds) time (seconds)
Here, as soon &3,,. is known, X, can be tuned so that the task © ®

will be achieved in a given duratiaf (if no saturation occurs). _ ) ) )
Fig. 4. Simulation results. (a) Error in the sensor. (b) Components of the

P.roceetdlng this Wayj by Integrating (26)' and with S|mple MAamera velocity. (c) Desired and current angular values. (d) Measured and
nlpulatlons, we obtain modeled image length vers@, . () Behavior ofz; andz.. (f) Positioning
errorz; — zs.

__1 Oc
oty —to

K, (27)

" Oplt=t, — Ouec We depict in Fig. 4 the results obtained from simulation when
~ adding uniform noiseX2 pixels), and for an orientation error of
with ©,.. the value fOIlWhiCh the positioning task is considered 43.5°. More precisely, Fig. 4(a)—(f) depicts, respectively, the
as achieved (typicallp... =0.05). error in the sensor after the realization of the preliminary task
Remark: Note that9,, is obtained thanks to the odometry Of(defined by||s — s*||); the six components of the camera ve-
the robot, and, therefore, does not depend on the intrinsic fgeity; the desired and current angular values; the measured and
rameters of the camera. Of course, it depends on an accuratgieled image length; the behaviorafand z,; and the po-
measurement of the displacement of the camera. Note also #&ig@bning errorz; — #,. As we can see, in Fig. 4(e) and 4(f),
0, does not depend on the intrinsic parameters [see (25)]. We desired position is reached. Moreover, we can remark in
will check this nice property in the section devoted to experFig. 4(b) thatw, is not set immediately tays. A polynomial
mental results. velocity profile has been used to limit the error in the sensor.
Note also that even though is small (0.52 s), it leads to a
low value for the relative error o®,.. (0.187%). The task is
The simulation system consists of a C program describipgrformed in 11.16 s according to the valuegoand?; (10
the behavior of the relations (1), (8), (23), (25), and (26). To k). Besides this, we can observe the low noise influence on the
this, only the three points.y, m4, andms are considered. The positioning error and on the estimation ©f,.. Thanks to the
following constants have been usé¥;. = 0.05°, 2* = 80cm, good modeling of the real situation, we can set the forgetting
Wser = wo = 10°/s (With w,,: the value for which the: axis factory involved in the estimation d®.... to a high value (0.995
rotation saturates),; = 10 s. The rate of the control law is in practice, remember that < 1) to strongly filter the noise.
At = 40 ms, the dimension of the pixels3s3;:x 8.3y, the focal Moreover, in this examplé(f, = 0) = 339.6 pixels yielding
length is 12.5 mm, the length of the object is 20 cm. In addition, = (6, = 0)/2F, = 0.113. This low value forv explains
we have choseEﬁ.* = 0.5% yieldingv* = 0.142, EZ* = 2%, why the modeling is good, and why the positioning error is low.
I* = 427.7 pixels and;* = 55° yieldingl;_, = 245.3 pixels.v After having treated “segment” objects, we show in the next
has been tuned as follows. We looked at the time for whigh  section how the proposed method can be generalized to a planar
is equal ta9,.., with a relative accuracy of 10% using a unifornobject of unknown shape, such that three feature points of the
noise of+3 pixels on image data. This yielded= 500. object can be extracted from the image.

H. Simulation Results
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" be based on the maximization 6f yielding »; = » =
v ’ . \\{-,: z3 = 2*.
M, S Mg Remark: Since we estimate the angular valégs. and©,,.

; (see Section 1I-G) for which the camera is parallel to the ob-
o M ject, by adding specified constant values, any orientation can be
! y Current position reached as will be shown in Section IlI-C.2.

h My
s B. Control Law

l// X 1) Preliminary Task: As mentioned in Section II-F, the goal

of the preliminary task is principally to ensure the validation of
the modeling obtained in Section 1I-D when the length of the
segment is eithekror A.

Due to the symetry of the problem, in the same way we have
introduced in Section II-FEX(6,,), v*, I*, 6;,", I}_, andl;—o,
we can introduce analogous definitions fa} (6,,), u*, h*, 6,,,
[ll. CASE OF APLANAR OBJECTWITH THREE FEATURE POINTS  hj_,, andh,—q by considering instead of.

In Section I, the task has been achieved by maximizationtcrions'tique.mly’I :ﬁhetprellm!narybtask has to ensyre= sj
of the length of the object in the image. In the case of an OBI-I 5, (e visuatieatures given by
ject described in a 2-D space, a natural transposition consists in s; = (X1, Xy, X35,Y7, YQ)T (29)
maximizing the ared& of the object in the image. However, ob- N . . .
taining its analytical expression in the general case seems toalggﬁl the desired visual features given by
out of reach. Thus, we will simplify the approach by assuming . he he he I L\%
that three feature points of the object can be extracted from the 5 = <_§v T9 gy _§> (30)
image. ) ) )

Taking into account three points only, the image becom¥dth le = min(li_o, li=o) andhe = min(hi_g, he=o).
very simple as depicted in Fig. 5. A triangle with vertices 2) Positioning Task:If we want to maximizel and/, it is
My (X1, Y1), Ma(X», Ys), andMs( X3, Y3), which are, respec- more adequate to follow the study described in Section II-C.2,

tively, the images of the points. («1, 1, 1), ma(x2, &2, 20), since it yielded to an analytical representation of the length of
andms (a3, ya, 23)- the segment. Unfortunately, we will see that the vector of the

In these conditions, in the same way we have modeled {gual features (5) cannot be directly transposed, hence slight

length of a segment in Section 11-D, we now investigate the arg}jpdifications have to be taken into account to ensure the same
of a triangle. ' behavior as the control law given by (8). The main problem is

to define the correct motions during the maximization of the
segments, and thus, the correct visual features to be used to be
sure that we can use the results of Sections II-D-G.

Let us consider the three feature points, m2, ms, and a Maximizing ! imposesY; + Y> = 0. Similarly, again due
fixed pointmo, such that, by definitiong, = (—z*,4*,2*)", o the symmetry of the problem, maximizifgimposesX; +

Desired position

Fig. 5. Triangle built from three feature points of the object.

A. Modeling of the Surface of a Triangle

my = (—z*,—y*, 25, mg = (z*,7*,2)T, andmo = X, = 0. These constraints lead us to definas
(0,0,2*)T related to the triangle frame. By perspective T
transformation, we deduce the coordinatesidf, M, and s=(X1+ X3, Y1 +Y5) (31)

M3 at a given position and orientation of the camera. Thegg the desired visual features as

expressions could lead to the modeling Sf Unfortunately,

they are too complex and, consequently, we cannot maximize s =(0,0)". (32)
S directly. Nevertheless, we can maximize sequentially thg,e interaction matrix related to— s* andz = 7 (i = 1, 2,

basel of the triangle and then its altitude(see Fig. 5), thanks 3) is given in (33) shown at the bottom of the next page. Hence,
to the modeling of a segment obtained in Section II-D after thge two following vectors which belong to Kéf . could be

preliminary task used to maximizé andh

o~

1(6:)=Y1 — Y2 =2vcos¥, e N T
{ h(6,) =X3—X; =2ucos#, 28 1, :<5me1 (Y1 = Y3),2*ws (1 +Y7),0,w5,0, 0) (34)
with «w = 2*/2* andv = y*/2*. . e ¥
Consequently, according to the process described in Seésn. :<—Z*wy (1 +X12)75wa1 (X2 — X1)70707wy70> .
tion II, we specify the following:
1) a preliminary task to ensure that the approximations we (35)
will use are valid, as in Section IlI-F; However, these two vectors are different from the one studied in
2) a positioning task consisting of two tasks, a main taskection II1-C.2. Comparing the form of (34) with the one of (9),
and a secondary task, as in Section II-C. This task wih (34) ax axis translation appears. We have to impbgse- Y3
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to remove the translational component of thaxis ofZ’,;, and 2) Experimental ResultsDuring the simulations, it was
X; = X, for the translational component gfaxis of ', to easy to verify how perfect the positioning of the camera was
ensure the same behavior as the one studied in Section II-Gvith respect to the object. Experimentally, it is more difficult.
Unfortunately, these two constraints cannot be satisfied simiib do this, we chose a 3-D pose estimation method [36] which
taneously in the general case of any triangle. Therefore, we haiglds the orientation erros, andd,.. Besides the three points
chosen to impos&; = X, yielding we need, this method requires a fourth one. As specified in

s S . T [36], it must not belong to the plane defined by our three
f_ (X1 - ‘22’ X+ X5 Y1+ 1) (36) points. Moreover, we have chosen its coordinates so that once
s"=(0,0,0)". (37) ' the object and image planes are parallel, it projects onto the
The interaction matrix is given in (38), shown at the bottom drincipal point of the image. Note that this fourth point is only
the page, and the two vectdfs, andZ,, used for checking and not at all in the control law. In other

N N ) ) T respects, the rotational part of the pose has been characterized
To=(—7"w.X1Ys2*w, (1+ X7 +Y7), 0,w,,0,—w.X1)" by Euler's angles denoted, 3, and «, which, respectively,
(39) represent the angles of they, andz rotations.

A 2 T The first experiment consists in positioning the camera par-
Lo, = (=2"wy (14+47),0,0,0,0,,0) (40) allel to a very simple object composed of three white dots (see
We will see that even if (39) is different from (9), satisfactoryig. 8). For this experiment, we have chosen the following pa-
results are obtained. rameters,, = 1 (for the preliminary task) and,, = 8. All

Then, we apply a control law of the form the other parameters are the ones used in simulation. Further-
more, let us point out that we do not compute the variance of
T. = —)\poLg; (s—s")+T,+1T,, (41) the noise, even though it could be done from the residues be-
= tween the measured and modeled length. We only suppose that
wherew, andw, have to be expressed. it is lower than a given value (9 for all the experiments).
With the control law having been completely defined, we now Fig- 6(2)—(d) depicts, respectively, the error in the sensor,
present the experimental results. the behavior of the components of the camera velocity, the de-
sired and current angular values, and the measured and modeled
C. Experimental Results image length during the maximizationlofig. 7 depicts the be-

1) Description of the Experimental Syster®ur experi- havior of the same variables as above, but during the maximiza-
mental system consists of a six-degrees-of-freedom (Dotl-*—%”.‘?f h: Fig. 8 summarizes the different phases to achieve the
robot; three axes of translation and three axes of rotati@RSitioning task. _ _

(concurrent and orthogonal), performed by a “wrist” where a First, Flgs. 6(d) and 7(d) conflrm th(_a theoretical results about
camera (Sony XC-8500CE) is fixed to give an “eye-in-hancfhe modeling o’i_andh. Mqreover, |n_F|gs. 6(c) and 7(c) we re-
system. An objective with a focal length of 12.5 mm is mounte@ark that we2qu_|ckly obtain the desired angular value. The con-
on this camera. Control and sequencing are performed byi§on Fx < o~vis verifiedfort, = 0.88 s forl, e:)ndto = (?'765
unique PC (Pentium at 200 Mhz under the DOS/4GW operatitfy /* With a relative error or®,.(0,.) of 1.81% (2.33%). As
system), where Matrox Genesis image-processing hardwar&X@ected, the duration of the maximization/@nd/ is around
connected to a PCI bus, and a Galil DMC-1060 board to &f respectively, 8.92 s and 9.44 s. On the other hand, let us point
ISA bus to control the robot joints. The code has been writtét that, as in simulation, the noise does not have a lot of effect
in the C language making use of the 32-b native Genesis libr&§ ©=<(Oye). For this experiment, we have the following.

provided by Matrox. 1) Initial camera pose:

Unless explicity stated otherwise, the value of all the pa- a) v = 23.45°, 8 = 22.14°, anda = 9.64°;
rameters are the same as those used in the simulations (Sec- b) depth of the feature points (in cmd; = 75.04,
tion 1I-H). z9 = 70.25, andzs = 66.55.

“2 0 0 Xi(i-Yy) —2(14XF)  YitYs
o= 7 1 (33)

£ 0 —% 0 2(1+Y?) Yi(X2—-X1) -X1-X,

0 0 0 2Xi1 0 2y,

2
P 0 0 X;(Yi-Ys) —2(14+X7) Yi+7Y3 (38)

2 2
0 —-= 0 2(1+Y7) 0 -2X,

N
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Fig. 6. First experiment: Maximization df (after the preliminary task).
(a) Error in the sensor. (b) Components of the camera velocity. (c) Desired and
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g 30 2 260 71.72 cm, so this method is accurate, since the right value
[0} . . . .
S = 055 is within [72.70 cm, 72.91 cm] (see the final camera pose).
20 250 Fig. 9 shows the behavior ef during the motion. As soon as
012345678910 50 25 30 35 40 45 & suffic.ient'nurr'wber of'image acquisitions is available, a good
time (seconds) 0, (degrees) approximation is provided. The consequence of a good value

@) for z* in the control law can be seen in Fig. 7(a) since the error
Fig. 7. First experiment—Maximization df (after the maximization of) decreases suddenly (near 1.5 ).
(a?.Errlor in the ssnsor. (b) Components of the camera velocity. (c) Desir'ed anoFurthermore’ Oﬂce the task is achieved, the camera is in front
current angular values. (d) Measured and modeled image length @rsus ~ Of the object ana* is known. Thus, according to perspective
projection (1), 3-D features can be reconstructed. For example,
for I andh these values have been obtainéd= 12.92 cm
andh = 12.89 cm, instead of = h = 13 cm. Thus, both
the algorithms of positioning and reconstruction provide good
results.

Twenty other positioning tasks have been realized, such that
s € [—4°,22°], B € [8°,33°], a € [-25°,36°], andzz €

0 cm, 98 cm|. Very good results have also been obtained con-
cerning the positioning task, as well as the reconstruction of
3D features. They are summarized in Table |, in which func-

ion () yields the relative error of the measurement:ah
&%rcentage.

The second experiment consists in positioning the camera
10nly results are given foy and3 sincex is not servoed. for a particular desired orientation different from parallel (fol-

(©

2) Final camera pose:
a) v = —0.31°, 3 = —0.70°;
b) depth of the feature points (in cn); = 72.70,
2o = 72.77, andzg = 72.91.

If the positioning were perfect, we should haye= 3 = 0
andz; = z» = »3. Therefore, we can conclude that these resu
are satisfactory. Note that these good results confirm the st
led in Section II-F, since: andwv are, as expected, lower thal
u* = v* = 0.142 (u = 0.087, v = 0.089).

In addition, as seen in Section II-E, we have access
an approximation ofz*. Our algorithm yielded a value of



330

TABLE | o)
RESULTS ON20 EXPERIMENTS -g
x T maxz; ming; Oy g
vy -0009 0439 -0.224 0.017 g
8 -0489 -0.156 -0.751 0.133 2
Q) 038 1.078 -1.103 0.493 =
Q(k) 0365 1.104 -1.102 0.491 5
Q(z) -0.366 1.109 -1.077 0.489 g
lowing on from the remark made in Section IlI-A). In this case
we have the following for Euler’'s angles: @
@
1) initial camera orientationy = 9.08°, 3 = 16.45° =]
2) desired camera orientation:= —15°, 3 = —20°; 2

3) final camera orientationy = —15.27°, 8 = —19.64°.
Again, these results are satisfactory, since v = 0.09 are
lower thanu* andv*. Figs. 10 and 11 depict the behavior of the

control law during the maximization dfand h, respectively,
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and Fig. 12 describes the different phases to achieve the taskiff110. Second experiment. Servoing@f.

particular, Figs. 10(d) and 11(d) validate the modeling aifd

h. Nevertheless, we remark in Fig. 11(b) a termintroduced
by the main task to ensuge= s* which did not exist in the first
experiment (remember that the interaction matrix given in (3{5
is computed for a desired position parallel to the object). Thg
term leads a nonplanar motion and, consequently, to a wo@
approximation forz*, but accurate enough to achieve the tasc
[here again||s — s*| decreases suddenly wheh is used in &
(41)]. Furthermore, the conditiaR, < o2v is verified fortg = °©

0.88 s for I, andty = 0.72 s for i, with a relative error on

£
]

X
o

©,.(8,.) of 5.18% (31.52%). Here again, the duration of th
maximization ofl andh is, more and less, respected: 9.20 an__
11.00 s. g

Now we consider the case of a coarse-calibrated cameg
Errors have been introduced in the intrinsic parameters of t™
camera. We have added an error of 10% on these paramet
and we have neglected the radial distortion of the lens. Tl
experiment, consisting of achieving a positioning task to a pu-
sition parallel the object, has led to= 0.5° andj3 = —0.86°
instead of~y 0.12° and 3

nonsignificant differences exist concerning the positionin
error between a calibrated camera and a coarse-calibrated o
This validates the proof given in Section II-G. As anticipated,
our algorithm is sensitive to the eye-to-hand calibration, sinc
errors in the transformation matrix between the end-effectg
and the camera {3or rotations, 3 cm for translations) have led
toy = —1.46° andg = 1.71°. However, these results remain
satisfactory (since the final orientation error is really inferior
to the introduced errors)

—0.49° for a calibrated Fig.
camera with the same initial pose. This experiment shows that

1
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11. Second experiment. Servoingtf .

Now that we have validated our approach, we will illustrate|
it on objects with complex shapes. Two examples are given.
IV. APPLICATION TO OBJECTS OFCOMPLEX SHAPE
A. Example A

In the proposed example, we use the case of an unknown bi-

O, (degrees)

(d)

(d)
nary object of complex shape. Its projection yields a conto#giy. 12. Second experiment. The different phases to achieve the task.
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e ;g 140 , Fig. 16. Example A. Behavior of+ during the motion.
15 L 15—
0 2 4 6 8 10 12 15 20 25 30 35 40 45 50
time (seconds) 6, (degrees) Therefore, we obtain, in the case of a complex object, good
© ) results { =~ 0.05, v = 0.04), even if during the maximization

of [ its variation is not very high [see Fig. 13(d)]. Again, in

Figs. 13(c) and 14(c), we remark that we quickly obtain a stable

desired angular value as well as in Fig. 16 for Furthermore,

with eight points of inflexion, from which three are selectedhe conditionP;, < o?v is verified fort, = 1.68 s fori, and

tracked, and used in the control schem@ur extraction and to = 1.56 s for h with a relative error or®,,.(0,.) of 11.28%

tracking algorithm is executed in a time of 120 ms. For this3.82%). On the other hand, as expected, the duration of the

reason, we have set,,; = 5°/s, Ap, = 3, andv = 250. maximization ofl(h) is around 10 s, more precisely, 11.88 s
Figs. 13 and 14 describe the behavior of the control law durifgl.40 s).

the maximization of and/.. Fig. 15 summarizes the different

phases to achieve the task. The lines linking the three pointstof Example B

inflexion point out the similarity to the previous experimental In this last example, we consider the case of a more complex

results (see Fig. 8). Fig. 16 shows the behavior'oduring the object: a raw ham. This object is moving on a conveyor, and the

Fig. 14. Example A. Maximization df.

motion. For this experiment we have the following: goal is to place the camera parallel to it to perform an inspection
1) initial camera orientationy = 7.77°, 4 = 29.23°; of the cut [37]. To do this, we used the method described in
2) final camera orientation; = —0.90°, 3 = 0.24°. [38] to track at the frame rate (40 ms) the three feature points

we need. It is based on the minimization of the sum of squared

2\We verified that points of inflexion in the object are also points of inflexioryifferences of images intensities between the current window

in the image. In fact, it is s_hown in [33] that thi_s property is sa?isfied in thz@r und the point to track) and another window acquired at the
non degenerate cases (which occur when the image of the object becom 9 p q

segment). previous frame.
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£ ?g = V. CONCLUSION
1 e —— 45 We have presented a way to achieve positioning tasks by 2-D
0 2 4 6 8 10 12 14 10 15 20 25 30 35 40 45 visual servoing when the desired image of the object cannot
time (seconds) 9y (degrees) be precisely described, and for any desired orientation of the
(©) () camera. However, we have to assume the object to be planar

and motionless.
Although we use approximations and an online estimation,
we have shown how to ensure the convergence of the control
When more than three feature points exist, we have to sel&w, consequently leading to accurate positionirg<9(5’). In
them from the firstimage only. First, with respect to geometricadddition, an algorithm based on the modeling of the trajectory
conditions, they must be far away from each other, and seconfithe camera provides the depth between the camera and the
the tracking process must track them during the entire duratiobject. Hence, in the case of a positioning task consisting of
of the servoing. For this purpose, we have proposed in [39] amoving the camera parallel to the object, precise 3-D recon-
approach based on an entropy criterion to select the points fateuction can be expected:(0.4%). Moreover, experimental
robust tracking. results have shown that our approach is not sensitive to the cali-
The experimental results are depicted in Figs. 17-20. For thisation of the camera. Thus, our method combines in part the
example, since the tracking algorithm necessitates small dislvantages of both 2-D visual servoing and 3-D reconstruc-
placements from one image to another [38].¢, A,., andX,, tion methods, in the sense that 3-D information can be obtained
have been set, respectively, tds§ 0.5, and 5. Let us point outwithout a calibrated camera.
that, again, the online estimations®f.. and®,,. are accurate:  On the other hand, two experimental examples have been
1.37% and 9.28%. However, in this case, it is difficult to meagiven to show the effectiveness of our approach. The first, based
sure the positioning accuracy. on the extraction of inflexion points, has shown that an accurate
Again, we can clearly see in Fig. 18(a) the benefit of usihg positioning can be obtained at a relative high rate (120 ms), and
in the control law. In addition, for the application, 3-D featurethe second, based on points of interest, on a more complex ob-
can be obtained to characterize the cut of the ham. ject at the frame rate (40 ms).

Fig. 18. Example B. Maximization of.
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Finally, we think that this paper contributes to an expansion of23]
the application area of visual servoings, in the sense that com-
plex objects or objects of unknown shape can now be treated

even if the desired image is not precisely known.
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