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Image Moments-based Ultrasound Visual Servoing

Rafik Mebarki, Alexandre Krupa and Frangois Chaumette

Abstract— A new visual servoing method based on B-mode designed for per-cutaneous ultrasound-guided theramy, ar
ultrasound images is proposed to automatically control the controlled to position the needle which is mechanically
motion of a 2D ultrasound probe held by a medical robot = ,nstrained to lie in the motionless probe observationeplan
in order to reach a desired B-scan image of an object of In th i . K - | . f d
interest. In this approach, combinations of image moments LI prlor works, visual servoing yvas pe_r oline
extracted from the current observed object cross-section & thanks to a §|mple modgl of th? pr0b§ Interaction that
used as feedback visual features. The analytical form of the does not require any 3D information for in-plane motions.
interaction matrix, relating the time variation of these visual  However, if the visual task consists also in controlling the
features to the probe velocity, is derived and used in the control out-of-plane motions these previous methods can not be used

law. Simulations performed with a static ultrasound volume diti ¢ del th lete int tion betw
containing an egg-shaped object, anéh-vitro experiments using and It Is necessary 10 model tne complete intéraction ee

a robotized ultrasound probe that interacts with a rabbit heart ~ the probe and the object. In fact an ultrasonic probe pravide
immersed in water, show the validity of this new approach full information only in its observation plane whereas a
and its robustness with respect to modeling and measurements camera provides a projection of the 3D world to a 2D image.
errlorg. T Visual - 4 . Another alternative is the use of a 3D US probe as in [4]
megicz)l( roeégf’;_ Isual servoing, ulirasound, Image moments, \ hare a surgical instrument is controlled using position-
based servoing. However, for the moment 3D US probes are
|. INTRODUCTION expengive and providg only small vqume. with low vpxel
resolution. Therefore, in what follows we will only conside
In order to assist radiologist diagnostics or ultrasounghe yse of standard 2D probes, which are more widespread
guided interventions, we propose to automatically positioj, medical centers.
an ultrasound (US) probe held by a medical robot in such a gome recent studies eliminate the requirement of con-
way to reach and track an appropriate US image cross-sectig|iing by visual servoing only the DOF contained in the
of a given observed object. This will allow different kindsitrasound plane by modeling the interaction between the
of application. For example for pathology analysis, it canjitrasound probe and a given observed object. In [6] and
be helpful to automatically and accurately position the U$7] two image points corresponding to the intersections of
probe in order to obtain a 2D image cross-section of a tumef japaroscopic instrument forceps with the ultrasound elan
having a maximum similarity with one derived from a pre-zre used to servo the 4 DOF of the instrument.
operative 3D imaging that was performed with the same (US) | [8] visual features corresponding to the intersection
or other imaging modality (MRI, CT-SCAN). Autonomously points of a cross-wire object with the US plane allow to
reaching and maintaining an appropriate tumor cross@ecti gtomatically perform the calibration of a robotized 3D
would also help the surgeon to perform needle insertioptrasound imaging system. In [9], a first ultrasound image-
during a biopsy or a radio-frequency ablation procedurgyased visual servoing that allows to control the motion of an
Towards that goal, we propose a new visual servoing methqgs rohotized probe in order to reach a desired image section
based on ultrasound images and specially on the use of imagean egg-shaped object has been presented. In this previous
moments to control a medical robot holding an US probe.\york, the image edge was modelled by a third degree
Up until now, only few research works have focused ofolynomial whose coefficients were selected as feedback
visual servoing based on ultrasound images. In [1], a robofeatyres in the control law. However polynomial coefficient
assisted system designed for 3D ultrasound imaging [2] ifave no physical significations, they are very sensitive to
controlled by ultrasound visual servoing in order to cetiter jmage noise and limit the use of the method to specific object
section of an artery within the 2D US image. However, onlshapes.
the in-plane motions (3 DOF) of the probe corresponding to | this paper, we develop a new visual servoing method
the two translations and the rotation in the US image plangased on image moments. These features are generic with
are controlled directly from the image, while the other 3 DORntyjitive and geometric meaning and are robust with respect
are teleoperated by the user. In [3], the development ofla rego measurement perturbations, allowing, thus, a robust con
time ultrasound-guided needle insertion medical robot fofo| system. Indeed, they have been widely used in computer
per-cutaneous cholecystostomy has been presented. Howeygsion for a very long time, especially for pattern recogmit
only two of the 5 DOF of the robot, which was specificallyapplications [10] and have been recently introduced inalisu
The authors are with IRISA, INRIA Rennes-Bretagne AtlanéigCam- ;ervoing using the perspective proje?tion [11] It.SeenmS.th
pus de Beaulieu, 35 042 Rennes-cedex, FrafiRaf i k. Mebarki,  interesting to use them as feedback information in US visual
Al exandre. Krupa, Francois. Chaunette}@risa.fr servoing where very noisy images are considered. However



for ultrasound imaging, the modeling part differs from the 1) In-plane motions:The probe, in this case, remains in

case of camera perception and has to be reformulated. its initial plane. For in-plane motions, the velociti? of any
The paper is organized as follows: In the next section, theoint P of O in S with respect to the probe Cartesian frame

analytical form of the interaction matrix, relating the 8m {R,} can be expressed using the fundamental kinematic

variation of the US image moments to the velocity, is derivedrelationship:

Then, in section Ill, a set of combinations of moments ) v

is selected as feedback information and the control law is ‘P=[-Is [P], ] { w } (5)

derived. Simulations and experimental results are present

and discussed in Section IV. They demonstrate the validity avhere*P = (z, y,0) is the position of the poinP expressed

the proposed method. Finally, concluding remarks are giveA the US probe fram¢ R }. Since the probe remains in the

in Section V. same plane, only the three in-plane componentsv, and
w, of v are considered. Thereford which is nothing but
Il. MODELING equal to(,,0) is given by:
The robotic task consists in automatically positioning an v.
US probe held by a medical robot arm in such a way to { & } _ [ -1 0 'y } v” ©)
view a desired cross-section of a given object as depicted y 0 -1 —=z Y

in Fig. 1. To design the visual servoing control scheme it is ,

essential to choose appropriate visual features and digiermfrom which we deduceg—i =0, % = 0. Substituting (6)
the interaction matrix that relates their variation to thele into (4) and remembering that(z,y) = x'y?, 0f/0x =
velocity. This modeling aspect is the aim of this section. iz‘~!y’ anddf/dy = jx'y’~1, the three coefficientss,,,
myy andm,,, of the interaction matrix (3) relating to in-

A. Image Moments Interaction Matrix Modeling plane probe velocity components are derived as follows:

Let O be the object referring to the organ with which the

US probe is interacting. The moments; of orderi -+ j are Moz = 70—,
- . Myy = —Jmyj-1 (7)
defined by: , ’ )
g Iz d 1 Mz = TM4i—1,541 — ] Mi+1,5—-1
Mij = //3 f(@,y) du dy @ The time variation of moment of ordér+ j, when the US

P . . probe lies in its initial plane, can thus be easily computed
= gl
where f(z,y) = " 3/ and (z, y) represent US image point from moments of ordef + j — 1 andi + j.

coordinatess is the US image cross-section resulting from
the intersection of the objea with the US probe plane Fdge C
(see Fig. 1). It would be also possible to generaljfz¢o Tangent plane
flz,y) = 2* v/ g(x,y) where g(z,y) is associated to the
gray level of each image pixel. However that would perturb
considerably the control system since the US images are very
noisy and present artifacts. The objective is to deterntiee t
analytical form of the time variatiomh;; of momentsm;;

in function of the probe velocity = (v w) such as:

/\
Object O

(R

| s
. image section

Current image section &

where (vy, vy, v.) and w = (W, wy, w.) represent
respectively the translational and the rotational velocam-

ponents andL,,,; is the interaction matrix related tou;; US probe plane
denoted bhy:
L _ 3 Fig. 1. Interaction between the ultrasound probe and theabbj
mi g - [ m?).’l) mvy m'UZ mU}.’If mU}y mUJZ } ( )
The time variation of moments is given by [11]: Now, we consider several classical features: the section

of af or o areaa, the center of mass coordinates of the image section
mi; = // L’? x4 B0 v+ flz,y) (8 + ;)] drdy x4,y, and its main orientation.. These are defined in terms
s LoT Y z Yy 4) of the image moments as follows:

where (&, y) is the velocity of an image poirit:, y) belong- a = mg

ing to the sectionS. So, in order to determine the relation Ty = mi/a

giving 7n;; in function of v, the image point velocity#, y) Yy = moi/a (8)
has to be expressed in function ef To determine the a = %arctan(#i’f;m)

components oL, ., the two kinds of probe motion which
are the in-plane and out-of-plane motions are consideraghere iy = mii — a gyg, Moo = M2o — & xg and po2 =
below. Moz —a yg are the centered moments of order 2. Using (7),



we can easily relate their time variation to the in-planebgro with v, = [ 0 0 v, }T and wheren = [ n, n, n. ]T

velocity and obtain: is the unitary normal vector ta expressed iq{ R;s}. Devel-
oping (11) gives:
4 o 0 0 . ping (11) g
g | | -1 0y, g TNa e
Yo | 0 -1 -z Uwy ©) Upr = Upz _Qny an 12)
@ 0o 0 -1 # ng + 1y

We can notice that the section areais invariant to in- Substitutingu,. from (10) in (12) and projecting,,. on the

. .. T
plane motions of the probe and therefore seems to be' Plane (xy) gives,,, = [ & ¢ 0 |, and consequently
good feature for out-of-plane motion control whereag the image pomt variation in function of the out-of-plane
y, anda are well adapted for in-plane motion control, with ProPe velocity components as follows:

a good decoupling property that can be seen by refering to i e ey T 2 U,
the triangular part of the matrix in (9). .| = vE sz Y Nally Wy (13)
. Y —NyMNy —NyN, Y NN, T
2) Out-of-plane motions:When the US probe gets out vrE yrE yrE Wy

of its initial plane, the image variation of the edgeof S As we can see, knowledge of the orientation of the tangent
depends strongly on the 3D shape of the object. The reasgmner at surface poinP is crucial to relate the image point

is that image points do not correspond to the same 3D objegkyiation to the out-of-plane probe velocity. Therefore we
points when out-of-plane motions are applied. In this casgj| now determine the expression of the normal veaidior

the edge points resulting from the intersection between ”H*given object. If the object surface can be implicitly define
ultrasound plane and the object surface are affected in thg 5 set of point&’z, °y, °z) satisfyingF(°z, °y, °z) = 0,

same manner as if they slide on the object surface (see Rigen the normal vector to that surface at a pétat °y, °z)
2). Therefore we can consider that an edge pdnis a g given directly by the gradient:

moving pointP(¢) that is constrained to remain in the image VE

plane while sliding on the object surface. That means tkat it ‘n= - ——— (14)
velocity with respect to the object fram{e?, } expressed in IVE]

the probe fram€ R} depends both on the probe out-of planeyith VEF = [ OF/0°x OF/0°y OF/0°z ]T and

velocity and the surface shape. However, its z-axis vejocitvhere °P = (°z, °y, °z) is the vector coordinates of a
component is related only to the probe velocity because thgirface pointP expressed in the object Cartesian frame
point is constrained to remain in the image plane and is givefiz,}. In the following, we consider the case where the
simply by: object has an ellipsoidal shape. The choice of this model
Upy = U, + YWy — Twy (10) is motivated by the likeness of this form to usual tumors.
Nevertheless our method is generic and can be extended to

where v., w, and w, are the three out-of-plane Velocity mqre complex shapes if the normal vector of the surface can
components of the probe. The objective consists then g, analytically formulated.

determining the x and y axis velocity components that rep- The ellipsoid surface is given by the equation:

resent directly the image variation of the point. To deterni VN2 oo\ 2 oo\ 2

them, we consider that the object surface can be IocaIIyF(ox’ oy °2) = (I) +(y> +<Z) ~1=0 (15)

approximated by a tangent plane as shown in Fig. 1, ' ax az as

and project on it the velocity componeny, as depicted in wherea;, as, az are the half length values of the object main

2D in Fig. 2. This projection is performed by the following axes. Applying (14) gives thus the following normal vector
expressed in the object frardé?, } for a given surface point:

+
Tangent planer o, _ [ °r/ai °ylaz °z/a3 }
n= o 2 o 2 o 2 (16)
[ [ z/ai °y/az °z/aj } [
° In what follows we approximatén to the expression:
Upay 2
" S
(R P(t +dt) n=r | °y/a; (7)
US probe p'@f y where r = (a1 + a2+ a3)/3 is a constant scalar. This

approximation does not affect the direction of the normal
vector but only its norm. It is performed in order to obtain
adequate linear relations, as it will be shown later. This
allows to rewrite’n in the following linear form:

time ¢

Fig. 2. Tangent plane used to determine the image point vglocit

approximation: 1/a? 0 0 °x
‘n=r | 0 1/a%2 0 °g | =C°P (18)
Vpr A N X (V) X 1) (11) 0 0 1/d? °z



and its expression in the US probe fraiB,} becomes: object. It should be noted thaf,,,, is given here as a
- = s o= s Y linear combination of image moments. This would not be
n="n = "R,°h= "R, C°P (19) the case if the approximation (17) was not performed. In

where*R, is the rotation matrix defining the orientation of fact, replacing the constant scalaby the exact expression

the object fram¢g R, } with respect to the probe fran{e?, }. that allows to normalizen such thatn = n would lead

The vectorii can then be related to the point coordinateo @ more complex relation than (23) including non-linear

SP = (x,y,0) expressed in the probe frame by the followingcombinations of moments. In spite of this approximation

expression: and the approximation in (11), simulations and experiments
- . oT s . presented in Section IV demonstrate the validity of the
n="R,C°R, ("P - "t,) (20) modeling thanks to the robustness of the visual servoing.

where?t,, is the translation defining the position of the object

frame origin with respect to the probe frame. Haieis Il VISUAL SERVOING

function qf: the image coordina_lte(s',y) of the considered A gglection of features for visual servoing

edgeC point, the pose of the object with respect to the probe

frame and the 3D parameters corresponding to the length ofAs an ellipsoidal object has been considered in the model-
the object axes. Developing (20) we obtain the componenif2d; the image section provided by the US probe corresponds
of the vectori and therefore the following approximation of in all situations to a 2D ellipse. Therefore only 5 visual
the terms required in (13): features are required to describe the object section. Téis a
means that there are an infinity of 3D poses of the probe that

g = —Aa? —Agwy— Agy? — Ay give the same image section of the ellipsoidal object. Iffis 0
o —4s vy- s ) (21) course possible to overcome this limitation by considering
My = —Bia®—=DByry—Bsy” — Byw more complex and non symmetrical object models, as we
—Bsy—Bs plan to do in future works.
where A;,_, . = Ai(*Mo,ak),_, ,)» Bi_,, = For the ellipsoidal object, 5 visual features have to be

Bi(*M,, ay|,_, ,) are terms depending on the size of theselected as feedback information in the control scheme. As
ellipsoid and the relative pose between framd?;} and we mentioned in Section II-A.1, the center of mass coordi-
{R,}. This relative position which is described by thenates ¢,,y,) of the image section and its main orientation
homogeneous matriXM, will be estimated in Section Ill- « are 3 features well adapted for in-plane motion control
B. Detailed expressions are not given for a lack of placedue to their high dependence on this kind of motion and
Note that in the simple case of a spherical object, the mrlati the significant decoupling between them. Since the surface
(20) givesn = n = r (*P — *t, ) and therefordi does not areag is invariant to in-plane motions, it is consequently an
depend on the rotation matrix between the object and the Utppropriate visual feature for out-of-plane motion cohtro
probe frame. This is justified by the fact that a sphere dodSoncerning the fifth visual feature we propose to use the
not have any orientation in the 3D space. length of the section’s major axis. The visual features mect
By substitutingz and ¢ by (13) in (4) and using (21), is thus given by:
we obtain after some simple calculus the expressiofigf
in function of the out-of-plane probe velocity components s = (g, Yy, @, I, a) (24)

vz, Wy andw,,. The remaining components of the interactionTh ion of inf . £i
matrix L, are thus given by: e expression of, y,, , a in function of images moments

was given in Section II-A.1 ané is defined by:

Myz = fmi,j
Mypxr = f7ni‘j+1 (22) ll — 2(:“02+:u20+\/(ﬂ20N02)2+4,U4%1) (25)
Muwy = “Jmiga,
with: whereu11, ©02 and 20 are the centered moments of order
fmy = i (Asmi_ij+ Asmi_y jp + Agmi_1 4o 2 deflngd in S(.ECt.IOI’] lI-A.1. . - _
+3 (Bsmij—1+Byimiy1j 1+ Bimiya; 1) The time variation of the visual features vector in function
+(By (j + ’1) + Ay (i+ 2)’) Mit1, ’ of the probe velocity is written as follows:
+(Bs(j+2)+A2(0+1)) mijn :
+(Bs (j+ 1)+ Aa (i + 1)) my; s=Lsv (26)

(23)
The time variation of moments of ordért+ j produced by
out-of-plane probe motions can thus be expressed direc
from moments of orderi + 7 — 1 up toi + j + 1 and
the 3D parametersi,,_, , and By, _, , related to the

where Lg is the interaction matrix related te that we
sily determined from (7) and (22) respectively for the in-
@Ene and out-of-plane velocity components. Note that the
fifth featurel; was chosen since, in comparison with other
possible features that we considered, as for example thee rat
1They can be found on http://www.irisa.fr/lagadic/team/Rafiebarki- pn the tyvo main. axes, it provides a better conditioning of the
eng.html interaction matrixLg.



Probe 3D trajectory

B. Object pose and 3D parameters estimation

The pose between the object and the US frame whiclk
is required for on-line updating the interaction matrix is
estimated as follows:

SMO — (sz)

5. ) US probe images

[e2)

Y 27)

Y (cm)
N

where M, = °M, “M, is the pose of the probe frame
expressed in the robot base frarf&,}, ®M. is the robot sl ‘
end-effector pose with respect to the robot base frame giver ° - ,
by the forward robot kinematics antM, is a constant D 2l 8
homogeneous matrix defining the relative position between

the end-effector and the US probe frame. This last matrix @) (®)

contains the spatial parameters of the ultrasound imagin¢ Visual features errors

system that we calibrate according to the method propose: 5
in [8]. ®M, represents the constant homogeneous matrix
between the robot base fram{&,} and the object frame
{R,}. It was roughly estimated by positioning the US probe o

2
plane such it crosses the middle of the object and such the /" \
the probe z-axis seems to be collinear with the object z-2 0

OPJ

Probe velocity response (cm/s and rad/s

‘7v V_V_ ® W w4
X y z X y—

axis one. The parametets, as andas were also roughly ) —gYy—a—hi—a]
estimated from the US image_ 05 1 llstimze (8)2.5 3 35 4 05 1 l'stim% (5)2.5 3 35 4
C. Control law (©) (d)
We use a very classical control law given by [12]: Fig. 3. Simulation results obtained for exact modeling paranset(a)
Probe 3D trajectory - (b) Initial (green) and desired-restifred) image
_ ~ + * sections edges - (c) Visual error response (cm, cm, rad, cm @Ayl -c(d)
Ve=—ALs (s—s7) (28) Velocity applied to the probe

wherev, is the US probe instantaneous velocity sent to the
low-level robot controller,\ is a positive gain,s* is the
desired visual features vector, aIJ};+ is the pseudo inverse
of the estimated interaction matrik, given by:

the control gain\ is fixed to 1.5. The simulation results are
shown in Fig. 3. The reached image (red) corresponds to the
desired one (Fig. 3(b)) and the visual features errors con-
f_g — stT (ﬁs stT)_l (29) verge exponentially to zero (Fig. 3(c)), thus demonstatin
the validity of our theoretical developments. Startingnfiro
different initial poses, the pose reached by the probe does
not always correspond to the pose where the desired features
IV. RESULTS . .
were learned since, as we mentioned before, there are evera

In both simulations and experiments the image momenfiobe poses that give the same 2D ellipse in the image.
were computed from the image coordinates of the points |n a second test, we consider estimation errors on the
lying in the ultrasound cross-section image edge. For thebject modeling parameters and pose. The parameters es-
simulations of section 1V-B anéh-vitro experiments, these timation errors are set to 50 for aj, a» and az. The
image points were extracted by the use of a robust activgientation and position estimation errors are set to 30 deg
shake algorithm. Image processing and control law computgetween{ ?,} and{R,} and 1 cm error on each of the three
tion were performed in real time at 25 frames/second thankgces. The simulation results are shown in Fig. 4. Despite
to the use of a PC computer equipped with a 3 GHz Dughe large errors introduced, the visual features errofi$ sti
core Xeon Intel processor running Linux. converge to zero, thus demonstrating the robustness of the

A. Simulation results on a mathematical model developed control system.

In a first part, we designed a simulator in the C++ lanB- Simulation results with realistic US images

guage where the interaction between the probe and a perfectn a second part we use the ultrasound software simulator
ellipsoid-shaped object is fully mathematically modelied that was used in [13], which provides realistic US images
order to demonstrate the validity of the theoretical depelo of an egg-shaped object. This is useful for testing also the
ments of this paper. For this simulation, images points ef thactive snake algorithm to extract the section contour as it i
section edge are computed directly from the mathematicabcessary on real ultrasound image. This simulator allows t
interaction model. First, we test the case when the objepbsition and move a 2D virtual probe on a volume which
parameters and its pose with respect to the US probe ascomposed from 100 parallel real B-scan images. These
assumed to be perfectly known. The object parameters dtkS images have a resolution of 18210 pixels with a pixel

set to their exact values:i{, as, a3) = (1, 2.5, 4) cm and size of 0.2<0.2 mm and were previously captured from an
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Fig. 6. Results from the ultrasound simulator: (a) Initiale@n) and desired
(red) image sections edges before applying visual servoi(iy) Current
(green) and desired (red) after applying visual servoing\isual error
response (cm, cm, rad, cm and ¥m (d) Velocity applied to the probe

Fig. 4. Simulation results obtained for object parameters pode
estimation errors: (a) Probe 3D trajectory - (b) Initial (gn¢ and desired-
reached (red) image sections edges - (c) Visual error resp@ns, cm, rad,
cm, and cm) - (d) Velocity applied to the probe

@) (b)

Fig. 7. Experimental setup: (left) ultrasound probe mountecad DOF
medical robot - (right) Observed US image and the rabbit hespended
in a water-filled box

Fig. 5. The software simulator: (a) The virtual US probe iat#ing with
the US volume - (b) The observed B-mode US image

ultrasound medical phantom at elevation intervals of 0.26omponents and¥{,, fu,, fu.) define the angles of th#éu

mm. The simulator is built from the Visualization Toolkit representation. The control galwas set to 0.3. The results
(VTK) software system [14] and our own ViSP library [15]. are depicted in Fig. 6. The visual features errors convesge t
VTK is used to render the 3D view of the ultrasound volumeero roughly exponentially. This validates the method on an
and to generate the current 2D ultrasound image observebiject having a different shape than an exact ellipsoid and
by the virtual probe by means of cubic interpolation, agherefore shows the robustness to object modeling error and
displayed in Fig. 5(a) and Fig. 5(b) respectively. VISP isdis measurement perturbations due to discontinuity in the edge
to compute the 2D moments from each virtual image andetection.

the visual servoing control law that is applied to the probe
velocity. The 3D pose of the object frame with respect 153
the probe frame and its parameters were roughly estimated
to *p, = (ta, ty, ts, Oug, Ouy, Ou, ) = (1.72, 2.69, 2.4, Finally we test the method during-vitro experiments

0, 0, 0) (cm, deg) anda(, a2, a3) = (0.56, 0.8, 1.65) cm where a 6-DOF medical robot arm similar to the Hippocrate
respectively. Note that, ¢,, ¢.) represent the translational system [16] is used to actuate a 5-10 MHz linear ultrasound

In-vitro experimental results



Visual features errors

@

(b)

Probe velocity response (cm/s and rad/s)

S

Successful results obtained with an ellipsoid object, am eg
shaped object and a real rabbit heart demonstrated the
validity of our approach and its robustness with respect to
modeling and measurements errors. Future work will concern
the improvements of the method for more complex-shaped
objects with no symmetry at all. We will also investigate
on the optimal combination of moments which will result in
a high interaction matrix decoupling for better performanc
The great challenge is to develop a generic interactionimatr
for any kind of object that requires the least modeling
parameters as possible.
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probe transducer as shown in Fig. 7. The experifést [5]
performed using a rabbit heart suspended in a water-filled
box by two nylon yarns. The gain is set to 0.07. The 3D
pose of the object with respect to the robot base frame anif!
the object axis length were roughly estimated respectively
to bpo =(tz, ty, tz, Oug, Ouy, Gu,) = (0.10, 0.11, 0.84,
83, 23, 4) (cm, deg) anda(, a2, a3) = (1.3, 1, 1.8) cm. 7l
The experimental results are depicted in Fig. 8. The visua[
features errors converge to zero and the reached ultrasound
image corresponds to the desired one as can be seen in Fj
8(b). During this experiment, we have noticed that the activ
shake allowing to extract the image section edge was ver
shaky due to the ultrasound noise. Nevertheless, in spit
of this measurement noise and the difference between the
shape of the rabbit heart and the theoretical ellipsoidaleho [10]
considered in the modeling part, the proposed visual segvoi
succeeds with correct behaviour. Moreover the method hasj
the advantage to be very robust to large initial error in the
image as we can see in Fig. 8(b)-(a) where initial featurd&?
are very far from the desired ones.
[13]
V. CONCLUSIONS AND FUTURE WORKS

This paper has presented a new ultrasound visual servoing
based on image moments. First, the analytical form of thid4]
interaction matrix related to the ultrasound image moments
was developed in the case of US probe interaction with gns]
ellipsoidal object. Then, a set of visual features basechen t
combination of these moments was selected. Visual servoipg;
was performed in both simulations aimdvitro experiments.

2A short video of the experiment accompanies the paper.
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