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Catadioptric Visual Servoing From 3-D Straight Lines

Hicham Hadj-Abdelkader, Youcef Mezouar, Philippe Martinet, and François Chaumette, Member, IEEE

Abstract—In this paper, we consider the problem of controlling a 6 DOF holonomic robot and a nonholonomic mobile robot from the projection of 3-D straight lines in the image plane of central catadioptric systems. A generic central catadioptric interaction matrix for the projection of 3-D straight lines is derived using an unifying imaging model valid for an entire class of cameras. This result is exploited to design an image-based control law that allows us to control the 6 DOF of a robotic arm. Then, the projected lines are exploited to control a nonholonomic robot. We show that as when considering a holonomic robot, the control objectives are mainly based on catadioptric image feature and that local asymptotic convergence is guaranteed. Simulation results and real experiments with a 6 DOF eye-to-hand system and a mobile robot illustrate the control strategy.

Index Terms—3-D straight lines, omnidirectional vision, visual servoing.

I. INTRODUCTION

VISION-BASED control schemes are flexible and effective methods to control robot motions from visual data [23]. They are traditionally classified into three groups, namely position-based, image-based, and hybrid-based control [16], [23], [29]. These three schemes make assumptions on the link between the initial, current, and desired images since they require correspondences between the features extracted from the initial image with those obtained from the desired one. These measures are then tracked during the camera (and/or the object) motion. If one of these steps fails, then the task cannot be achieved. Typical cases of failure arise when matching joint image features is impossible (for example, when no joint feature belongs to initial and desired images) or when some parts of the visual features get out of the field of view during the servoing. In the later case, some methods have been investigated to resolve this deficiency based on path planning [32], [33], switching control [13], zoom adjustment [6], geometrical and topological considerations [14], [42]. However, such strategies are sometimes delicate to adapt to generic setup.

Conventional cameras thus suffer from restricted field of view. Many applications in vision-based robotics, such as mobile robot localization [8] and navigation, [46] can benefit from a panoramic field of view provided by omnidirectional cameras. In the literature, there have been several methods proposed for increasing the field of view of cameras systems [7]. One effective way is to combine mirrors with conventional imaging system. The obtained sensors are referred to as catadioptric imaging systems. The resulting imaging systems have been termed central catadioptric when a single projection center describes the world-image mapping. From a theoretical and practical point of view, a single center of projection is a desirable property for an imaging system [2]. Baker and Nayar [2] derive the entire class of catadioptric systems with a single viewpoint. Clearly, visual servoing applications can also benefit from such sensors since they naturally overcome the visibility constraint. Vision-based control of robotic arms, single mobile robots or formations of mobile robots thus appear in the literature with omnidirectional cameras (for example, [5], [9], [38], [45]).

The interaction matrix plays a central role in designing vision-based control laws. It links the variations of image observations to the camera velocity. The analytical form of the interaction matrix is available for several image features (points, circles, lines, moments, etc.) in the case of conventional cameras [11], [16]. Barreto et al. [5] determined the central catadioptric interaction matrix for a set of image points. This paper is mainly concerned with the use of projected lines extracted from central catadioptric images as input to a visual servoing control loop. When dealing with real environments (indoor or urban) or industrial workpieces, straight line features are natural choices. Even so, most of the effort in visual servoing has been devoted to points [23] and only a few works have investigated the use of lines with traditional cameras [1], [16], [27], [28]. More importantly, none have explored the case of omnidirectional cameras as considered in this paper. Based on the preliminary research presented in [34] and [20], we first derive a generic analytical form of the central catadioptric interaction matrix for the image of 3-D straight lines. This can then be exploited to design control laws for positioning task of a 6 or less DOF manipulator.

Image-based visual servoing methods were originally developed for manipulators. Tsakiris et al. [43] point out that image-based visual servoing techniques can be extended to nonholonomic mobile robots by adding DOF to the hand–eye system. This paper proposes to embed the visual servoing control scheme in the task function formalism [16]. Vision-based mobile robotic tasks such as wall following or self-positioning with respect to landmarks is thus possible using this framework [24]. Without these extra DOFs, the pose of the camera
with respect to the target cannot be stabilized involving only a state feedback [37]. However, it is possible to exploit work that aims to control a nonholonomic wheeled mobile robot moving on a plane [25] in order to track a non timed analytical path in the image space without recovering any 3-D parameters of the path. Ma et al. [26] propose a theoretical framework to track a ground curve by approximating its projection in the image plane of a conventional camera with piecewise analytic curves with linear curvature. Usher et al. [44] propose a switching controller to regulate the pose of a vehicle using information provided by an omnidirectional camera. The problem of formation control is addressed in [45], by specifying the desired formation in the image plane of an omnidirectional camera. The global control problem is translated into separate visual servoing tasks for each follower. The authors address the problem of following a desired trajectory extracted from a prerecorded set of images of a stationary target in [12]. In that aim, the authors propose to measure the error between the current and desired configurations of the robot from homographic relationships. The control law is based on a Lyapunov analysis and allows compensating the unknown scale parameter, which naturally appears when extracting the translational part of the homography matrix. A central catadioptric camera is considered in [31] but as in [12], the method proposed in [31] exploits the epipolar geometry estimated from the projection of a set of points onto the image plane. The control scheme proposed in [31] is divided in two parts: first, the rotational error between the two configurations is compensated for, and then, the translational error is zeroed. In this paper, the rotational and translational errors are zeroed simultaneously with a single control law. We particularly focus on a suitable catadioptric image-based control strategy of a nonholonomic robot in order to follow a 3-D straight line. The first contribution is to formulate the control objectives in the catadioptric image space. The second one is to tightly couple catadioptric visual servoing and mobile robot control. Indeed, the control law is designed according to a well-suited chained system with a state vector directly expressed in the image space. It is shown that the observation vector used to control a manipulator using the task function formalism can also be exploited to design a control scheme based on the chained system formalism.

The remainder of this paper is organized as follows. In Section II, following the description of the central catadioptric camera model, the geometric and kinematic properties of lines in the image plane are studied. This is achieved using the unifying theory for central panoramic systems introduced in [19]. In Sections III and Section IV, we exploit the results presented in Section II to design an image-based control for a manipulator and a mobile robot. Simulation results and real experiments with a 6 DOF manipulator and a mobile robot illustrate the control strategies.

II. MODELING

In this section, we describe the projection model for central catadioptric cameras, and then, we focus on the geometric and kinematic models for projected 3-D straight lines.

A. Camera Model

As noted previously, a single center of projection is a desirable property for an imaging system. A single center implies that all lines passing through a 3-D point and its projection in the image plane pass through a single point. Conventional perspective cameras are single view point sensors. As shown in Baker and Nayar [2], a central catadioptric system can be built by combining a hyperbolic, elliptical, or planar mirror with a perspective camera and a parabolic mirror with an orthographic camera. To simplify notations, conventional perspective cameras will be embedded in the set of central catadioptric cameras. A unifying theory for central panoramic systems is presented in [19]. According to this generic model, all central panoramic cameras can be modeled by a central projection onto a sphere followed by a central projection onto the image plane (Fig. 1). This generic model can be parametrized by the couple \((\xi, \varphi)\) defined by the mirror parameters (see Table I and [5]).

Fig. 1 clearly shows the equivalence between the direct model and the unified one in the case of a hyperbolic mirror. Let \(F_r\) and \(F_m\) be the frames attached to the conventional camera and to the mirror, respectively. In the unified model, the spherical mirror attached to the frame \(F_m\) and centered in \(M\) is associated with a virtual perspective camera attached to the frame \(F_r\). These frames \(F_m\) and \(F_r\) are related by a translation of \(\xi\) along the Z-axis. The origins \(C, C'\) and \(M\) will be termed optical center, virtual optical center and principal projection center, respectively. Let \(X'\) be a 3-D point with coordinates \(X = [X, Y, Z]^T\) with respect to \(F_m\). According to the generic projection model [19], \(X'\) is projected in the image plane to a
point defined by the coordinates \( \mathbf{x} = [x, y, 1]^{\top} \) with

\[
\mathbf{x} = \mathbf{K} f(\mathbf{X})
\]

where \( \mathbf{x} = [x, y, 1]^{\top} \) and \( \mathbf{K} \) is a plane-to-plane collineation triangular matrix and

\[
f(\mathbf{X}) = \begin{pmatrix}
\frac{X}{Z + \xi \sqrt{X^2 + Y^2 + Z^2}} \\
\frac{Y}{Z + \xi \sqrt{X^2 + Y^2 + Z^2}} \\
1
\end{pmatrix}.
\]

Matrix \( \mathbf{K} \) can be written \( \mathbf{K} = \mathbf{K}_{c} \mathbf{M} \) where the upper triangular matrix \( \mathbf{K}_{c} \) contains the conventional camera intrinsic parameters, and the diagonal matrix \( \mathbf{M} \) contains the mirror intrinsic parameters

\[
\mathbf{M} = \begin{bmatrix}
\varphi - \xi & 0 & 0 \\
0 & -\varphi + \xi & 0 \\
0 & 0 & 1
\end{bmatrix}, \quad \mathbf{K}_{c} = \begin{bmatrix}
\alpha_{u} & \alpha_{uv} & 0 \\
0 & \alpha_{v} & 0 \\
0 & 0 & 1
\end{bmatrix}.
\]

Matrix \( \mathbf{K} \) can be written \( \mathbf{K} = \mathbf{K}_{c} \mathbf{M} \) where the upper triangular matrix \( \mathbf{K}_{c} \) contains the conventional camera intrinsic parameters, and the diagonal matrix \( \mathbf{M} \) contains the mirror intrinsic parameters

\[
\mathbf{M} = \begin{bmatrix}
\varphi - \xi & 0 & 0 \\
0 & -\varphi + \xi & 0 \\
0 & 0 & 1
\end{bmatrix}, \quad \mathbf{K}_{c} = \begin{bmatrix}
\alpha_{u} & \alpha_{uv} & 0 \\
0 & \alpha_{v} & 0 \\
0 & 0 & 1
\end{bmatrix}.
\]

Matrix \( \mathbf{K} \) can be written \( \mathbf{K} = \mathbf{K}_{c} \mathbf{M} \) where the upper triangular matrix \( \mathbf{K}_{c} \) contains the conventional camera intrinsic parameters, and the diagonal matrix \( \mathbf{M} \) contains the mirror intrinsic parameters

\[
\mathbf{M} = \begin{bmatrix}
\varphi - \xi & 0 & 0 \\
0 & -\varphi + \xi & 0 \\
0 & 0 & 1
\end{bmatrix}, \quad \mathbf{K}_{c} = \begin{bmatrix}
\alpha_{u} & \alpha_{uv} & 0 \\
0 & \alpha_{v} & 0 \\
0 & 0 & 1
\end{bmatrix}.
\]

Note that for a conventional camera, \( \mathcal{F}_{\varphi} \) and \( \mathcal{F}_{m} \) are superposed. In the sequel, we will assume without loss of generality that the matrix \( \mathbf{K} \) is equal to the identity matrix; the mapping function describing central catadioptric projection is then given by \( \mathbf{x} = f(\mathbf{X}) \).

\section{Projection of Straight Lines}

In order to model the projection of lines in the image of a central imaging system, we use the Plücker coordinates of lines (Fig. 2). Let \( \mathcal{P} \) be a 3-D point and \( \mathbf{u} = [u_{x}, u_{y}, u_{z}]^{\top} \) a \((3 \times 1)\) vector expressed in the mirror frame and \( \mathcal{L} \) the 3-D line they define. Define \( \mathbf{n} = (\mathbf{M} \mathcal{P} \times \mathbf{u})/(\|\mathbf{M} \mathcal{P} \times \mathbf{u}\|) = [n_{x}, n_{y}, n_{z}]^{\top} \) and note that this vector is independent of the point we choose on the line. Thus, the Euclidean Plücker coordinates are defined as \( \mathcal{L} : [\mathbf{n}, \mathbf{u}]^{\top} \) with \( \|\mathbf{n}\| = 1, \|\mathbf{u}\| = 1 \), and \( \mathbf{n}^{\top} \mathbf{u} = 0 \). The normal unitary vector \( \mathbf{n} \) is orthogonal to the interpretation plane \( \Pi \) defined by the line and the principal projection center

\[
\mathbf{X} = [X, Y, Z]^{\top} \in \Pi \iff n_{x}X + n_{y}Y + n_{z}Z = 0.
\]

Let \( S \) be the intersection between the interpretation plane and the mirror surface. \( S \) represents the line projection in the mirror surface. The projection \( S \) of \( \mathcal{L} \) in the image is then obtained using perspective mapping. It can be shown (using (1) and (2) or following [3]) that 3-D points lying on \( \mathcal{L} \) are mapped into points \( \mathbf{x} \) in the image which verify

\[
\mathbf{x}^{\top} \mathbf{\Omega} \mathbf{x} = 0
\]

with

\[
\mathbf{\Omega} = \begin{pmatrix}
\alpha n_{x}^{2} - n_{y}^{2} \xi^{2} & \alpha n_{x} n_{y} & n_{x} n_{z} \\
\alpha n_{x} n_{y} & \alpha n_{y}^{2} - n_{z}^{2} \xi^{2} & n_{y} n_{z} \\
n_{x} n_{z} & n_{y} n_{z} & n_{z}^{2}
\end{pmatrix}
\]

where \( \alpha = 1 - \xi^{2} \). A line in space is thus mapped onto the image plane to a conic curve. The relation (3) defines a quadratic equation

\[
A_{0} x^{2} + A_{1} y^{2} + 2 A_{2} x y + 2 A_{3} x + 2 A_{4} y + A_{5} = 0
\]

where \( A_{0} = \alpha n_{x}^{2} - n_{y}^{2} \xi^{2}, A_{1} = \alpha n_{y}^{2} - n_{z}^{2} \xi^{2}, A_{2} = \alpha n_{x} n_{y}, A_{3} = n_{x} n_{z}, A_{4} = n_{y} n_{z}, \) and \( A_{5} = n_{z}^{2} \) are the elements of matrix \( \mathbf{\Omega} \). Let us note that (4) is defined up to a scale factor. To obtain an unambiguous representation (4) can be normalized with one of the elements of the matrix \( \mathbf{\Omega} \) or a linear or a nonlinear combination of the elements of the matrix \( \mathbf{\Omega} \). This normalization introduces degenerate configurations that can be detected by analyzing the elements of \( \mathbf{\Omega} \). It is thus possible to adapt the normalization factor to the line configurations. This choice can be done offline if the proposed control scheme is coupled to a path planning step (as the one proposed in [21]), or alternatively, the scale factor can be chosen during the servoing process. In the sequel, the derivation of the interaction matrix is illustrated with a normalization of (4) by \( A_{5} \). In this case, \( A_{5} = n_{z}^{2} = 0 \) corresponds to a degenerate configuration where the optical axis lies on the interpretation plane, in which case, the image of the line is a straight line with equation \( y = -n_{y}/n_{x} x \). Note that the interaction matrix can be obtained and exploited in a similar way with another choice for the scale factor.

Equation (4) is thus normalized using \( A_{5} \)

\[
B_{0} x^{2} + B_{1} y^{2} + 2 B_{2} x y + 2 B_{3} x + 2 B_{4} y + 1 = 0
\]

with \( B_{i} = A_{i}/A_{5} \). More precisely

\[
B_{0} = \alpha B_{1}^{2} - \xi^{2} \quad B_{1} = \alpha B_{2}^{2} - \xi^{2} \quad B_{2} = \alpha B_{3} B_{4} \quad B_{3} = \frac{n_{x}}{n_{z}} \quad B_{4} = \frac{n_{y}}{n_{z}}
\]

Since \( B_{0}, B_{1}, \) and \( B_{2} \) are combination of \( B_{3} \) and \( B_{4} \), only two elements \( B_{3} \) and \( B_{4} \) are used to define the catadioptric image of straight line. As we will see in the sequel, these two elements are used to construct the observation vector that allow us to design vision-based control schemes for a 6 DOF manipulator and a nonholonomic mobile-robot. Let us note that the normal vector \( \mathbf{n} \) can be computed from (6) since \( \|\mathbf{n}\| = 1 \). We obtain

\[
\begin{align*}
n_{z} &= (B_{3}^{2} + B_{4}^{2} + 1)^{-1/2} = b \\
n_{x} &= B_{3} b \\
n_{y} &= B_{4} b.
\end{align*}
\]
Since \( n^\top u = 0 \), note also that \( u_z \) can be rewritten as
\[
u_z = -(B_3 u_x - B_4 u_y)\]  
(8)

C. Interaction Matrix of Central Catadioptric Cameras for Conics

Recall that the time variation \( \dot{s} \) of the visual features \( s \) can be expressed linearly with respect to the relative camera-object kinematics screw \( \tau \) (containing the instantaneous angular velocity \( \omega \) and the instantaneous linear velocity \( v \) of the origin of \( \mathcal{F}_m \) expressed in the mirror frame) by
\[
\dot{s} = L \tau
\]  
(9)

where \( L \) is the interaction matrix related to \( s \). Let us now define the observation vector \( s \) for a projected line (conic) in the central catadioptric image as
\[
s_k = [B_{k3} B_{k4}]^\top
\]  
(10)

and the observation vector for \( n \) conics as \( s = [s_1^\top, ..., s_n^\top]^\top \). For convenience, in the sequel, we consider only one line and the subscript \( k \) will be omitted. Since parameters \( B_i \) only depend on \( n \), we can write (9) as
\[
\dot{s} = J_{sn} L_n \tau
\]  
(11)

where \( L_n \) is the interaction matrix related to the normal vector \( n = [n_x, n_y, n_z]^\top \) to the interpretation plane for line \( \mathcal{L}_i \) expressed in the mirror frame (such that \( \hat{n} = L_n \tau \)), and
\[
J_{sn} = \partial s/\partial n.
\]

The interaction matrix related to the observation vector \( s \) is \( L = J_{sn} L_n \). It can be shown that [1], [39]
\[
\dot{n} = L_n \tau = \frac{\nabla^\top v}{h} (u \times n) - \omega \times n
\]

where \( h = \|MP \times u\| \) is the orthogonal distance from \( \mathcal{L}_i \) to the origin of the mirror frame. According to the previous equation, the interaction between the normal vector and the sensor motion, is thus

\[
L_n = \frac{1}{h} (u \times n) n^\top \begin{bmatrix} n_x \end{bmatrix} = \frac{1}{h} (u \times n) n^\top \begin{bmatrix} n_x \end{bmatrix} = (U_n N_x N_n)
\]  
(12)

where \( N_x = [n_x] \) denotes the antisymmetric matrix associated to the vector \( n \), \( N = uu^\top \), and \( U_n = (1/h)[u] \). Note that the matrices \( N_x \) and \( N \) can be computed using the visual features \( s \) (7)

\[
N_x = b \begin{bmatrix} 0 & -B_4 & -B_3 \\ 1 & 0 & B_4 \\ -B_3 & B_4 & 0 \end{bmatrix}
\]

\[
N = b^2 \begin{bmatrix} B_3 B_4 & B_3 B_4 & B_4 \\ B_3 B_4 & B_3 B_4 & B_4 \\ B_3 & B_4 & 1 \end{bmatrix}
\]  
(13)

The Jacobian \( J_{sn} \) is obtained by computing the partial derivative of (10) with respect to \( n \) and using (7)
\[
J_{sn} = \frac{1}{b} \begin{bmatrix} 1 & 0 & -B_3 \\ 0 & 1 & -B_4 \end{bmatrix}.
\]  
(14)

By combining (12) and (14), and according to (11), the interaction matrix \( L \) is
\[
L = \begin{bmatrix} \frac{1}{h} A & B \end{bmatrix}
\]  
(15)

where
\[
A = \begin{bmatrix} u_y B_3 & u_y B_4 & u_y \\ -u_x B_3 & -u_x B_4 & -u_x \end{bmatrix}
\]  
(16)

and
\[
B = \begin{bmatrix} B_3 & B_4 & -1 & -B^2_3 \\ 1 & B_3 & B_4 & -B_3 \end{bmatrix}
\]  
(17)

In the sequel, we will see how the modeling described in this section can be exploited to design an image-based control law for a 6 DOF holonomic robot and to design a framework to control a nonholonomic mobile robot.

III. VISUAL SERVOING OF A 6 DOF ROBOTIC ARM

A. Control Law

Consider the vectors \( s = [s_1^\top, s_2^\top, ..., s_n^\top]^\top \) and \( s^* = [s_{1*}^\top, s_{2*}^\top, ..., s_{n*}^\top]^\top \) where \( s_1 \) and \( s_{1*} \) are \( m \)-dimensional vectors containing the visual observations at the current and desired configurations of the robotic system. In order to control the movements of a robot from visual features, one defines a task function to be regulated to \( 0 \) as [41]
\[
e = \hat{L}^+ (s - s^*)
\]  
(18)

where \( \hat{L}^+ \) is the pseudoinverse of a chosen model of the \( (n,m) \times 6 \) interaction matrix \( L \). If the 3-D features corresponding to visual observations are motionless, we get
\[
\dot{s} = L \tau.
\]  
(19)

A very simple control law can be designed by trying to ensure a decoupled exponential decay of the task function [16], [23]
\[
\tau = -\lambda e = -\lambda \hat{L}^+ (s - s^*)
\]  
(20)

In order to compute the control law (20), it is necessary to provide an approximated interaction matrix \( \hat{L} \). In the cases of projected lines (conics), as can be seen in (16) and (17), only the \( 3 \)-D parameters \( u_x/h \) and \( u_y/h \) have to be introduced in the interaction matrix. As usual, when visual data are used in image-based control, these parameters only act on the translational velocities. The value of \( L \) at the desired position is a typical choice [10] for \( \hat{L} \). In this case, the \( 3 \)-D parameters have to be estimated only for the desired position. It is well known that if the interaction matrix is full rank, then the classical (asymptotic) convergence condition holds \( L \hat{L}^+ > 0 \). From this condition, it is clear that if the interaction matrix can be perfectly measured, then the convergence is ensured since \( \hat{L}^+ = I \). Note that only local (asymptotic) convergence is achieved when the interaction
matrix of the desired configuration is used in the control law. However, when the interaction matrix cannot be perfectly measured (measurement noise, calibration errors, and errors on 3-D information), then the analysis of the convergence condition is an open problem (in the case of catadioptric camera as well as in the case of conventional camera). Results have been described in [35] for the case where the observation vector \( \mathbf{s} \) is defined using the coordinates of projected points and considering only errors on 3-D information.

Note also that at least three lines defining three different interpretation planes are necessary to control the 6 DOF of a robotic arm with the control law (20). If the observation vector \( \mathbf{s} \) is defined using only three lines and if the related interaction matrix is full rank, then there is no local minima (\( \dim(\ker(\mathbf{L})) = 0 \)). However, as when a conventional perspective camera is employed, the same image of three lines can be seen from four different camera poses (four global minima). Indeed, even if three lines impose six constraints on the six motion parameters, the problem of finding the camera pose from three image lines requires solving a nonlinear problem and a high-order polynomial, which may have several solutions (more details can be found in [22] and [15]). A unique pose can be obtained using \( n > 3 \) lines. However, in this case, \( \dim(\ker(\mathbf{L})) = 2n - 6 \), which implies that local minima may exist. As when using a conventional camera [10], the complexity of the involved symbolic computations seems to make the determination of general results impossible.

Finally, it is important to highlight that the features used to design the control law \( (\mathbf{B}_3 \text{ and } \mathbf{B}_4) \) depend only on the frame where they are defined and not on the camera type. The proposed visual servoing strategy shares thus the same singularity problems as conventional image-based visual servoing with lines. The first potential singularity (decreasing the rank of the interaction matrix) appears when the observation vector \( \mathbf{s} \) defines less than three interpretation planes (for instance using only three lines with two of them in the same interpretation plane). A second well known singular configuration appears when the three points of intersection of the three considered lines, belong to a cylinder containing the camera optical center (details about this point can be found in [36]). Using more than three lines generally allows us to avoid such singularities. To our knowledge, there are no supplementary singular configurations.

B. Results

In this section, we present simulation and experimental results of central catadioptric visual servoing from lines for a 6 DOF robot manipulator.

1) Simulation results with an eye-in-hand system: In this section, we present simulation results of a positioning task of a 6 DOF eye-in-hand robotic system. The positioning task corresponds to an arbitrary motion of translation \( [80 50 20]^{\top} \) cm and rotation \( [26 22 -45]^{\top} \) degrees. The value of \( \mathbf{L} \) at the desired position has been used. From an initial position, the robot has to reach a desired position expressed as a desired observation vector. Only results involving a sensor composed of a parabolic mirror and an orthographic camera are presented here. Similar results can be obtained using sensors composed of a hyperbolic mirror and a conventional camera.

Four lines are used in this simulation and are defined in the world space with the following Plücker coordinates:

\[
\begin{align*}
\mathcal{L}_1 : u_1 &= [-1 0 0]^{\top}, & n_1 &= [0 - 0.514 - 0.857]^{\top} \\
\mathcal{L}_2 : u_2 &= [-1 0 0]^{\top}, & n_2 &= [0 - 0.196 0.980]^{\top} \\
\mathcal{L}_3 : u_3 &= [-0.6 0 0.8]^{\top}, & n_3 &= [-0.363 -0.890 - 0.272]^{\top} \\
\mathcal{L}_4 : u_4 &= [0.6 0 0.8]^{\top}, & n_4 &= [-0.402 - 0.864 0.301]^{\top}.
\end{align*}
\]

Fig. 3 shows the initial and desired spatial configuration of the lines, the camera, and the estimated trajectory of the camera. To simulate a real setup, image noise has been added to the conic curve which is estimated from noisy data in real situation. The exact conic of the projected 3-D line in the catadioptric image plane is sampled with a step of 10 pixels. An uniformly distributed random noise with a variance of 2 pixels is added to the sampled points in the direction of the normal vector to the exact conic curve. The obtained points are fitted to get the coefficients of the conic curve. Furthermore, the direction vectors of the considered lines with respect to the world frame have been perturbed with errors of maximal amplitude of 5% (these errors disturb the value of the interaction matrix at the desired configuration). The images corresponding to the initial and desired cameras positions are given in Fig. 4. This figure also shows the trajectories of the conic in the image plane (only the trajectory of one conic is plotted). Camera velocities are given in Fig. 5(a) and (b). As can be seen in Fig. 5(c), the errors between desired and current observation vectors converge toward zero meaning that the positioning task is correctly realized.

2) Experimental results with an eye-to-hand system: The proposed control law has been validated on a 6 DOF eye-to-hand system (Fig. 6). In this configuration, the interaction matrix has to take into account the mapping from the camera frame onto the robot control frame [18]. If we denote this mapping by \( [\mathbf{R}_e, \mathbf{t}_e] \), the eye-to-hand interaction matrix \( \mathbf{L}_e \) is related to the eye-in-hand one \( \mathbf{L} \) by

\[
\mathbf{L}_e = \mathbf{L} \begin{bmatrix} \mathbf{R}_e & [\mathbf{t}_e] \times \mathbf{R}_e \\ 0_3 & \mathbf{R}_e \end{bmatrix}
\]  

(21)
where \([t_e]_x\) is the skew symmetric matrix associated with translation vector \(t_e\). The interaction matrix \(L_e\) is used in the control law (20). Since we were not interested in image processing in this paper, the target is composed of white marks (Fig. 6) from which straight lines can be defined [Fig. 7(a)]. The coordinates of these points (the center of gravity of each mark) are extracted and tracked using the Visual Servoing Platform (ViSP) library [30]. The omnidirectional camera used is a parabolic mirror combined with an orthographic lens \((\xi = 1)\). Calibration parameters of the camera are: \(\alpha_u(\phi - \xi) = \alpha_v(\phi - \xi) = 161\) and \(\alpha_{uv} = 0\), and the coordinates of the principal point are \([300 270]^T\). From an initial position the robot has to reach a desired position given by a desired 2-D observation vector \(s^*\). The image corresponding to the desired and initial configurations are given in Fig. 7(a) and (b), respectively. The corresponding object displacement is composed of a translation \(t = [-10 -80 60]^T\) cm and a rotation (expressed as a rotational vector) \(\theta u = [0 0 100]^T\) degrees. Two experiments are presented. In the first one, whose results are depicted in Fig. 8, the intrinsic parameters were taken as mentioned previously. The error between the visual features (desired and current) are plotted on Fig. 8(c) while the camera velocities are plotted on Fig. 8(a) and (b). These results confirm that the positioning task is correctly achieved. The trajectory of the conics in the image are plotted on Fig. 7(b) (for readability’s sake, only trajectories of two conics are drawn). In order to check experimentally the robustness with respect to calibration errors, a second experiment has been conducted. The calibration parameters were taken as \(\alpha_u(\phi - \xi) = 180\), \(\alpha_v(\phi - \xi) = 140\), and the coordinates of the principal point as \([290 260]^T\). The corresponding results are depicted in Fig. 9. It can be noted that the system still converges.

**IV. LINE FOLLOWING WITH A MOBILE ROBOT**

In this sequel, a nonholonomic system is considered with car-like kinematics and the embedded catadioptric system looks upwards from the ground. In the first part of this section, the control objective is presented in the robot workspace and in the catadioptric image space. It is shown that the observation vector \(s = [B_j B_k]^T\) (defined in Section II and used to control a manipulator) allows us to design a control scheme based on chained system formalism. In the second part, we present simulations and experimental results.

**A. Control Law**

In the sequel, we assume that the camera optical axis is superposed with the rotation axis of the mobile robot. The camera
Consider now a 3-D straight line $L$ parallel to the $XY$-plane of the robot control frame $F_r$ and parallel to the $X$-axis of the world frame. The control objective is to drive the $X$-axis of the control frame parallel to the line while keeping a constant distance to the line (Fig. 10). The state of the mobile robot can be described by the vector $X_r = [x \ y \ \theta]^\top$, where $x$ and $y$ are the coordinates of the camera frame center with respect to the world frame and $\theta$ is the angular deviation with respect to the straight line (Fig. 11). The task is achieved when the lateral deviation...
y is equal to the desired one $y^*$ and the angular deviation $\theta$ is null. Thanks to the properties of chained systems, we are able to decouple the lateral control from the longitudinal deviation if $v \neq 0$. The state vector $X_r$ can thus be reduced to $[y \, \theta]^\top$. We now describe how to translate the control objective in the catadioptric image space.

The projection of a 3-D line $L$ in the catadioptric image is fully defined by the normal vector $n$ to the interpretation plane (refer to Section II-B). The direction of $L$ is given by the unit vector $u$ of coordinates with respect to the control frame:

$$u = \begin{bmatrix} \cos \theta \\ -\sin \theta \\ 0 \end{bmatrix}.$$ 

The previous relation defines the vector $u$ as a function of the angular deviation $\theta$ (Fig. 11). It is thus independent of the lateral deviation $y$ of the mobile robot with respect to the line. Since
\[ \mathbf{n} = \frac{\mathbf{MP} \times \mathbf{u}}{||\mathbf{MP} \times \mathbf{u}||} = [n_x, n_y, n_z]^\top \] is independent of the point \( \mathbf{P} \) we choose on the line, \( \mathbf{P} \) can be taken as the point \( \mathbf{P} = (y \sin \theta, y \cos \theta, h) \) with respect to the control frame (\( h \) denotes the height of the line from the ground). The vector normal to the interpretation plane \( \mathbf{n} \) is thus given by

\[ \mathbf{n} = \frac{1}{||\mathbf{u}||} \begin{bmatrix} -h \sin \theta \\ -h \cos \theta \\ y \end{bmatrix}. \quad (22) \]

Note that when the \( X \)-axis of the control frame is parallel to the line \( \mathcal{L} \) (i.e., when the angular deviation is null) only its last component varies with longitudinal deviation. Similarly, the two first components of \( \mathbf{n} \) only depend on the angular deviation. Let us now represent the angular and longitudinal deviation as functions of image features.

Consider the observation vector \( \mathbf{s} = (B_3, B_4) \) extracted from the projection of line \( \mathcal{L} \) in the catadioptric image (\( B_3 \) and \( B_4 \) have been defined in Section II-B). The observation vector \( \mathbf{s} \) fully represents the projection of the line and it is a minimal parameterization. An important remark is that the observation vector \( \mathbf{s} \) is the perspective projection of the normal vector \( \mathbf{n} \). Remembering that

\[ \begin{cases} B_3 = \frac{n_x}{n_z} \\ B_4 = \frac{n_y}{n_z} \end{cases} \quad (23) \]

One obtains using (22) and (23)

\[ y = \frac{h}{\sqrt{B_3^2 + B_4^2}}. \quad (24) \]

Note that \( B_3^2 + B_4^2 \) is null only if the 3-D line lies on the \( XY \) plane of the mirror frame \( \mathcal{F}_m \). The angular deviation can easily be rewritten as a function of the observation vector by combining (22) and (23)

\[ \theta = \arctan \frac{B_3}{B_4} \quad (25) \]

The reduced state vector of the mobile robot \( [\theta \dot{\theta}]^\top \) can thus be expressed directly in the sensor space according to (24) and (25). The control objective is to drive the \( X \)-axis of the control frame parallel to the line while keeping a constant distance to the line (Fig. 10). The task is achieved when the lateral deviation \( y_e = y - y^* \) and the angular deviation \( \theta \) are null. To achieve this control objective, chained systems properties are very interesting. A chained system results from a conversion of a nonlinear model into an almost linear one [37], [40]. As long as the robot longitudinal velocity \( v \) is nonzero, the performance of a path tracking algorithm can be measured in terms of settling distance. The cart-like vehicle is supposed to move on a perfectly horizontal ground plane withholding the conditions of pure rolling and nonslipping. The control vector is \( \mathbf{u}_c = [v \ \omega]^\top \). The state and control vectors are related by the following kinematics equations:

\[ \begin{cases} \dot{x} = v \cos \theta \\ \dot{y} = v \sin \theta \\ \dot{\theta} = \omega. \end{cases} \quad (26) \]

Note that the kinematic equations can be translated into the image space using the interaction matrix (15). In order to design the control law as simply as possible, the kinematic equations in Cartesian space will be exploited and (24) and (25) will be used to express the control law in the image space.

Let us now convert the state space model (26) into a chained system with a 3-D state vector \( \mathbf{A}_c = [a_1 \ a_2 \ a_3]^\top \) and a 2-D control vector \( \mathbf{M}_c = [m_1 \ m_2]^\top \). The general chained form assigned to systems with three states and two inputs is (refer to [40])

\[ \begin{cases} \dot{a}_1 = m_1 \\ \dot{a}_2 = a_3 m_1 \\ \dot{a}_3 = m_2. \end{cases} \quad (27) \]

In order to verify that a chained system is almost linear, replace the time derivative by a derivation with respect to the state variable \( a_1 \). Using the notations

\[ \frac{da_i}{da_1} = \dot{a}_i \quad \text{and} \quad m_3 = \frac{m_2}{m_1} \]

the chained form (27) can be rewritten

\[ \begin{cases} \dot{a}_1 = 1 \\ \dot{a}_2 = a_3 \\ \dot{a}_3 = m_3. \end{cases} \quad (28) \]

The last two equations of system (28) constitute clearly a linear system. Since control law performances are expected to be independent of the longitudinal velocity \( v \), the variable \( a_1 \), which drives the evolution of the linear system (28), should be homogeneous to the distance covered by the mobile robot. A natural choice is then

\[ a_1 = x. \quad (29) \]

Consequently, variables \( a_2 \) and \( a_3 \) have to be related to \( y_e \) and \( \theta \) in an invertible way. For the sake of simplicity, let us choose

\[ a_2 = y_e \quad (30) \]

Straightforward computations then show that the nonlinear model (26) can actually be converted into chained forms (27) or (28) from the starting choices (29)–(30). More precisely, we can show successively that \( m_1 = \dot{x} = v \cos \theta \), \( \dot{a}_2 = v \sin \theta = a_3 m_1 \), and therefore

\[ a_3 = \frac{\dot{a}_2}{m_1} = \tan \theta. \quad (31) \]

Consequently, \( a_3 \) is not defined for \( \theta = \frac{\pi}{2} \). The variable \( m_2 \) can be deduced from (27) and (31):

\[ m_2 = \frac{\omega}{\cos^2 \theta}. \]
The control scheme can now be completed in a very simple way: since the chained form (28) is linear, we are led to choose the following virtual control law

\[ m_3 = -K_d a_3 - K_p a_2 \quad (K_p, K_d) \in \mathcal{R}^2 \] (32)

where \( m_3 = m_2/m_1 = \omega (v \cos^3 \theta) \).

As a matter of fact, inserting (32) in (28), leads to

\[
\frac{d\tilde{a}_2}{da_1} + K_d \tilde{a}_2 + K_p a_2 = 0. \quad (33)
\]

If the gains \( K_p \) and \( K_d \) are strictly positive then (33) implies that \( a_2 \) (and thus \( a_3 \)) converge to zero, independently of the longitudinal velocity of the vehicle, as long as \( v \neq 0 \). Since \( a_2 = y_\epsilon \) and \( a_3 = \tan \theta \), the same conclusion holds for \( y_\epsilon \) and \( \theta \) and one obtains the control law

\[
\omega = -v \cos^3 \theta (K_d \tan \theta + K_p y). \quad (34)
\]

Moreover, since the evolution of the error dynamics (33) is driven by \( a_1 = x \), the gains \((K_d, K_p)\) impose a settling distance instead of a settling time. Consequently, for a given initial error, the mobile robot trajectory will be identical, whatever the value of \( v \) is, and even if \( v \) is time-varying. Control law performances are therefore velocity independent. The study of the second-order differential equation (33) can allow us to fix the gains \((K_d, K_p)\) for desired control performances.

According to (24) and (25), the control law (34) can be rewritten as

\[
\omega = -v \cos^3 \left( \tan^{-1} \frac{B_3}{B_4} \right) \left( K_d \frac{B_3}{B_4} + K_p \frac{h}{\sqrt{B_4^2 + B_3^2}} \right). \quad (35)
\]

The previous equation presents the control law as a function of the image features \( B_3, B_4 \) and the constant parameters \( h \).

In a real setup, \( h \) is estimated and taken as \( \tilde{h} = h \cdot \Delta h \). However, the last part of the control law (35) can be written as \( K_p (h/\sqrt{B_4^2 + B_3^2}) \) with \( K_p = K_p \Delta h \), this means that a bad estimation of \( h \) acts as a factor on the gain \( K_p \) and thus modifies the control law performances. From (32) and (33), it is clear that parameter \( a_2 \) converges if the scaled gain \( K_p^* \) is strictly positive (which is always true). As a consequence, the same conclusion holds for the lateral and angular deviation.

In practice, \( \Delta h \) is over-estimated to tune the gains. The control law (35) is valid for \( \theta \in ]-\pi/2, \pi/2[ \). However, note that the configurations where \( \theta \) is close to \( \pi/2 \) \((B_3 = 0)\) can be detected directly in the image by analyzing the parameters \( B_3 \) and \( B_4 \). A simple strategy to avoid the singularity consists on first zeroing \( \theta - \theta^* \) using (35), with \( \theta^* \) chosen such that \(|\theta - \theta^*| < \pi/2\) and then zeroing \( \theta \) with (35).

B. Results

In this section, we present simulation and experimental results for a nonholonomic mobile robot.

1) Simulation results: In this section, we present simulation results of the central catadioptric vision-based control of a mobile robot using the control law (35). In the first simulation, a paracatadioptric system (a parabolic mirror combined with an orthographic lens) is used, and in the last one, a hypercatadioptric system (a hyperbolic mirror combined with a perspective lens) is considered. The gains were set to \((K_p, K_d) = (1, 2)\) and the longitudinal velocity was set to \( v = 0.1 \text{ m/s} \) for these simulations. The initial and desired states of the mobile robot with respect to the 3-D line are the same in these simulations. Fig. 12 shows the initial spatial configurations of the line and the camera (or mobile robot). To be close to a real setup, an estimated calibration matrix \( \tilde{K} \) (with an error of \( \pm 10\% \) on the focal length and \( \pm 5 \) pixels on the coordinates of the image center) is used. \( \tilde{h} \) has been set to 1.2 m whereas the real value is 1 m, and an image noise has been added when extracting the observation vector \( \mathbf{s} \) (maximum amplitude of \( \pm 5 \) pixels).

As shown in Figs. 13 and 15, angular and lateral deviations are well regulated to zero in both cases (paracatadioptric and hypercatadioptric cameras). Note also that these deviations are similar in both cases. The projection of the line in the hypercatadioptric image at the initial position of the mobile robot is shown in Fig. 14. It leads to the position corresponding to the desired image given in Fig. 14 when the task is achieved. The trajectory of the projected line in the image is shown in Fig. 14, and it confirms that the task is correctly realized (similar image trajectories are obtained when using a paracatadioptric sensor).

2) Experimental results: In this section, we present experimental results of line following with a mobile robot. The robotic system is composed of a Pioneer 3 mobile robot and of a paracatadioptric camera. The camera is mounted in order to coarsely align the mobile robot rotation axis and the camera optical axis (Fig. 16). The camera has been correctly calibrated. As in the simulation, the task consists in driving the robot parallel to a 3-D straight line. The projection of the line in the paracatadioptric image at the initial position of the mobile robot is shown in Fig. 17(a). It joins the position corresponding to the desired image given in Fig. 17(b) when the task is achieved. The control law (35) is used to control the mobile robot. As explained previously the height \( \tilde{h} \) is over estimated and taken equal to 1.5 m.

The settling distance \( \mathbf{s}^* \) has been chosen as 1 m and the gains \( K_p \) and \( K_d \) are 20 and 9, respectively. Note also that fitting conics
to image measurements is not a simple issue. Such a process is sensitive to noise measurements. Moreover, only a portion of the conic is visible. Fortunately, the projection of 3-D lines onto the image plane of a paracatadioptric camera are circles. In this case, stable and robust algorithms can be used [4], [17]. The circle tracking stage has been implemented by means of the ViSP library [30]. Briefly the tracking algorithm consists
in first sampling the contour points in the first image, second calculating the normal at sample points and seeking the contour on a newly acquired image along the normal using an oriented convolution and third computing the conic parameters with a least square approach \[30\]. The circles parameters are exploited to compute the control law (35). As shown in Figs. 18(a) and (b), the task is correctly realized since the lateral and angular deviations are well regulated to zero.

V. CONCLUSION

We have addressed the problem of controlling a robotic system by incorporating observations from a central catadioptric camera. First an analytical form of the interaction matrix related to the projection of straight lines in catadioptric images has been determined. We have validated the approach with a 6 DOF holonomic robot. We have then detailed the design of a control law suitable for nonholonomic mobile robots based on a chained form of a state vector directly expressed in the image space. The proposed approaches can be used with all central cameras (including conventional ones). In future work, the analytical robustness and stability analysis with respect to the 3-D parameters and calibration errors will be studied.
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