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Abstract. We study sensor minimization problems in the context oftfdislgnosis. Fault diagnosis
consists in synthesizing a diagnoser that observes a glaa gnd identifies faults in the plant as
soon as possible after their occurrence. Existing liteeatun this problem has considered the case
of fixed static observers, where the set of observable everiteed and does not change during
execution of the system. In this paper, we consider statieers where the set of observable
events is not fixed, but needs to be optimized (e.g., minichizesize). We also consider dynamic
observers, where the observer can “switch” sensors on pthof§ dynamically changing the set of
events it wishes to observe. Itis known that checking diaghity (i.e., whether a given observer is
capable of identifying faults) can be solved in polynomiiald for static observers, and we show that
the same is true for dynamic ones. On the other hand, mimignttie number of (static) observable
events required to achieve diagnosability is NP-compMte.show that this is true also in the case
of mask-based observation, where some events are obsebtabiot distinguishable. For dynamic
observers’ synthesis, we prove that a most permissive-fitigtee observer can be computed in doubly
exponential time, using a game-theoretic approach. Wadunhvestigate optimization problems for
dynamic observers and define a notion of cost of an obseneshdwv how to compute an optimal
observer using results on mean-payoff games by Zwick aref$at.

*Preliminary versions of parts of this paper appeare@jmafd [1].
fWork supported by the French Government under grant ANRFSBI003.
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1. Introduction

Monitoring, Testing, Fault Diagnosis and Control. Many problems concerning the monitoring, test-
ing, fault diagnosis and control of embedded systems canroealized using finite automata over a set
of observableeventsy, plus a set ofunobservableevents L5, 19]. The invisible actions can often be
represented by a single unobservable evef@iven a finite automaton ovéru {7} which is a model of
aplant (to be monitored, tested, diagnosed or controlled) anolgactive(good behaviours, what to test
for, faulty behaviours, control objective) we want to chéck monitor/tester/diagnoser/controller exists
that achieves the objective, and if possible to synthesiecanitomatically.

The usual assumption in this setting is that the set of obbdgvevents is fixed (and this in turn,
determines the set of unobservable events as well). Obgeavi event usually requires some detection
mechanism, i.e., aensorof some sort. Which sensors to use, how many of them, and vibgrace
them are some of the design questions that are often diffacaliswer, especially without knowing what
these sensors are to be used for.

In this paper we study problems sénsor minimization These problems are interesting since ob-
serving an event can be costly in terms of time or energy: caation time must be spent to read and
process the information provided by the sensor, and powegisired to operate the sensor (as well as
perform the computations). It is then essential that the@snused really provide useful information. It
is also important for the computer to discard any infornmatjiven by a sensor that is not really needed.
In the case of a fixed set of observable events, it is not the tted all sensors always provide useful
information and sometimes energy (used for sensor oparatid computer treatment) is spent for noth-
ing. As an example, consider the system described by thenatom M, Fig. 1. M models a system

Figure 1. The automatam.

that has two possible behaviors, a faulty behavior thatsstaith the fault eventf, and a non-faulty
behavior that starts with eveht Eventsa andb are assumed to be observable, whereas eveatsl
are unobservable. In this case, a simple way for an obsergtect faultf is to watch for both events
andb: if the sequence.b is observed, therf must have occurred; if, on the other hahd, is observed,
then we can be certain thftdid not occur (assuming the system under observation bslmeeisely as
the modelM).

Although this is a correct way of performing diagnosis irsthase, there exists a “cheaper” way.
Initially, the observer turns on only thesensor (that is, is only able to observdut notb). Whena
is observed (eventually it will, since occurs in both behaviors) the observer turns offdteensor and
turns on thé sensor. I is observed, then we can conclude tfiatccurred. As long akis not observed,
f has not occurred.

The former diagnosis method uses a “static” observer in ¢émses that it watches for the same set
of events throughout the entire observation process. Titer lmethod uses a dynamic observer, which
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turns sensors on and off as necessary. The latter methodedasscostly, as in the example described
above.

Sensor Minimization and Fault Diagnosis. We focus our attention on sensor minimization, without
looking at problems related to sensor placement, choogtgden different types of sensors, and so on.
We also focus on a particular observation problem, théawit diagnosis We believe, however, that the
results we obtain are applicable to other contexts as well.

Fault diagnosis consists in observing a plant and detegtimgther a fault has occurred or not. We
follow the discrete-event system (DES) setting t][where the behavior of the plant is assumed to be
known: this includes both the nominal, non-faulty behawbthe plant, as well as the faulty behavior of
the plant (after a fault occurs). In particular, we assuna¢ we have a model of the plant in the form of
a finite-state automaton ovErU {7, f}, whereX is the set of potentially observable eventsepresents
the unobservable events, afids a special unobservable event that corresponds to this faul

Checkingdiagnosability (whether a fault can be detected) for a given plant affidea set of ob-
servable events can be done in polynomial tih@ R3]. In the general case, synthesizing a diagnoser
involves determinization and thus cannot be done in polyabtime.

We examine sensor optimization problems with bsttiticanddynamicobservers. A static observer
always observes the same set of events, whereas a dynareivertbsan modify the set of events it
wishes to observe during the course of the plant execution.

In the static observer case, we consider both the standtidgsef observable/unobservable events
as well as the setting where the observer is definedhaaskwhich allows some events to be observable
but notdistinguishable(e.g., seed]). Our first contribution is to show that the problemsnoinimizing
the number of observable events (or distinct observableoogs in case of the mask) are NP-complete.
Membership in NP can be easily derived by reducing theselgmabto the standard diagnosability
problem, once a candidate minimal solution is chosen neoerainistically. NP-hardness can be shown
using reductions of well-known NP-hard graphs problemmeig theclique andcoloring problems.

In the dynamic observer case, we assume that an observeeciae after each new observation the
set of events it is going to watch. We provide a definition @& dynamic observer synthesis problem
and then show that computingdynamic observefor a given plant, can be reduced to a problem of
computing strategies ingame We further investigate optimization problems for dynawtiservers and
define a notion otostof an observer. Finally we show how to compute an optimalt{edse) dynamic
observer.

Related work. In Section3.1we give a new polynomial time algorithm to check diagnosgbilT his
result itself (testing diagnosability in polynomial timig)not new and was already reported 19[23].
Nevertheless the proof we give is original and very simpld applies to plants that are specified by
non-deterministic automata with no assumption on non ebbéz loops as inl0, 23]. We can also
derive easily a polynomial time algorithm to compute theimimm & such that a DES is-diagnosable
and thus improve a result fror@(] but again with a very simple proof.

! Different types of faults could also be considered, by hgudifferent fault eventsf, f», and so on. Our methods can be
extended in a straightforward way to deal with multiple faulMVe restrict our presentation to a single fault eventtiergake
of simplicity. Also note thatf is assumed to be unobservable. In the case wfi@an be directly observed, the task of fault
diagnosis becomes trivial, since it suffices to regfoais soon as it is observed.



4 F. Cassez, S. Tripakis/Fault Diagnosis with Static and DyitaObservers

NP-hardness of finding minimum-cardinality sets of obseleavents so that diagnosability holds
under the standard, projection-based setting has beeiopsgrreported in22]. Our result of sectio.2
can be viewed as an alternative shorter proof of this reMdisks have not been considered 22]] As
we show in sectiont a reduction from the mask version of the problem to the stahdersion is not
straightforward. Thus the result in sectidis useful and new.

The complexity of finding “optimal” observation masks, j.@.set that cannot be reduced, has been
considered in11] where it was shown that the problem is NP-hard for geneggnties. 11] also shows
that finding optimal observation masks is polynomial for $kanonotonic” properties where increasing
the set of observable (or distinguishable) events presdhe property in question. Diagnosability is
a mask-monotonic property. However, the notion of “optitgalconsidered in this work differs from
ours: [L1] considers the computation of a minimal partition of thedfetvents w.r.t. partition refinement
ordering, and not the computation of the minimum cardipalftthe partitions that ensure diagnosability.
Notice that optimal observation masks are not the same ammnim-cardinality masks that we consider
in this paper.

In [6], the authors investigate the problem of computing a miticost strategythat allows to find a
subset of the set of observable events such that the systdiagisosable. It is assumed that each such
subset has a known associated cost, as well as a known agvdbability for achieving diagnosability.
Dynamic observers are not considered in this work.

Dynamic observers have received little attention in theextrof fault diagnosis. The only work we
are aware of is the one described 8] Our work has been developed independently (Cf. previous
versions of this paperd| 2]). Although the general goals of this work and ours are theesanamely,
dynamic on/off switching of sensors in order to achieve sasings, the setting and the approachl® [
are quite different from ours:

e The definitions ofdynamic observerdiffer in the two settings: for instance, for the example of
section 4.2.1 of18], there is no finite-cost solution for Problem CD a8] (which corresponds to
Problem5 in our paper). In our setting the same example admits a foige-solution.

e the purpose of18] is to computeoneoptimal observation policy (using dynamic programming).
In contrast, we solve two problems: first, we compute the Balladynamic observers that can
be used to diagnose a system; second we compute all the bptservers. We do this using
well-known game-theoretic approaches.

e there is no upper bound on the complexity of the proceduresngn [18]. We show that our
solutions are in 2EXPTIME.

e in [18], the authors compute dynamic observers for stochasttemsgswhich we do not consider.
They also consider theontrol problem under dynamic observatiarhich we do not consider.
Notice that the control problem they consider is a Ramadgedalvdm control problem i.e., on
languages on finite words, and thus, the method we proposaragm@phb.4 could be applied as
well.

Organisation of the paper. In Section2 we fix notation and introduce finite automata with faults to
model DES. In Sectior3 we present a new algorithm for testing diagnosability. W ahow NP-
completeness of the sensor minimization problem for thedstal projection-based observation setting.
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In Section4 we show NP-completeness of the sensor minimization profiberie mask-based setting.
In Section5 we introduce and study dynamic observers and show that tie¢ pgsmissive dynamic
observer can be computed as the most permissive (finite-my&mvinning strategy in a safety 2-player
game.

We also define a notion of cost for dynamic observers in Seétand show that the cost of a given
observer can be computed using Karp’s algorithm. Finallydefine the optimal-cost observer synthesis
problem and show it can be solved using Zwick and Patersesidtron graph games.

2. Preliminaries

2.1. Words and Languages

Let X be a finite alphabet and™ = ¥ U {7}. ¥* (resp. X¥) is the set of finite (resp. infinite) words
over and containg which is theemptyword. We let>" = ¥* \ {¢}. A languageL is any subset of
Y*UX¥. Giventwo wordg € ¥* andp’ € ¥* U X* we denotep.p’ the concatenation ¢f andp’ which

is defined in the usual wayp| stands for the length of the woyd(the length of the empty word is zero,
the length of an infinite word iso) and|p|, with A € 3 stands for the number of occurrences\ah p.
We also use the notatid¥| to denote the cardinality of a s€t Given; C X, we define therojection
operator on finite wordsy ,, : ¥* — X7, recursively as followsr /5, (¢) = € and fora € ¥, p € X%,
75, (a.p) = a5, (p) if a € Xy andw 5, (p) otherwise.

2.2. Automata

Definition 2.1. (Finite Automaton)
An automatonA is a tuple(@, g0, X7, 9, F, R) with @ a set of statesyy € @ is the initial statey C
Q x X7 x 29 is the transition relation anf C Q, R C Q are receptively the set of final and repeated

states. We write 2, ¢ if ¢ € d(q,\). Forq € Q, Enabledg) is the set of actionenabledatg, i.e., the

set of \ such thay A q for someq’.

If Q is finite, A is afinite automaton An automaton igleterministicif for any ¢ € @, [6(¢,7)| = 0 and
forany\ € 3, 6(¢g, )| < 1. A labeledautomaton is a paifA, L) whereA = (Q, qo, X7, 6, F, R) is an
automaton and. : Q — P whereP is a finite set obbservations |

A run p from states in A is a finite or infinite sequence of transitions
)\1 )\2 >\n
50 T 81— 83t Sp_1 0 Spv 1)

st A\, € ¥ andsyg = s. If pis finite, of lengthn, and ends ins,, we lettgt(p) = s,. The set
of finite (resp. infinite) runs frons in A is denotedRungs, A) (resp. Run¢’(s, A)) and we define
RungA) = Rungqp, A) andRuns’(A) = Runs$’(qp, A). Thetrace of the runp, denotedr(p), is the
word obtained by concatenating the symhbjsppearing irp, for those); different fromr. The finite
wordw € X* is acceptedby A if w = tr(p) for somep € RungA) with tgt(p) € F. Thelanguage
of finite wordsL(A) of A is the set of words accepted by The infinite wordw € X¢ is accepted by
Aif w = tr(p) for somep € Rung’(A) and there is an infinite set of indicés= {ig, i1, ,ig, -}
s.t.s; € Rforeachl € I. Thelanguage of infinite word§“( A) of A is the set of infinite words accepted
by A.
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2.3. Discrete-Event Systems

In this paper we use finite automata that generate prefixedldanguages of finite words to model
discrete-event systems, hence we do not always need a sedlafifirepeated states (we assume- ()
andR = 0 if not otherwise stated).

Let f ¢ X7 be a fresh letter that corresponds to the fault action. WelatsS™/ = 7 U {f} and
A= (Q,q,%"/,8). GivenV C RungA), Tr(V) = {tr(p) for p € V} is the set of traces of the runs
in V. Arun p as in equationi is k-faulty if there is somel < i < nst\ = fandn —i > k.
Notice thatp can be infinite and in this case= oo andn — i > k always holds.Faulty- . (A) is the
set of k-faulty runs of A. A run isfaulty if it is k-faulty for somek € N andFaulty(A) denotes the
set of faulty runs. It follows thaFaulty., ,,(A) C Faulty,,(A4) C --- C Faultys,(A4) = Faulty(A).
Finally, NonFaulty A) = RungA) \ Faulty(A) is the set omon-faultyruns of A. We letFaulty?, (A) =
Tr(Faultys . (A)) andNonFaulty’ (A) = Tr(NonFaulty A)) be the sets of traces of faulty and non-faulty
runs.

We assume that each faulty run afof lengthn can be extended into a run of lengtht- 1. This is
required for technical reasons (in order to guarantee tigasét of faulty runs where sufficient “logical”
time has elapsed after the fault is well-defined) and can bieaad by adding loop-transitions to each
deadlock state ofl. Notice that this transformation does not change the obtiens produced by the
plant, thus, any observer synthesized for the transfornteet plso applies to the original one.

2.4. Product of Automata

The product of automata with-transitions is defined in the usual way: the automata symibe on
common labels except for. Let A; = (Q1, ¢}, X7, 61) and Ay = (Qa, ¢3, 27, d2). Theproductof A,
and A is the automatom; x A, = (@, g0, X7, d) where:

o () =01 X Q2

9 = (4, %),

e Y =231 UXH,

¢ 6 CQx X" x Qisdefined by(q1, ¢2) = (d}, ¢b) if:

— eithero € ¥y N Sy andgy, =y, g, fork = 1,2,

—oroe (%;\23)U{r}andg; =; ¢. andq}_, = q3_;, fori =1 ori = 2.

3. Sensor Minimization with Static Observers

In this section we address the sensor minimization problansthtic observers We point out that the
result in this section was already obtained2d][and we only give here an alternative shorter proof. We
are given a finite automataa = (Q, qo, ©™/, ). Such an automatoA models gplant Notice thatA

is as in Definition2.1 with the addition that its alphabet includes both the unolzd#e non-fault event

7 and the unobservable fault evefit
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A diagnoseris a device that observes the plant and raises an “alarm” eveerit detects a fault. We
allow the diagnoser to raise an alarm not necessarily imatelgliafter the fault occurs, but possibly some
time later, as long as this time is bounded by sdme N, whereN is the set of non-negative integers.
We model time by counting the “moves” the plant makes (iniclgdbservable and unobservable ones).
If the system generates a wopcbut only a subseE, C ¥ is observable, the diagnoser can only see

TF/ZO(P)-
Definition 3.1. (X,, k)-Diagnoser)
Let A be a finite automaton ov&t™f, k € N, ¥, C . A mappingD : ¥} — {0,1} is a(Z,, k)-
diagnoser forA if:
e for eachp € NonFaultyf A), D(m /s, (tr(p))) = 0,
o for eachp € Faulty.,(A), D(w /5, (tr(p))) = 1. |

A is (2., k)-diagnosable if there is &,, k)-diagnoser forA. A is 3,-diagnosable if there is some
k € Ns.t. Ais (X,, k)-diagnosable.

Remark 3.1. At this stage, we do not require the mappibgto be effectively computable or even
regular.

Example 3.1. Let A be the automaton shown on Fig. The run with one actiorf is in Faulty..,(A),
the run f.a is in Faulty,,(A) anda.7 is in NonFaulty(A). A is neither{a}-diagnosable, nofb}-

1 a 2 b 3

0 f ° ° o T
—>@ a
NN
b o )T

Figure 2. The automatoA.

diagnosable. This is because, for dnythe faulty runf.a.b.7* gives the same observation as the non-
faulty runa.7* (in cases is the observable event) or the non-faulty fur® (in caseb is the observable
event). Consequently, the diagnoser cannot distinguishigssn the two no matter how long it waits. If
botha andb are observable, however, we can defifi§a.b.p) = 1 for anyp € {a,b}* andD(p) = 0
otherwise.D is a({a, b}, 2)-diagnoser fot4, thus, A is {a, b}-diagnosable.

3.1. Checking Diagnosability

Let A = (Q, qo, X"/, —) be a finite automaton ovéi™/. In this subsection we give a polynomial time
algorithm to check diagnosability.

As reported in 10, 23], checking whethed is 3-diagnosable can be done in polynomial time in the
size of A, more precisely ifD(] A|?). We improve the previous results dfg, 23, 20] on this subject with
respect to the following directions:
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e compared to23], the product automaton (denoteld x A, in the sequel) that we build has fewer
states; moreover our result applies even if the plant isgdyea non-deterministic automaton with
non-observable loops.

e in [1(], in case there are many types of faults, the algorithm feckmng diagnosability runs in
exponential time. We can use our algorithm to check each &al time and obtain a polynomial-
time algorithm for multiple types of faults.

e to compute the maximum deldy to diagnose a system2(@] computes the strongly connected
components of a product automaton and then reduces theepraiflcomputingk, to a shortest-
path problem in a graph. This proves tlatan be computed in cubic time in the size of the plant.
We improve this result with our construction and obtain adyaic algorithm.

Altogether, this section provides a uniform and elegarttrggto check diagnosability of discrete-event
systems with multiple faults types and to compute the marinaglay. Moreover the proofs are very
easy and short. It also reduces the diagnosability probdetimet Biichi emptiness problem: very efficient
algorithms fi] are known to solve this problem, for instanoe-the-flyalgorithms B]. In this respect,
our algorithm can be very useful because it is implementegbiy efficient tools like 8IN [9] to check
for Blchi emptiness.

An Algorithm to Check Diagnosability. Let A = (Q, g0, ¥™/, —) be a finite automaton ovéi™/. We
assume that, = X i.e., all the events itz are observable and thusis the only unobservable action.
By definition3.1, A is diagnosable ifik € N* s.t. A is (X, k)-diagnosable. This is equivalent to:

Ais not diagnosable < Vk € N*, Aiis not(X, k)-diagnosable 2
s VheN {Hp € NonFaultyfA) and3p" € Faulty, ;. (A) 3)
s.t.ws(tr(p)) = m/s(tr(p'))
There is also a language-based definitioi3fk )-diagnosability: A is (X, k)-diagnosable iff
7 s, (Faultyl, (4)) N 5 (NonFaulty (A)) = 0 (4)

or in other words, there is no pair of rufys, , p2) with p; € Faulty-.(A), p2 € NonFaulty(A) s.t. p; and
p2 give the same observations Bn To check diagnosability, we build a product automatgrk A, such
that A, behaves liked but records whether a fault occurred or not, ahdproduces only the non-faulty
runs of A. Define4; = (Q x {0,1}, (¢0,0), %7, —1) S.t.

e (¢,n) l—>1 (¢',n) iff ¢ LR q withl € 3;
e (¢,n) 551 (¢,1)iff g iR q , (nis set tol after a fault occurs);
e (q,n) 51 (¢, n)iff ¢ = ¢.

Define A = (Q, qo, X7, —2) with

oqLQq’iquq’andlez;
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e ¢ o qifqg 4.

Let A; x Ay be the synchronized product df, and A,: synchronization happens on common actions
exceptr, i.e., actions i and otherwise interleaving (Cf. secti@). — » stands for the transition
relation of A; x A,. We assume we have a predicattgMove(resp. AsMove on transitions ofd; x As
which is true wher4; (resp. A,) participates in am; x A, transition (i.e.,A;Movet) is true for all
transitions except transitions taken byl,). For a runp € RungA; x As) we letp;, be the run of4;
defined by the sequence df Movetransitions ofp andp|, be the sequence of;Movemoves. Notice
thatm /5 (tr(p)1)) = m/5(tr(p2)) by definition of A; x As. LetRuns.x(A4; x Ag) be the set of runs in
A; x Ag s.t. a (faulty) staté(qi, 1), ¢2) is followed by at leask A;-actions. Then we have the following
lemmas:

Lemma 3.1. Let p € Runs.;(A4; x Az). Thenp); € Faulty,,(A) andpj, € NonFaultyA). Moreover
mx(tr(pn)) = 7 /s(tr(p2)).

Lemma 3.2. Let p; € Faulty,,(A) andps € NonFaultfA) s.t. w5 (tr(p1)) = m/5(tr(p2)). Then
there is some € Runs..(A; x A2) s.t.p; = p1 andppy = pa.

Proof:
By definition of A; x A, it suffices to notice that a run iRuns.,(A; x Az) can be split into a run of
Aj and a run ofd, having the same projection ai O

We can define an automatdhwhich is an extended version df; x As: we add a boolean variable

z that is set to0 in the initial state of 3. An extended state oB is a pair (s, z) with s a state of

Ap x Ay, WheneverA; participates in amd; x As-action, z is set tol, and when only4, makes

a move inA; x A, z is set0. We denote—j the new transition relation between extended states;
(s,2) =g (8',2) if there is a transitiort : s 1 5 s/, andz’ = 1 if A;Move(t), andz’ = 0 otherwise.
Define the set of stateBz = {(((¢,1),4’),1)|((¢,1),¢') € A1 x A2}. The Biichi automatoi is the
tuple ((Q x {0,1} x @) x {0,1}, ((90,0),q0,0), X7, —g, 0, Rg) with Rp the set of repeated states.
The following theorem holds:

Theorem 3.1. £¥(B) # () < A is notX-diagnosable.

Proof:

AssumeL¥(B) # (. Letp € L£¥(B): p has infinitely many faulty states and infinitely many
A;-actions because of the definition Bjz. Letk € N. Let p[ix] be a finite prefix ofp that contains
more thank A;-actions (for anyk this i, exists becausg contains infinitely many4; -actions).p[ix] €
Runs.x (A1 x Az) and by Lemma. 1, it follows thatp[ix]; € Faultys,(A) andplix];, € NonFaulty(A)
andm 5, (tr(p)) = /= (tr(p2)). Thus equationd) is satisfied andl is not diagnosable.

Conversely assumad is notX-diagnosable. Then by equatioB) @nd LemmeB.2, for anyk € N,
there is a rurp, € Runs.;(A; x Ag). As A x Aj is finite, there must be a stafg;, 1), g2 in A x As
which is the source of an infinite number of rup§§ having more thark A;-actions. AsA; x A, is
of finite branching, by Konig’s Lemma, there is a infinite rimA; x A, containing infinitely many
Aj-actions and thug“ (B) # 0. O
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This gives a procedure to check whether an automadt@diagnosable or not. The product (exten-
ded) system built fromi; x A, has sizet-|A|? i.e.,O(|A|?). Checking emptiness of a Biichi automaton
havingn states andn transitions can be done ifi(n + m). Thus, checking diagnosability of a finite
(non-deterministic) automaton can be don®ifiA|?) i.e., is also polynomial.

In the case of a finite number Hilure typesit suffices to desigm; x A, for each type of faultsZ3]
and check for diagnosability. Thus checking diagnosabiliith multiple type of faults is also polyno-
mial.

Computation of the Maximal Delay to Detect Faults.To compute the smallest s.t. A is (2, k)-
diagnosable we proceed as follows: in casés X-diagnosable, there is no infinite faulty run with
infinitely many A; -actions inA; x As; this implies that each run beginning in a faulty statelefx A,
is followed by a finite number ofA;-actions and this number is bounded by a constantindeed,
otherwise, we could construct an infinite faulty run with éiriite number ofA;-actions and4 would
not be diagnosable. Assumseis the maximum number afl;-actions that can follow a faulty state in
A1 x As. ThenAis (X, k+ 1)-diagnosable: otherwise there would be a faulty run with1 A;-actions
after a faulty state iml; x As. Also A is not (X, k)-diagnosable because there is faulty run viitH ; -
actions after a faulty state id; x A, which also means there is another non faulty run with theesam
observable actions. Thus+ 1 is the minimum value for whicid is X-diagnosable or in other words, it
is the maximal delay after which a fault will be announcedmpatingk + 1 amounts to computing the
maximum number ofi;-actions that can follow a faulty state ity x As.

The computation of: amounts to computing the length of a longest patha graph which can be
done in linear time w.r.t. size of the graph. As the sizedefx A, is O(|Q|?) we can computé in
quadratic time which is better than the boundQ|?) of [20].

Synthesis of a Diagnoser. To compute the diagnoser we do the following: takeand determinize it
(using the standard subset construction). The deterngirigstomatonA’ obtained this way has at most
20(@D states. If a stat§ of the deterministic versior’ contains only faulty states, i.e., eveiy k) € S

is such thak = 1 then declarés as faulty.

Define the diagnoseb as follows: for a rurp € RungA), D(p) = 1if Sy LION S"in A" and S’ is

faulty; otherwiseD(p) = 0. D is a diagnoser fod and the maximum delay to announce a fauk is 1
steps ifk is the minimum value for whicld is (X, k)-diagnosable. Computing the diagnoser is thus
exponential in the size o, i.e., can be done in°(4D),

3.2.  Minimum Cardinality Set for Static Observers

In this section we address the problemfiofling a set of observable events, that allows faults to be
detected. We would like to detect faults using as few obsdevevents as possible. We want to decide
whether there is a subs®l, C ¥ such that the fault can be detected by observing only evarfs.i
Moreover, we would like to find an “optimal” suchi, (e.g., one with minimal number of events).

2Actually it amounts to computing the maximum number4afactions following a faulty state id; x A.. This can be done
using a depth-first search algorithm and a tag on each fataitgssthat gives the maximal number df; -actions followings.
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Problem 1. (Minimum Number of Observable Events)

INPUT: Plant modeld = (Q, qo, X™7/,6), n € Ns.t.n < |X].
PROBLEMS:

(A) Is there any®, C ¥ with |X,| = n, such thatd is ¥,-diagnosable ?

(B) If the answer to (A) is “yes”, find the minimum, such that there exists, C ¥ with |X,| = ng
and A is X,-diagnosable.

If we know how to solve Probler(A) efficiently then we can also solve Problei(B) efficiently:
we perform a binary search overbetweer) and|X%|, and solve Probleria(A) for each suck, until we
find the minimumn, for which Probleml(A) gives a positive answeérUnfortunately, Problem(A) is
a combinatorial problem, exponential ||, as we show next.

Theorem 3.2. Problem1(A) is NP-complete.

Proof:
Membership in NP is proved using the result in seciah if we guess a solutiolx, we can check that
A is ¥,-diagnosable in time polynomial imM|. Here we provide the proof of NP-hardness by giving a
reduction of then-clique problem. LetG = (V, E)) be a (undirected) graph wheléis set of vertices
andE C V x V is a set of edges (we assume thatv') € £ < (v/,v) € E). Acliquein G is
a subset’” C V such that for all,v’ € V', (v,v') € E. Then-clique problem asks the following:
determine whethe® contains a clique of. vertices.

The reduction is as follows. Give, we build a finite automatod such that there is a-clique in
G iff Ag is X,-diagnosable, wher \ £,| = n. Notice that sinc&, C ¥, |¥\ ¥,| = n is equivalent
to |3,| = |X| — n. Thus, there is a-clique inG iff n events from: do not need to be observed i.e., iff
Problem1(A) gives a positive answer foE| — n.

Starting fromG we defineX = V. Then we defineds as shown in Fig3: ¢ is the initial state
and the “branchesf.a.b, f.a’.b/, - - - are obtained from the pairs of nodes b), (a’, V'), - - - that arenot
linked with an edge i/G: (a,b), (¢/,V'), -+ & E.

Figure 3. The automatoA.

Notice that knowinguo does not imply we know the required set of observable evEptsWe can find (one of the possibly
many) X, by searching over all possible subskls C ¥ of sizen, (there areC'(|X|, no) such combinations) and check for
each suclt, whetherA is ¥,-diagnosable, using the methods described in seétibn
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If part. Assume Problemi(A) gives a positive answer foE| —n. This means that there exists C %
such thaty,| = |X| — n, or |\ X,| = n, andA¢ is ¥,-diagnosable. Then we claim that= X \ X,
is a clique inG. AssumeC' is not a clique. Then there must be sofagb} C C such that(a,b) ¢ E.
By the construction of Fig3, there is a branclf.a.b in Ag and thus bottp = ¢ andp’ = f.a.b.7* are
runs of Ag, for anyk. As {a,b} C C, {a,b} N %, = () and the observation of both rdng andy’ is ¢,
no diagnoser exists that can distinguish between the twg fananyk.

Only if part.  Assume there existsa-clique inG. LetX, = ¥\ C. We claim thatAg is (X, 2)-
diagnosable (thus alsb,-diagnosable). Suppose not. Then there exist two puasd p’ such that
p' € NonFaultfAg) andp = p1.f.p2, and|pz| > 2, andm s (p) = 75, (p'). Then,p must be of
the formp = f.a.b.7%, with (a,b) ¢ E. Also, the only wayp’ can be non faulty i/ = . Then
)5, (0) = € = 75, (p), thus, bothu andb must be non-observable, th{is, b} N %, = () which entails
{a,b} C C. This implies tha{a, b) € E which is a contradiction. 0

Remark 3.2. Notice that in Problemni, the maximum number of steps after which a fault has to be
reported, %, is not specified as an input. Addirigto the set of inputs results in answers that may
generally depend oh. For instance, in the automatéhof Fig. 4, if we impose that a fault be reported
within £ = 2 steps, then we need to observe betAndb; whereas if we leavé unspecified, we need
only observe: and we can diagnose a fault aftesteps (i.e.2 a’s).

a
] o———0—>0@ T

\K,,

—>Q Qa

Figure 4. The automatafi

/

4. Sensor Minimization with Masks

So far we have assumed that observable events arédiatsmyuishable However, there are cases where
two events: andb are observable but not distinguishable, that is, the disgniknows that or b occurred,
but not which of the two. This is not the same as considetiagdb to be unobservable, since in that case
the diagnoser would not be able to detect occurrencearfb. Distinguishability of events is captured
by the notion of anask[3].

Definition 4.1. (Mask)
A mask(M,n) overX is a total, surjective function/ : ¥ — {1,--- ,n} U {e}. [

M induces a morphis/* : ¥* — {1,--- ,n}*, whereM*(e) = e andM*(a.p) = M (a).M*(p),
fora € ¥ andp € ¥*. For example, i = {a,b,c,d}, n = 2andM(a) = M(b) = 1, M(c) = 2,
M (d) = ¢, then we have\[*(a.b.c.b.d) = 1.1.2.1 = M*(a.a.d.c.a).

“When a run can be uniquely defined by its sequence of actionsmit the intermediate states and we can use the trace to
characterize the run.
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Definition 4.2. (M, n), k)-diagnoser)
Let (M,n) be a mask oveE. A mappingD : {1,--- ,n}* — {0,1} is a((M,n), k)-diagnoserfor A
if:

e for eachp € NonFaultyA), D(M*(m /s(tr(p)))) = 0;
e for eachp € Faulty., (A), D(M*(m 5 (tr(p)))) = 1. |

A'is ((M,n), k)-diagnosable if there is & M, n), k)-diagnoser forA. A is said to be(M,n)-
diagnosable if there is somtesuch thatA is ((M, n), k)-diagnosable.

Given A and a maskM, n), checking whetheH is ((M, n)-diagnosable can be done in polynomial
time. In fact it can be reduced to checkihly-diagnosability of a modified automatoty,, with X, =
{1,...,n}. Ay is obtained fromA by renaming the actions € ¥ by M(a) or 7 if M(a) = e. It
can be seen that is ((M,n)-diagnosable iffA,; is {1,--- ,n}-diagnosable. Also notice that is
((M,n), k)-diagnosable iff

M*(m s, (Faulty? . (A))) N M* (7 /s (NonFaulty' (4))) = 0.

As in the previous section, we are mostly interested in mizimg the observability requirements
while maintaining diagnosability. In the context of diagiowith masks, this means minimizing the
numbern of distinct outputs of the mask/. We thus define the following problem:

Problem 2. (Minimum Mask)

INPUT: Plant modeld = (Q, qo, ™7, 6), n € Ns.t.n < |X|.
PROBLEM:

(A) Is there any maskM, n) such thatA is (M, n)-diagnosable ?

(B) If the answer to (A) is “yes”, find the minimumy such that there is a magR/, ny) such thatA is
(M, ny)-diagnosable.

As with Problemi, if we know how to solve Probleri(A) efficiently we also know how to solve
Problem2(B) efficiently: again, a binary search ansuffices.

We will prove that Problen? is NP-complete. One might think that this result followsikasom
Theorem3.2. However, this is not the case. Obviously, a solution to Rl provides a solution to
Problem2: assume there exists, such thatA is (3,, k)-diagnosable an&, = {ai,...,a,}; define
amaskM : ¥ — {1,---,n} such thatM (a;) = i and for anya € ¥ \ ¥,, M(a) = ¢. Then, A
is ((M,n), k)-diagnosable. However, a positive answer to Probk#A) does not necessarily imply a
positive answer to Problef{A), as shown by the example that follows.

Example 4.1. Consider again the automato# of Fig. 2. Let M(a) = M(b) = 1. ThenA is
((M, 1), 2)-diagnosable because we can build a diagndseefined by:D(¢) = 0, D(1) = 0, D(12.p) =
1 for anyp € 1*. However, as we said before, there is no strict subsét.df} that allowsA to be dia-
gnosed’

® Note that automatof of Fig. 6, although looking very similar tol, is not(M, 1)-diagnosable.
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Instead of using the previous result, we provide a direcbfpod NP-hardness of Probleth
Theorem 4.1. Problem2 is NP-complete.

Proof:
Membership in NP is again justified by the fact that checkirfieter a guessed mask works can be
done in polynomial time (it suffices to rename the events efgystem according t&/ and apply the
algorithm of sectior8.1). We show NP-hardness using a reduction ofstheoloring problem. The:-
coloring problem asks the following: given an undirectedpdrG = (V, E), is it possible to color the
vertices with colors i1, 2,--- ,n} so that no two adjacent vertices have the same color ?

LetG = (V, E) be an undirected graph. Lét = {ei, e, - ,¢;} be the set of edges wiily =
(us,v;). We let¥ = V and define the automatofy; as pictured in Fig5. The initial state ofd¢ is go.

" Q .-~ 7 77 Widget fore,
ul .4>.4>. - O
V2
—q0 4L: /6/2704>04>. : . v, O
v “*e—>o [ 7 .4>.4>.
T Ui\ /
\}‘0—»0%0 . o/

Figure 5. Automatom for n-colorizability.
We claim thatG is n-colorizable iff Ag is (M, n)-diagnosable.

If part AssumeAg is (M, n)-diagnosable fon > 0. We first show that forall = 1, ..., j, M (u;) # ¢,
M (v;) # € and M (u;) # M(v;). For anyk, we can define the runs= vy.7.uq.va.7.ug - - - uj. fLv;.7"
andp’ = vy.7.uy.v9.7ug - - - vy If either M (u;) = e or M (v;) = e or M (u;) = M (v;) holds, then
we haveM*(m /x(tr(p))) = M*(m 5(tr(p'))). Thus, for anyk, there is a faulty run with more than
events after the fault, and a non-faulty run which gives timaes observation through the mask. Hence,
for any k, A cannot be((M,n), k)-diagnosable. Thusl is not (M, n)-diagnosable which contradicts
diagnosability ofA.

Note that the above implies in particular that> 1. We can now prove thatr is n-colorizable.
Let C be the color mapping defined lay(v) = M (v). We need to prove that'(u;) # C(v;) for any
(us,v;) € E. This holds by construction od and the fact thad/ (u;) # M (v;) as shown above.

Only if part AssumeG is n-colorizable. There exists a color mappi6g: V — {1,2,--- ,n} s.t. if
(v,v") € E thenC(v) # C(v'). Define the mask\/ by M(a) = C(a) for a € V. We claim that
Agis ((M,n),1)-diagnosable (thus, algd/, n)-diagnosable). Assume on the contrary tHat is not
((M,n),1)-diagnosable. Then there exist two ryng& Faulty,, (Aq) andp’ € NonFaulty Ag) such
thatM*(m /5 (tr(p))) = M* (s (tr (o). Aspis 1-faulty it must be of the formp = vy.7uy - - u;. fovg. 7"
with 1 < i < jandk > 0. Notice thatM (a) # ¢ for all a € V. Hence it |mpI|esM*(7r/Z(tr(p))) =
M (v1).M(uy) - - M(u;).M(v;), and|M* (7 ,(tr(p)))| = 2i. Consequently| M* (7 5;(p'))| = 2i.
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The only possible sucp’ which is non-faulty isp’ = vi.7.uy - - - vi.7u;. Now, M*(m s(tr(p))) =
M*(m s (tr(p'))), which impliesM (v;) = M (u;) i.e.,C(v;) = C(u;). But(u;,v;) € E, and this con-
tradicts the assumption théatis a valid coloring. O

5. Fault Diagnosis with Dynamic Observers

In this section we introducdynamic observersThey can choose after each new observation the set
of events they are going to watch for. To illustrate why dyim@aobservers can be useful consider the
following example.

Example 5.1. (Dynamic Observation)

Assume we want to detect faults in automat®of Fig. 6. A static diagnoser that observEs= {a, b}
works, however, no proper subsetXfcan be used to detect faultsfh Thus the minimum cardinality
of the set of observable events for diagnosthig 2 i.e., a static observer will have to monitor two events
during the execution of the DEB. If we want to use a mask, the minimum-cardinality for a mask i

%.461..45.. T
*o#o T

—>®

Figure 6. The automatas.

2 as well. This means that an observer will have to be receptiva least two inputs at each point in
time to detect a fault ilf. One can think of being receptive as switching on a devicehse an event.
This consumes energy. We can be more efficient using a dynaipsierver, that only turns on sensors
when needed, thus saving energy. In the cadg tiis can be done as follows: in the beginning we only
switch on thea-sensor; once an occurs thez-sensor is switched off and thesensor is switched on.
Compared to the previous diagnosers we use half as muchyenerg

5.1. Dynamic Observers

We formalize the above notion of dynamic observation usibgervers The choice of the events to
observe can depend on the choices the observer has made aetbon the observations it has made.
Moreover an observer may havaboundednemory.

Definition 5.1. (Observer)

An observerObs overY. is a deterministic labeled automafo®bs = (S, s, %, 6, L), whereS is a
(possibly infinite) set of statesy € S is the initial state}. is the set of observable evenis, S x ¥ — S

is the transition function (a total function), add: S — 2* is a labeling function that specifies the set
of events that the observer wishes to observe when it is & staMe require for any state and any

SWe write (S, so, ¥, 3, L) instead of((S, so, 2, 4, S, 0), L).
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a €3, ifa & L(s) thend(s,a) = s: this means the observer does not change its state when @initeve
has chosen not to observe occurs. [

As an observer is deterministic we use the notation, w) to denote the statereached after reading
the wordw and L(d(sp, w)) is the set of events Obs observes after

An observer implicitly defines ransducerthat consumes an input evente ¥ and, depending on the
current states, either outputs: (whena € L(s)) and moves to a new staéés, a), or outputss, (when

a ¢ L(s)) and remains in the same state waiting for a new event. Thusbserver defines a mapping
Obs from>:* to >* (we use the same name “Obs” for the automaton and the mapgiggn a runp,
Obgm 5 (tr(p))) is the output of the transducer gn It is called theobservationof p by Obs. We next
provide an example of a particular case of observer whictbearepresented by a finite-state machine.

Example 5.2. Let Obs be the observer of Fig. Obs maps the following inputs as follows: Qlsab) =
ab, Obgbababbaab) = ab, Obs(bbbbba) = a and Obs$bbaaa) = a. If Obs operates on the DES of

@ Q83

Figure 7. A finite-state observer Obs.

Fig. 6 and B generatey.a.b, Obs will have as inputr/5(f.a.b) = a.b with ¥ = {a,b}. Consequently
the observation of Obs is Obs/x(f.a.b)) = a.b.

5.2. Checking Diagnosability with Dynamic Diagnosers

Definition 5.2. (Obs k)-diagnoser)
Let A be a finite automaton ovét™/ and Obs be an observer over D : ¥©* — {0, 1} is an(Obs k)-
diagnoserfor A if

e Vp € NonFaultyA), D(Obgm 5 (tr(p)))) = 0 and

e Vp € Faultys . (A4), D(Obg7 /5 (tr(p)))) = 1.
|

Ais (Obs k)-diagnosable if there is af©Obs k)-diagnoser ford. A is Obs-diagnosable if there is some
k such that4 is (Obs k)-diagnosable.

If a diagnoser always selec¥sas the set of observable events, it is a static observef@bd k)-
diagnosability amounts to the stand@¥d k)-diagnosis problemlg]. In this cased is (X, k)-diagnosable
iff equation @) holds.

As for X-diagnosability,(Obs k)-diagnosability can be stated as a language-based equdlity
(Obs k)-diagnosable iff

Obs(r /s (Faultyl, (A))) N Obs( /;(NonFaulty' (A))) = 0.

This follows directly from definitiorb.2.
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Problem 3. (Finite-State Obs-Diagnosability)

INPUT: Plant modeld = (Q, qo, ¥™/, —), Obs= (S, 50, %, 6, L) a finite-state observer.
PROBLEM:

(A) Is A Obs-diagnosable?

(B) If the answer to (A) is “yes”, compute the minimukrsuch thatA is (Obs k)-diagnosable.
Theorem 5.1. Problem3is in P.

Proof:
We first prove that Probleri(A) is in P. The proof runs as follows: we build @oduct automaton
A ® Obs such thatA is (Obs k)-diagnosable<— A ® Obs is(X, k)-diagnosable.

Let A = (Q, qo, X™f, —) be a finite automaton and Obs (S, s, ¥, 6, L) be a finite-state observer.
Define the automatod ® Obs= (Q x S, (qo, 50), X"/, —) as follows:

e (q,s) s, (¢,s)iff IN e Xs.t.q 2, q,s" =d(s,\)andg = \if X\ € L(s), 8 = 7 otherwise;
e (¢,5) = (¢,9)iff INE {7, f} stg ¢

In this proof we use Olgg) instead of Ob&r /5;(tr(p))) to simplify notations. To prove Theoremlwe
use the following lemmas:

Lemma5.1.

1. Letp € Faulty,,(A). There is a word: € Faulty!, (A ® Obs) s.t. Obgp) = 7 /5, (v).

2. Letp’ € NonFaulty(A). There is a word’ € NonFaulty’ (A ® Obs) s.t. Obgy’) = 7 /5 (/).

Proof:
Letr € RungA) s.t.r = go “5 g1+ gno1 > g,.. By definition of A ® Obs, the rurf = (go, so) -

(q1,51)++ (@n—1,8n-1) LN (gn, sn) such that forl < i <mn:
o ifa;, € {7, f},b; =a; ands; = s;_1;
o ifa; € L(s;—1), b; = a; ands; = 0(s;—1,a;);
o ifa; & L(s;—1),b; =T ands; = s;_1;

is in RungA ® Obs). Moreover () ajaz - - - a, € Faulty?, (A) <= b1by---b, € Faulty?, (A ® Obs
and ¢i) Obgr) = 7 5;(by1by - - - b, ) Which means that Olfs) = 7 /5, (tr (7). -

By (i), if r € Faulty.,(A), tr(7) € Faulty’,(A ® Obs and if € NonFaultyA), tr(7) €
NonFaulty (A ® Obs) and in both cases Obs = s (tr (7)) by (i4). O

Lemma5.2.

"We use to clearly distinguish this product from the synchronousdoict x .
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1. Letv € Faulty!, (A ® Obs. There is a rup € Faulty.;(4) s.t. Obgp) = 7 5, (v).
2. Lety/ € NonFaulty' (A ® Obs). There is a rup’ € NonFaultyA) s.t. Obgp’) = 7 /5.(/').

Proof:
This proof is the counterpart of the proof of Lem®a. Letr = (qo, so) b, (q1,81) - (qn—-1, Sn—1) LN
(qn, 5) be INRUNEA ® Obg). Define arun = qg 25 q1 -+ g1 — g, With 1 < i < n:

o if b, = f, thena; = f,
e if b; € X, thena; = b;,
e if b; = 7, choose some; € {T} UX\ L(s;_1) S.t.gi_1 —5 ¢;.
7is aruninRungA) and Obgr) = m 5 (tr(r)). Itis then easy to see that Lemra2 holds. 0

Now assumed is (Obs k)-diagnosable andl @ Obs is not(3, k)-diagnosable. There are two words
v € Faultyl (A ® Obg andv’ € NonFaulty' (A ® Obs) s.t.7 5;(v) = 7 5;(+/). By Lemmab.2, there
are two rung € Faulty., (A) andp’ € NonFaultyA) s.t. Obgp) = 7 /5 (v) = 7 /5 (v') = Obgp’) and
thus A is not(Obs k)-diagnosable which is a contradiction.

AssumeA @ Obs is (X, k)-diagnosable and! is not (Obs k)-diagnosable. There are two runs
p € Faulty. . (A) andp’ € NonFaulty A) with Obgp) = Obg ). By Lemmab5.1, there are two words
v € FaultyT, (A ® Obg andv’ € NonFaulty' (A ® Obs) s.t. Obgp) = 75 (v) andw 5 (v') = Obgp')
and thusr 5,(v) = 7/5(v'). This would imply thatA ® Obs is not(X, k)-diagnosable which is a
contradiction.

The number of states ol ® Obs is at mostQ| x |S| and the number of transitions is bounded
by the number of transitions of. Hence the size of the product is polynomial in the size ofitipeit
|A| 4+ |Obg. Checking thatd ® Obs is diagnosable can be done in polynomial time (se&i@nthus
Problem3.(A) isin P.

To solve ProblenB(B), we can use the same algorithm as for finding the minimufar a static
diagnoser, explained in secti@nl In this case we apply it to the produdt® Obs. The algorithm is
polynomial in the size oA ® Obs, thus Probler3(B) is also in P. This completes the proof. O

Example 5.3. Let .4 be the DES given in Fig2 and Obs the observer of Fig. The product4 ® Obs
used in the above proof is given in Fig. (Notice that this is different from the synchronized produ
(see sectiorz.4) A x Obs since it uses the labeling information available in Pbdsing an algorithm
for checkingX-diagnosability of4 @ Obs we obtain that it i§X, 2)-diagnosable (and is the minimum
value). HenceA is (Obs 2)-diagnosable witl2 the minimum value.

For Problem3, we have assumed that an observer was given. It would be etter f we could
synthesizen observer Obs such that the plant is Obs-diagnosablereBattempting to synthesize such
an observer, we should first check that the plarE-idiagnosable: if it is not, then obviously no such
observer exists; if the plant 5-diagnosable, then the trivial observer that observesvalits inX at all
times work$. As a first step towards synthesizing non-trivial observeescan attempt to compute the
set ofall valid observers, which includes the trivial one but also-tronal ones (if they exist).

8 Notice that this also shows that existence of an observeigmpxistence of a finite-state observer, since the tradislerver
is finite-state.
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Figure 8. The product ® Obs of the automaton of Fig.and the observer of Fig.

Problem 4. (Dynamic-Diagnosability)

INPUT: Plant modeld = (Q, qo, X7, 6).
PrRoOBLEM: Compute the seaD of all observers such that is Obs-diagnosable iff Obs O.

We do not provide a solution to Problefrin this paper. The problem is left open and is part of our
future work. Instead, we focus on the following problem:

Problem 5. (Dynamic+-Diagnosability)

INPUT: Plant modeld = (Q, qo, ™7, 0), k € N.
ProOBLEM: Compute a set of observets such that for any observer Ob4,is (Obs k)-diagnosable iff
Obse O. That is,O includes all observers (and only those) Obs for whicis (Obs k)-diagnosable.

In the next subsection, we reduce Probleto asafetycontrol problem with partial information. Before
giving a solution to Probler, we review some useful results on safety games that will ledee in the
sequel.

5.3. Some Results on Safety Games Under Partial Observation

Computing controllers for system under partial observatias already been studied ify L3, 14]. These
results apply to general alternating two-player gamesupaial observation and also for very powerful
control objectives (Biichi control objectives). In the selqwe need to use results of the type of those
presented in{, 13, 14] but for a very particular type of two-player games, and dolysafety objectives.
This is why we provide hereafter the definitions and alganiho solve this particular instance.

We model a control problem as a game problem between twonglalye our setting, partial obser-
vation only comes from the fact that Player 1 cannot obselhM@layer 2 moves. Still Player 1 has to
enforce asafetyobjective i.e., to force the system to stay in a designatedfs@afe) states. Player 1
must also play according to the sequence of events it haswaasso far: the strategy of Player 1 must
betrace-based In the sequel we formalize these assumptions and give seafaluwesults on this type
of games.

5.3.1. Games, Plays, Safety Objective

In each state of the game, it is either the turn of Player 1ag pt the turn of Player 2 to play, but not
both (i.e., the moves of the two players alternate). The gstams in a Player 1 state. The rules of the
game are as follows:
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e Player 1 always plays one move (in the alphabetand hands it over to player 2;

e Player 2 can play two types of moves: invisible movesgs(the invisible action) and visible moves
(X5-actions). If Player 2 plays an invisible moveit is again his turn to play. Otherwise if he
plays a visible move, the turn switches back to Player 1.

Let W denote the union of disjoint sets.

Definition 5.3. (Two-Playerr-Games)
A two-playerT-gameG is a tuple(Q1 W Q2, qo, X1 W X7, 6) with:

e ;1 =1,2is afinite set of states for playér
e go € Q1 is theinitial state of the game;
e Y, is afinite set of visible actions for playér: = 1, 2;

¢ ) C(Q1 XX xQ2)U(Qax {7} xQ2)U(Q2 x X2 x Q1) is the transition relation.

Remark 5.1. The type of§ is set according to the rules of the game.

We further assume that the game is deterministic w.r.t Playgoves, i.e., for all; € Q1,01 € X1 there
is at most one stat@ € @ such that(q1,01,q2) € §. For(q,a,q’) € § we also use the notatiana ¢’
to write sequences of transitions in a compact mannér.dbntains nar transitions,G is an alternating
full-observation two-player game (we use the term two-pfagame in this case).

Definition 5.4. (Play, Trace)
A playin G is a finite or infinite sequence

p=ql1q1 " qnln+1qn+1- -
such that for each, ¢; —— qi+1- We write g brbyrbn, gn if qol1q1 - - - Cnqy 1S a finite play inG. We
let RungG) be the set of finite plays ifr. Runs(G),i = 1,2 are the sets of finite plays ending in a
Q;-state. Thestate sequencef a playp, denotedState$p) is the sequenceyq; - - gy, - - -

We letp(i) be the prefix ofp up to statey;, sop(0) = qo, p(n) = qof141 - - - gn, @nd so on.

Definition 5.5. (Player 1 Strategy)

A strategy for Playen is a mappingf : Runs(G) — ;. A strategyf is trace-basedif for all
p, P € Rung(G), tr(p) = tr(p) implies f(p) = f(p'). A strategyf is memorylessf tgt(p) = tgt(p’)
implies f(p) = f(p").

Definition 5.6. (Outcome)
Given a strategyf for Player1, the outcomeOut(G, f), of the game= under (or controlled byy is
the set of states sequente&tatesp) for the playsp = qol1q1 - - - gnlni1dni1 -+ Such that for each

¢i € Qu, liv1 = f(p(D)).

%In the sequel we assume that the game objectives are stqtemnses and do not refer to the labels of the transitions.
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Definition 5.7. (Safety Control Objective)
An objective for Player 1 is a subset ¢f); U Q2)“ U (Q1 U Q2)*. ¢ is a safety objective if there is a
setF' C 1 U @2 suchthaty = F¥ U F* (F is the base set (fafestates).

Given a pain(G, ¢), a strategyf iswinningif Out(G, f) C ¢. If G is ar-game and) a safety objective
based on the sdf, we say that the paifG, F') is asafetygame. A statg of G is winning if there is a
winning strategy fromy.

5.3.2. Safety Two-Playerr-Games

The usual control problem on two-playergames asks the following:

Problem 6. (Control Problem)

INPUT: A two-playerr-gameG, a safety control objectivé'.
PROBLEM: Is there a winning strategy f@(, F') ?

To solve safety two-player-games we define th@pre operator 17]:

Cpre(S) = {s€Qq|3o1 € 34, s.t.(s,01) € S} (5)
U {se€Qa|Vor €7, d(s,02) C S} (6)

It is well-known [17] that iteratingCpre and computing the fix-poir€pre*(F') gives the set of winning
states? of the game. In cas€ is finite this computation terminates and can be done in fitigae for
safety gamesl[7]. If ¢ € Cprée'(F), there is a strategy for Player 1 to win. Moreover, for thigety
of gamesmemorylesstrategies are sufficient to win. Indeed, as we cbservethe state of the game,
T transitions are not totally unobservable (or invisibleyl dhus knowing the current state gives some
useful information. Also there is most permissive strateyF : @, N Cpre*(F) — 2>\ () defined
by: F(q) = {o|d(q,0) € Cpre"(F)}. This is the most permissive strategy in the following serfsis
a winning strategy fo(G, F) iff for any finite runp € Out(G, f) ending inQ;-state,f (p) € F(tgt(p)),
i.e., every move defined hyis a move of the most permissive strategy &itd versa

In our setting,r is not observable. What we should ask for to win a game undéiapabservation,
is to base our choice of move on the sole basis on the obserwatles that have occurred so far. The
problem we want to address is the following:

Problem 7. (Trace-Based Control Problem)

INPUT: a game, a safety objective.
PROBLEM: Is there a trace-based winning strategy (iGr F') ?

This problem is more demanding than the usual Control Pnokiroblen®) that asks only for a winning
strategy for Player 1, i.e., a strategy in which full obséoraof the state is assumed. To solve Probleém
we reduce it to a full-observation two-player game (usingmstruction like the one given irT]).

ONotice that by definition o€pre, Player 1 cannot win by refusing to play.
Haccording to Definition5.5, it is not a strategy as it prescribes a set of moves for a gitete instead of one move.
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To do this, we first define the following operator forc X7, s € Qa,
Nexb(s,o) = {s' | s = 1 % &'} 7)

It follows that if o € 3o, Nexb(s,0) C Q1 and ifo = 7, Next(s,0) C Q9. Leto € ¥; and@ C Q.
We define

Next (Q,0) = {s' € Q2|s' = d(s,0) with s € Q} (8)

To solve(G, F'), we build a full-observation two player gam@;, Fy;) (which contains ne transitions)
such that:

Theorem 5.2. There is a winning strategy Gy, Fyy) iff there is a trace-based winning strategy in
(G, F).

The proof of Theoren®.2is given in AppendixA. The definition of the gam@G;, Fyy) is as follows:

Definition 5.8. AssumeG = (Q1 W Q2, o, X1 W X7 §). The gamezy = (W, sp, X/, A) is defined by:

o W =W W Wy with Wy = 291 U {1} are the Player 1 stateB/, = 292 U { L,} are Player 2
states;

e 50 ={q},
e Y =3, UXY whereu is a fresh name}; are Player 1 moves, arid; Player 2 moves;

e A C (W) x X1 x Wy)U (We x 3% x Wy) is defined by:(S,0,S5") € A iff one of the three
conditions holds:

C1: S C Q1,0 € ¥ andS’ = Next(S,0) if for all s € S,0 € Enableds) and otherwise
S = 1o;

Cy: S CQq,0 €39,5 =Next(S,0) andS’ # 0;
C3: S C Qo0 =u,Next(S,7)N(W\ F)#pPandsS’ = 1;.

WeletFy = {Q € S|Q C F}ie., Fyis the set of safe states f6fy. L, and L, are not safe states.

(GH, Fr) is a safety game as well. Notice also tliat; is a full-observation turn-based two-player
game in which the moves of the two players alternate. To d8heblem7 we can first solve the game
(GH, Fr). This can be done in linear time in the size(6fy, F7). From this obtain obtain an algorithm
for Problem?7 i.e., compute the set of winning states(éf;. As the size of7y is exponential in the size

G:

Theorem 5.3. Problem7 is in EXPTIME.

Indeed, to solve Proble, we compute the set of winning statés; of (G, Fy) and check that
the initial state ofGy; is winning. For safety games liké'z7, with full observation, we can also com-
pute the most permissive strategy as emphasised earligenGiy and Fyy let Fi; be the most per-
missive strategy. This memoryless (state-based) strasegiyen [L7] by: letq € W1, o € Fy(q) if
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Next (¢,0) € Wg. In other words, the most permissive strategy gives, foh esate, the set of moves
that keep the system into the set of winning staiés.

Given Fy, we can build a strategy faF. Let 3(w) be the (unique) staté€ s.t.qy — s’ in G. We
define the mapping™ on Runs (G) by: F(p) = Fr(tgt(B(tr(p)))). Intuitively, this means that, given a
run p in G ending in & -state, to decide what to play, we compute the (unique) gtategt(5(tr(p)))
that can be reached i@y ; then we can play any move from the ones allowed by the mostipsive
strategyFr (q).

Theorem 5.4. F is the most permissive trace-based strategy-for

Proof:

First F is trace-based. Let f be a trace-based winning strategy. We deffgeas in thelf part proof
of Theorem5.2. fy is winning and thus for any rum, we havefy (w) € Fy(tgt(w)). By definition of
fu. F(p) = Fr(B(tr(p)) and f(p) € Fu(tgt(B(tr(p)))) = F(p).

Now assumef is a trace-based strategy such that for eachoranRuns (G), f(p) € F(p). Build
fu as before. f is winning. Indeedfr(w) = f(p) for anyp s.t. tr(p) = tr(w). Hence,fy(w) €
Fu(tgt(w)) and thusfy is winning. Now fromfy build a strategyf as in theOnly If part of the proof
of Theoremb.2. It turns out thatf = f and asf is winning, f is winning. O

Corollary 5.1. The most permissive trace-based stratégfpr (G, F') can be effectively computed and
is represented by an automaton which has at most an expainewmtiber of states in the size Gf

This follows from the fact thatzy is exponential in the size af. The most permissive trace-based
strategy is obtained fror&@';; by removing from each statgthe transitions that are not ifi; ().

5.4. Problem5 as a Game Problem

To solve Problen® we reduce it to aafety2-playerr-game. In short, the reduction we propose is the
following:

e Player 1 chooses the set of events it wishes to observe,tthands over to Player 2;

e Player 2 chooses an event and tries to produce a run which abfervation of both &-faulty run
and a non-faulty run.

Player 2 wins if he can produce such a run. Otherwise Playdnd. wlayer 2 has complete information

of Player 1's moves (i.e., it can observe the sets that Plaghiooses to observe). Player 1, on the other
hand, only has partial information of Player 2's moves bseanot all events are observable (details
follow). Let A = (Q,qo, X"/, —) be a finite automaton. To define the game, we use two copies of
automatond: A% and A,. The accepting states of} are those corresponding to runsAfwhich are
faulty and where more thah steps occurred after the faultl, is a copy ofA where thef-transitions
have been removed. The game we are going to play is the folfpigee Fig9, Player 1 states are
depicted with square boxes and Player 2 states with rounzksha

2Even if F is not strictly speaking a strategy, the trace-based ptppatends to sets of moves with set equality.
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Player 1 chooseX C X

01 S X (qué)

— (q1,92)

(a1, 43)

Figure 9. Game reduction for probléem

1. the game starts in a statey, g2) corresponding to the initial states the automataand As.
Initially, it is Player 1's turn to play. Player 1 chooses a@kevents he is going to observe i.e., a
subsetX of ¥ and hands it over to Player 2;

2. assume the automatd and A, are in stategq;, ¢2). Player 2 can change the state4ff and A,
by:

(a) firing an action which is not iX (like A1, A2, A3, A4 in Fig. 9): it is an unobservable action
and thus, it can be taken independently by eith&or A, (they do not need to synchronise).
In this case a new state, ¢) is reached and Player 2 can play again from this state. Notice
that Player 2's moves do not change the et

(b) firing an action inX (like o1, 02 in Fig. 9): to do this bothA} and A, must be in a state
where such an action (e.gr;, 02) is enabled (synchronization); after the action is fired a
new state(q}, ¢5) is reached: now it is Player 1's turn to play, and the gameicoes as in
step 1 above from the new stdtg, ¢5).

Player 2 wins if he can reach a stdig, ¢2) in the product ofA¥ and A, whereg; is an accepting
state of A% (this means that Player 1 wins if it can avoid ad infinitum thés of states). In this sense
this is a safety game for Player 1 (and a reachability gaméFRayer 2). Formally, the gam@, =
(S1 W S, 80,21 W X9, d4) is defined as followss{ denotes union of disjoint sets):

e 51 =(Q x{-1,--- ,k}) x Qis the set of Player 1 states; a stéie, j), ¢2) € S; indicates that
Al is in stateg;, j steps have occurred after a fault, ads the current state ofl,. If no fault
has occurredj = —1 and if more thark steps occurred after the fault, we use: k.

e Sy =(Qx{-1,--- ,k}) x Q x 2% is the set of Player 2 states. For a sfdtg, j), g2, X) € Sa,
the triple ((¢1,7), g2) has the same meaning as f8, and X is the set of moves Player 1 has
chosen to observe on its last move.

e 5o = ((qo,—1),qo) is the initial state of the game belonging to Player 1,

e ¥ = 2% is the set of moves of Player L, = X" is the set of moves of Player 2 (as we encode
the fault into the state, we do not need to distingufshom ).

e the transition relatiom 4 C (S x X1 x Sy) U (Se x {7} x S2) U (S2 x ¥ x S7) is defined by:
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— Player 1 moves: let € X1 ands; € S1. Then(sy,0,(s1,0)) € d4.

— Player 2 moves: a move of Player 2 is either a silent maye.¢., a move ofA* or A, or
a joint move of A} and A, with an observable action iX. Consequently, ailent move
((q1,1),q2, X), 7, (4}, 7),d5, X)) isind 4 if one of the following conditions holds:

1. eitherg) = ¢2, ¢1 LR q; isastep ofA¥, ¢ ¢ X, and ifi > 0 thenj = min(i + 1, k); if
i = —1andl = f, thenj = 0 otherwisej = i.

2. eitherg) = q1, ¢ LR ¢, is a step ofds, ¢ ¢ X (and? # f), and ifi > 0 then
j = min(i + 1, k), otherwisej = i.
A visible move can be taken by Player 2 if battf and A, agree on doing such a move.
In this case the game proceeds to a Player 1 stéte; i), g2, X), 4, (4], 7). 45)) € da if
le X, q LR q; is a step ofd¥, ¢y £, ¢, is a step ofd,, and ifi > 0 thenj = min(i+1, k),
otherwisej = 1.

We can show that for any observ@rs.t. A is (O, k)-diagnosable, there is a stratefiyO) for Player 1
in G4 s.t. f(O) is trace-basedand winning. Astrategyfor Player 1 is a mapping : RungG4) — %3
that associates a moyép) in X; with each rurp in G 4 that ends in arb; -state. Remind that a strategy
f is trace-based (see sectibrB for details), if given two rung, o', if tr(p) = tr(p) thenf(p) = f(p').
Conversely, for any trace-based winning strat¢gyor Player 1), we can build an obsen@x f) s.t. A
is (O(f), k)-diagnosable.

Let O = (S, s0,%,9, L) be an observer foA. We define the strategy(O) on finite runs ofG 4
ending in a Player 1 state by{O)(p) = L(d(so, 7 /5 (tr(p)))). The intuition is that we take the rynin
G 4, take the trace gb (choices of Player 1 and moves of Player 2) and remove theebaif Player 1.
This gives a word in=*. The strategy for Player 1 fgr is the set of events the obsern@rchooses to
observe after reading /x (tr(p)) i.e., L(6(so, ™/ (tr(p))))-

Theorem 5.5. Let O be an observer s.t is (O, k)-diagnosable. Therf(O) is a trace-based winning
strategy inG 4.

Proof:

First f(O) is trace-based by definition. We have to prove th@?) is winning. We denot®ut(G, f) the
set of outcomes i.e., the set of possible runs of a gé@rmdhen the strategy is played by Player 1 (see
section5.3 for a formal definition ofOut(G 4, f)). Assume on the contrary th@(O) is not winning.
This implies that there is a rumin Out(G 4, f(O)) as defined by equation§<{11) below: Each step
of the run given by one of equationS8<L1) consists of a choice of Player X{ move) followed by a
number of moves by Player 2] actions). The last state encounteregh,if(g. (), kn(c)), g2 (c), X»)
is a losing state for Player 1, which means thato) = k, by definition of losing states it 4. From
the runp, we can build two rung and.’ defined by equationsl?) and (L3): By definition of G 4, each
M is either a common visible action off and A, and it is inX, or a silent action<) i.e., it actually
corresponds to an action @l"f or A, that is not in the current set of visible actiois. To retrieve a
run in A¥ (resp. A,) from v (resp.v’) we can safely remove the unobservable actiond ofresp. A¥)
because they leave the stateAdf (resp. A2) unchanged. This way we obtain two ruagnd’, which,
when interleaved give a run off x A,. By definition of G 4, 7 € Faulty.,.(A) and?’ € NonFaulty A).
We claim thatO(i7) = O(#). Indeed, each part of the runs fragh- - - g1, andg? - - - ¢2,, yields the
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po= (ah =108 2 (00,68, Xo 2 (gb(1), ko(1)), (1), Xo - o
(@), ko (7)), ), Xo -+ 22
(k) X5 (b k)@ X0 2 (g (1), ki (1), 2(1), X - .
(@) k() (), X - 2
¢.)
(@b Fn)s @ 25 (ah k) @ X (@b (7)) Bon (7)) 42 (), X - - 1)
2, (g (@), kn(0)). 62 (@), X
T N G s A s R W D s N N (12)
A IR TG A RO N L R I SO I N . 1 (13)

same observation by: it is the sequence of evenls, - -- \;, s.t. each\;, is a letter of bothA} and A,
and is inX;. As there are two rung € Faulty,,(A) and’ € NonFaulty A) with the same observation,
Ais not (O, k)-diagnosable which contradicts the assumption. Hgfii¢® must be winning. 0

Conversely, with each trace-based strat¢gyf the game 4 we can associate an automaitoff) =
(S, s0, 2,0, L) defined by:

o §={ms(tr(p)|p € Out(Ga, f)andtglp) € S };

® So =€,

no A1

e §(v,0) =v"ifve S, v =vlandthereisarup € Out(G 4, f) with p = qo Xo, @ LA a0 =
AL g T g 2 gy D a7 2%, gy, with eachg; € S, g € So,v=m5(tr(p)),
andp 25 gl T g L gy with gy € 81, € € X,

d(v,l) =vifve Sandl & f(p);

o L(v) = f(p) if v = ms(tr(p)).

Lemma 5.3. O(f) is an observer.

Proof:
We first have to prove thad(f) (more preciselyL) is well defined. Assume = w5 (tr(p)) and

v =mx(tr(p')). As fis trace-basedf (p) = f(p') and there is a unique value féx(v).
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We also have to prove that the last requirement of Definifidnis satisfied i.e., it ¢ L(s) then
d(s,a) = s. If £ ¢ L(v), thenl & f(m /s(tr(p))) for anyp s.t.v = 7 /5,(tr(p)) becausef is trace-based.
Thusé(v, ) = v. 0

Theorem 5.6. Let f be a trace-based winning strategydn. ThenA is (O(f), k)-diagnosable.

Proof:
AssumeA is not (O(f), k)-diagnosable. There are two runse Faulty. ;. (A) andz’ € NonFaulty(A)

SLO(f)(m/s(tr(v))) = O(f) (7 /s(tr(v))). Leti (resp.v’) be the sequence of labels that appear in
(resp.v/). We can write and in the form

= w_l)\owo)\lwl cee )\nwn (14)

Tt

~

= w_ AwpAw - Ay, (15)

e

with w;,w, € (X \ O(f)(AoA1---A)* for i > 0andw_1,w’ ; € (X\ O(f)(e))*, and\i11 €
O(f)(AoA1 -+ Ai). We build a run inOut(G 4, f) as follows:

1. Player 1 chooses the s&; = O(f)(¢) which is by definition equal tgf ((¢3, —1),¢3) where
((g8, —1),¢?) is the initial state of the game.

2. Player 2 plays the sequence of actionwinandw) synchronizing on the common actionsof
andw). The game moves through), states because each action is an invisible move. Finally
Player 2 choosesy € O(f)(¢). The game reaches a ney-state((q1, k1), 7).

3. from (¢}, k1), ¢3), the strategyf is to play X; which by definition isO(f)(\o). Thus Player 2
can play the sequence of actions giveninandw, synchronizing again on common action. In
the end, Player 2 plays; € O(f)(Xo).

We can iterate the previous algorithm and build a rumint (G4, f) that reaches a statéq}, k,), ¢2)
with &, = k and thusOut(G 4, f) contains a losing run. Hengéis not winning which contradicts the
assumption. This way we conclude thais (O(f), k)-diagnosable. O

The result orz 4 (section5.3) is that, if there is a winning trace-based strategy for &dy then there
is a most permissive stratedys which has finite memory. It can be represented by a finite aatom
Sr, = (W1 Wa,s0, 8 U2% Ay) st Ay C (W x 28 x Wa) U (W x X x Wi) which has size
exponential in the size af' 4. For a given rurp € (X U 2%)* ending in alV;-state, we haveF 4 (w) =
Enabled A 4(sg, w)).

5.5. Most Permissive Observer

We now define the notion ahost permissiv@bserver and show the existence of a most permissive
observer for a system in caskis diagnosable F,4 is the mapping defined at the end of the previous
section.

For an observe® = (S, sg, %, 9, L) andw € ¥* we let L(w) be the sef((sg, w)): this is the set
of eventsO chooses to observe on input Given a wordp € 7 /5;(£(A)), we recall thatO(p) is the
observation op by O. AssumeO(p) = ag - - - ax. Letp = L(¢).ap.L(ag).a1.- - - ar.L(O(p)(k)) i.e.,p
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contains the history of wha® has chosen to observe at each step and the events that dcaftierecach
choice.

Let O : 25.(X7 x 2%)+ — 227 By definition O is the most permissive observer fot, k) if the
following holds:

O = (S, 50,%,9, L) is an observer Vo € 5, L(6(s0.)) € O(@)
and A is (O, k)-diagnosable v » 0150, W w

The definition of the most permissive observer states that:

e any good observef) (one such thatd is (O, k)-diagnosable) must choose a set of observable
events inO(w) on inputw;

e if an observer chooses its set of observable event¥in) on inputw, then it is a good observer.

AssumeA is (X, k)-diagnosable. Then there is an obser@es.t. A is (O, k)-diagnosable because the
constant observer that obser®ess a solution. By Theorer.5, there is a trace-based winning strategy
for Player 1 inG 4. As said at the end of the previous subsection, in this cage ith a most permissive
trace-based winning strategy which#s.

Theorem 5.7. F 4 is the most permissive observer.

Proof:

Let O = (S5,s0,%,d,L) be an observer such that is (O, k)-diagnosable. We have to prove that
L(6(sg,w)) € Fa(w) for anyw € ¥*. By Theorem5.5 the strategyf(O) is a winning trace-
based strategy and this implies th&tO)(v) € Fa(v) for any runv of G4. By definition of w,
m/5(w) = w. By definition of f(O), f(O)(w) = L(§(so, /x(tr(w)))) = L(d(so,w)) and thus
L(6(s0,w)) € Fa(w).

Conversely, assum@ is such thatvw € X* L(sg,w) € Fa(w). We have to prove that is
(O, k)-diagnosable. Again, we build(O). As before,f(O) is a winning trace-based strategy (fy
and thusO(f(0)) is such thatd is (O(f(0O)), k)-diagnosable by Theorem6. AssumeO(f(0)) =
(8,50, %,0", L")). By construction olO(f(0)), L'(¢'(sp,w)) = f(O)(p) if w = 7 5(tr(p)). Hence
O(f(0)) =0 andAis (O, k)-diagnosable. O

This enables us to solve Problénand compute a finite representation of the@eif all observers such
that A is (O, k)-diagnosable iflD € O.

ComputingF4 can be done ir0(2!¢4l) (section5.3). The size ofG, is quadratic in|A|, linear
in the size ofk, and exponential in the size &f i.e., |G4| = O(|A]? x 2! x |k|). This means that
computingF 4 can be done in exponential time in the sizedoAndk and doubly exponential time in the
size of .

Example 5.4. For the automatord of Fig. 2, we obtain the most permissive observEl shown in
Fig. 10. In the even states, depicted as a square, the observereshmmn-deterministically) what to
observe and in the odd states, depicted as a circle, it maeesding to what it observes. For odd states
we have not shown the componekitthat has last been picked up by the obsenris the label of
the unique incoming transition. Initially, the observerynthoose to observe eithé¢u, b} or {a}. If it
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observes:, then it moves to state 2, where it can choose any subsetimiogta. If it observes instead,
then it moves to state 4, where it can choose to observe agytinicluding the empty set.

We point out that from an odd statek + 1, X'), outgoing transitions are labeled by elementsXof
This does not mean that the DES under observation cannohédo attions than those iK: it might be
able to do so but these actions are unobservable for thevaloser

Figure 10. Most permissive observer for the automadaof Fig. 2.

5.6. Computation of the Most Permissive Diagnoser

We conclude this section by showing how to computgeraericdiagnoser. This diagnoser is theost
permissive dynamidiagnoser and contains all the choices a dynamic diagnaesemeke to be able to
diagnose a plant.

The construction of the most permissive dynamic diagnosibows easily from the construction
of the most permissive observer and the construction of ahsgnized product (using the defined
operator defined in sectidn?2). The steps to build it are:

1. from the plant4, build A which behaves likel but where the states which are after a faulty event
are tagged i.e., each statefs of the form(q, k) wherek = 0 (non faulty states) ot = 1 (faulty
states);

2. determinized assumingf andr are unobservable and obtain @éj; the final statesS of det(A)
are the the set of states of the fosn= {(q1,1), (g2,1), -+, (qn, 1)} i.e., all the states it$ are
faulty;

3. write the most permissive observer asan-deterministicobserver (like in Definitiorb.1) and
obtainO;

4. synchronizeO and detfl) to obtain the most permissive dynamic diagnoser: annourfealt
whenO ® det(A) reaches a final state, and otherwise no fault can be annaunced

We now define precisely the previous steps. et (Q, g0, ¥™/, —) be a finite automaton ovei™/.
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Definition of de A). DefineA = (Q x {0,1}, (¢, 0), %7, —) sit.

e (¢,n) l—>~(q/,n’) iff ¢ 4 ¢ andl € ¥ andn = n’;
e (¢,n) = (¢,1)iff ¢ i q , (nis set tol after a fault);
o (¢,n) —(¢',n)iff ¢ ¢,

We equipA with the set of final states’ = @ x {1}. For the example of Fig2 page7, F' = {1, 2,3} x
{1}. Let detA) be the determinization ofl. A stateS = {sy,s2, -+ ,s,} in def(A) is final if every
states; is final in A.

Definition of O ® det(A). To compute the most permissive dynamic diagnoser, we fiiig ire most
permissive observer as a non-deterministic observefaleawing Definition 5.1

To obtain a “generic” dynamic diagnoser it suffices to synaoime it (using thex operator defined
in section5.2). The most permissive (non-deterministic) dynamic diagn® 4 for the automator of
Fig. 2is given in Fig.11. The final state o 4 is F'4 pictured with double-linesD 4 announces of fault

{a, b}

Figure 11. Most permissive dynamic diagnosgyx.

when it reaches its final statéy. In stateF’y andF";, D 4 can choose to observe any subsefaf} but
no event can occur anymore), is a final state whereds), is not. Notice also thab 4 starts either from

0 or 1. As the size of deﬁtfl) is also exponential in the size df, D 4 has size exponential in the size of
A (andk) and doubly exponential in the size Bf

6. Optimal Dynamic Observers

In this section we define a notion of cost for observers. Tliisalow us to compare observers w.r.t. to
this criterion and later on to synthesize an optimal observe
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6.1. Weighted Automata & Karp’s Algorithm

Before introducing the optimal dynamic observer and diagnsynthesis problem, we present a set of
tools that we are going to use in that process. These deathigthotion of cost in a model of dynamic
behaviors such as a finite automaton model. The notion offoostutomata has already been defined
and algorithms to compute some optimal values related sontinidel are described in many papers. For
our purposes, the model ofeighted automatés appropriate. We recall here this model and the results
of [12] which will be used later.

Definition 6.1. (Weighted Automaton)
A weighted automators a pair(A,w) s.t. A = (@, qo,%,0) is a finite automaton and : @ — N
associates a weight with each state. [ |

Definition 6.2. (Mean Cost)
Letp = gy =5 q1 = -+ 22 ¢,, be arun ofA. Themean cosbf p is

1 n
mlp) = =7 % izgw(qz-)-

We remind that the length of = g9 =% ¢; = --- 2% ¢, is |p| = n. We assume that is complete
w.r.t. 3 (andX # () and thus contains at least one run for any arbitrary lengttet Rung' ( A) be the set
of runs of lengthn in RungA). Themaximum mean-weiglaf the runs of lengtm for Aisv(A4,n) =
max{u(p) for p € Run&(A)}. The maximum mean weightf A is v(A) = limsup,,_, ., V(4,n).
Actually the valuer(A) can be computed using Karp’s maximum mean-weight cyclerighgo [12]
on weighted graphs. I = sy =% s; —% ... 2% s, is a cycle ofA i.e., sy = s,, the mean
weightof the cyclec is u(c) = #1 -y o w(s;). Themaximum mean-weight cyoté A is the value
v*(A) = max{u(c) for c a cycle ofA}. As stated in24], for weighted automata, the mean-weight cycle
value is the value that determines the mean-weight valet{msient behaviors of the system are not
contributing to this value). It follows that(A) = limsup,,_, ., ¥(A,n) = lim, . v(4,n) = v*(A).
The original Karp’s maximum mean cycle algorithd?] works for weighted automaton where the
weights are on the edges. We give the version where weightsravertices. Let* = max, u(c) where
c ranges over all cycles id. A cycle ¢ with p(c) = v* is amaximum mean-weight cycléet D(q)
be the weight of a most expensive path frggto ¢ and Dy (q) be the weight of a most expensive path
which has exactly: edges (if there is no such paihy, (v) = —o0). Assume|Q| = n. Karp’s algorithm
is based on the fact that
. _ _ Dy(q) — Di(q)
Vo = max min e —
g€Q 0<k<n—1 n—=k

The valuesD(¢) can be computed iteratively:

Do(q0) = w(qo) (16)
Do(q) = —oo for g#qo 17)
Dpy1(q) = max {Dy(q") + w(q)} (18)

q€é(q’,a)
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Thus for each statg we can computenin(q) = ming<g<p—1 w and then compute the value
maxgeq min(g) to obtainy*. This algorithm runs irO(n.m) where|Q| = n and|é| = m (where|d]
denotes the number of transitionsdn Improvements] can be made to this algorithm still the worst
case run-time i®)(n.m).

6.2. Cost of a Dynamic Observer

Let Obs= (S, s, %, 6, L) be an observer and = (Q, g0, ™/, —). We would like to define a notion
of costfor observers in order to select an optimal one among all a$ehwhich are valid, i.e., s.t4

is (Obs k)-diagnosable. Intuitively this notion of cost should captthe fact that the more events we
observe at each time, the more expensive it is.

Definition of Cost. Given a wordw = aga; - - - ay,, We letw(i) = ag - - - a; be the prefix up ta; of w.
In the sequel Olsv) (i) thus denotes the prefix up to thté letter of Obgw).

There is not one way of defining a notion of cost for observeis \ae first discuss two different
notions:

e the first one is to define the cost of a wardyenerated by the DES w.r.t. to Ghs:

Cost (w) = Yiso |L(6(§0jr ?biw(i)))l

with n = |Obgw)|. Using the observer of Fig.2, we obtain thaCost (b".a) = 2 = 1. And
this regardless of the value of

e the second one is to define the costwoifv.r.t. tow itself;

Cosb(w) = Yo |L7554(r3(1)’ w(i)))|

with n = |wl|. Using the observer of Fig.2, we obtainCost(b".a) = =49 = 241 And by
simple arithmetic, it is true thaost (b".a) < Cosb(b"L.a).

The example of Figl2 shows that the two notions are different. In the sequel weus# the second
one,Cost, becauseCost also captures the notion of tiiene we have been observing a set of events.
Indeed, if the word* ! occurs, we have been observing the Bft) n + 1 times in a logical time. It

is natural that this is more expensive than obsen/ui@) » times. ThusCost, is more satisfying than
abstracting away the length of the input word a€ost,.

a
a

Figure 12. The Finite-State Observer Obs.
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Cost of an Observer. We now show how to define and compute the cost of an observep@#rating
on a DESA.

Given a runp € RungA), the observer only processess(tr(p)) (7 and f-transitions are not
processed). To have a consistent notion of costs that tateadcount the logical time elapsed from the
beginning, we need to take into account one way or anothenuh#er ofstepsof p (the length ofp)
even if some of them are non observable. A simple way to doighis consider that and f are now
observable events, let's say but that the observer never chooses to observe them. Indeedsume
we have already checked thatis (Obs k)-diagnosable, and the problem is now to compute the cost of
the observer we have used.

Definition 6.3. (Cost of a Run)
Givenarunp = gy —5 g1+ g1 —> g, € RUNSA), letw; = m/5(tr(p(i))), 0 < i < n. Thecostof
p € RungA) is defined by:

1 n
Cost(p, A,Obs) = i ; |L(0(s0,w;))]-

We recall thaRung'(A) is the set of runs of length in Rung A). The cost of the runs of length of A
is defined by:
Cost(n, A,Obs = max{Cost(p, A, Obs) for p € Rung(A)}.

And finally, the cost of the paifObs A) is
Cosb(A, Obs) = lim sup Cost(n, A, Obs).

n—oo
Notice thatCost(n, A, Obs) is defined for each because we have assumédenerates runs of arbitrary
large length.

As emphasised previously, in order to comp@est(n, A,Obs we consider that- and f are
now observable events, say but that the observer never chooses to observe them. Let Gbs
(S, s0,2%, 8", L) whered’ is § augmented withu-transitions that loop on each statec S. Let A"
be A wherer and f transitions are renamed Let AT x Obs" be the synchronized product af*
and Obg. A" x Obs" = (Z,2,%% A) is complete w.r.t.x* and we letw(q,s) = |L(s)| so that
(AT x Obst, w) is a weighted automaton.

Theorem 6.1. Cost (A4, Obg) = v*(A+ x Obs").

Proof:

The proof follows easily from the definitions. Letbe a run ofA. There exists a rup in At x Obs"

s.t. Cost(p, A,Obs) = u(p) (1 is the mean cost as stated in Definitiérd). p is obtained fromp by

replacingr and f transitions by some transitions. Conversely for any rynin A* x Obs" there is a
runpin A s.t. u(p) = Cost(p, A, Obs). 0

We can compute the cost of a given pad, Obs): this can be done using Karp’s maximum mean weight
cycle algorithm 2] on weighted graphs. This algorithm is polynomial in theesi# the weighted graph
and thus we have:
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Theorem 6.2. Computing the cost ofA4, Obs) is in P.

Proof:
The size ofA™ x Obs" is polynomial in the size oft and Obs. O

Remark 6.1. Notice that instead of the valugs(s)| we could use any mapping from states of Ob&to
and consider that the cost of observifig b} is less than observing.

Example 6.1. We give the results for the computation of the cost of two oles for the DESA given
in Fig. 2. Let O, be the most powerful observer that obser{es} at each step, an@, be the observer
given in Fig.7.

The automatad* x O and A+ x OF are given in Figl3and Fig.14. The weight function is pictured
above each state. Notice that to computéA™ x O;") we do not need the labels of the transitions as we
are dealing with weighted graphs: if two transitiqssa, s’) and(s, b, s') are inA* x O;" we only need
one of them. For instance in Fi§)3 one of the transition§0, a, 4) and(0, b, 4) is redundant. The values
Dy(v) andmin(v) for each state of A x O} are given in Tablé and Table2. The maximum mean-
weight valuer* is the maximum valuenax, min(v) for v ranging over the set of states af* x O;.

We obtainCost (A4, O;) = 2 andCosbk (A4, O3) = 1.

Figure 14. AT x O5.

6.3. Optimal Dynamic Diagnosers

In this section, we focus on the problem of computing a besenkr in the sense that diagnosing the
DES with it has minimal cost. We address the following prafule
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Lo | v [ 2 ]3| 4
Dy 1 —00 —00 —00 —00
Dy —00 4 —00 —00
Do —00 —00 6 —00
Ds —00 —00 —00 8
Dy —00 —00 —00 10 10
min H —00 ‘ —00 ‘ —oo‘ 2 ‘ 2

Table 1. Iterations fod* x OF .

Lo [+ [ 2|3 |4 ]s5
Dy 1 —00 —00 —00 —00 —00
Dy —00 2 —00 —00 2 2
Dy —00 —00 3 —00 3 3
Ds —00 —00 —00 4 4 4
Dy —00 —00 —00 4 5 5
Ds [ ~o| 00| 0| 4 | 6 | 6
min H —00 ‘ —00 ‘ —oo‘ 0 ‘ 1 ‘ 1

Table 2. Iterations ford* x O .

35
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Problem 8. (Bounded Cost Observer)

INPUT: Plant modeld = (Q, qo, ¥™/,6), k € Nandc € N.
PROBLEM:

(A). Is there an observer Obs s4.is (Obs,k)-diagnosable ar@bost(Obs) < ¢ ?
(B). If the answer to (A) is “yes”, compute a witness obsei®éss, that satisfie€ost (Obs) < c.

Theorem5.7, page28 establishes that there is a most permissive obsefyvein caseA is (X, k)-
diagnosable and it can be computed in exponential time isieeof A andk, doubly exponential time
in |X|, and has size exponential ihandk, and doubly exponential ift|. Moreover the most permissive
observerF, can be represented by a finite state macltipe = ({0,2--- ,1} U ({1,3,--- ,2I' + 1} x
2*),0,% U 2%, §) which has the following properties:

e even states are states where the observer chooses a sattsftevabserve;
e 0dd stateg2i + 1, X) are states where the observer waits for an observable evénta occur;

e if §(2i) = (2i' + 1, X) with X € 2%, it means that from an even st&g the automatorsz, can
select a seX of events to observe. The successor state is an odd statbdpgeth the sefX of
events that are being observed,;

o if 0((2¢0 +1,X),a) = 2¢ with a € X, it means that from(2i + 1, X), Sz, is waiting for an
observable event to occur. When some occurs it switches évemstate.

By definition of 74, any observeO s.t. A is (O, k)-diagnosable must select a set of observable events
in Fa(tr(w)) after having observed € w5 (L(A)).

To compute an optimal observer, we use a result by Zwick aner§tn P4] on weighted graph
games The next subsection summarizes the results we are goirggto u

6.3.1. Zwick and Paterson’s Algorithm

Definition 6.4. (Weighted Graph)

A weighted directed grapls a pair (G,w) s.t. G = (V,E) is a directed graph and : £ —

{-W,---,0,--- , W} assigns an integral weight to each edgefofvith W € N. We assume that

each vertex € V is reachable from a uniguurcevertexvy and has at least one outgoing transition.
|

Definition 6.5. (Weighted Graph Game)
A weighted graph gamé& = (V, E) is a bipartite weighted graph witti = V; UV, andE = E; U E,
E; C Vi x VaandE, C Vs x V7. We assume the initial vertex of G belongs tov;. [ |

VerticesV; are Player i's vertices. A weighted graph game is a turn basede in which the turn
alternates between Player 1 and Player 2. The game startgeatesivy € ;. Player 1 chooses an
edgee; = (vg, v1) and then Player 2 chooses an edge= (v, v2) and so on and they build an infinite

n

sequence of edges. Player 1 wants to maxirﬁisﬁnanOO% -y i, w(e;) and Player 2 wants to

minimizelim sup,, ., - 37 w(e;).
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One of the result of34] is that there is a rational value € Q s.t. Player 1 has a strategy to ensure
liminf, .o -3, w(e;) > v and Player 2 has a strategy to ensure tinatup,, .. 2->°7" | w(e;) <

v. v is called the value of the game. Let= |V |. To computev, proceed as follows4]:

1. Letyy(v) =0forv e V. Forv € V andk > 1, v, (v) is defined by:

ve(v) = max, w)epiw(v, w) + vp_1(w)} ifv € Vi
’ min(v,w)EE{w(U7w) + kal(w)} ifvels

This is the equivalent of thB (v) values for Karp’s algorithm using a min max strategy depegdi
on which player is playing;

2. for eachv € V, computer/(v) = v (v)/k fork =4 -n3 - W.

3. for each vertex, the value of the game fromns the only rational number with a denominator at

mostn that lies in the intervaly’ (v) — o, v/ (v) 4 of with o = m

The value of the game i8 = v(vg) whereuy is the initial vertex. To compute an optimal strategy for
Player 1, proceed as follows:

1. compute the values(v) for eachv € V;

2. if all the vertices ofl; have outgoing degrek there is a unique strategy and it is positional and
optimal;

3. otherwise, take a vertex € V; with outgoing degred > 2. Remove(%} edges fronw leaving
at least one. Recompute the valug for eachv. If m, = v(v), there is an optimal positional
strategy which uses the remaining edges frortherwise there is a positional strategy that uses
one of the removed edges.

We can iterate the previous scheme to find an optimal strdtegilayer 1. In summary some of the
results by Zwick and Paterso@4] we are going to use are:

¢ there is a valuer € Q, called thevalue of the gama.t. Player 1 has a strategy to ensure that
liminf, .o 2 37, w(e;) > v and Player 2 has a strategy to ensurelinatup,, . = Y7 ; w(e;) <
v; this value can be computed @(|V |2 x |E| x W) wherelV is the range of the weight function
(assuming the weights are in the interfalV..1W]). Note that deciding whether this value satisfies
v ¢ for e {=, <, >} for ¢ € Q can be done iD(|V|? x |E| x W).

e there are optimal memoryless strategies for both playetscdn be computed i@ (|V |* x |E| x
log(|E[/[V]) x W).

6.3.2. Synthesis of an Optimal Observer

To solve the Probler, we use the most permissive obserger we computed in sectioh.5. Given A
and F4, we build a weighted graph gant&( A, F4) s.t. the value of the game is the optimal cost for
the set of all observers. Moreover an optimal observer cabtaned by taking an optimal memoryless
strategy inG(A, Fa).
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To build G(A, F4) we use the same idea as in sectto&t we replacer and f transitions inA by
u obtaining A™. We also modifyF4 to obtain a weighted graph gam& |, w) by adding transitions so
that each stat@k + 1 is complete w.r.tX*. This is done as follows:

e from each(2: + 1, X) state, create a new even state i.e., pick s@ihéhat has not already been
used. Add transition$(2: + 1, X),0,2i') for eacho € X%\ Enabled2i + 1, X). Add also
a transition(2i’, X, (2i + 1, X)). This step means that if 4 produces an event and it is not
observable}‘j just reads the event and makes the same choice again.

e the weight of a transitioni2i, X, (2’ + 1, X)) is | X]|.

The automatori’-“jlr obtained fromF 4 is depicted on Figl5. The game=(A, F4) isthenA™ x ]—“j{. This

Figure 15. The Automatof ;.

way we can obtain a weighted graph gaWi€r( A, F4) by abstracting away the labels of the transitions.
Notice that it still enables us to convert any strategylidz (A, F4) to a strategy inF,4. A strategy in
WG(A, Fa) will define an edg€2i, (2i’ + 1, X)) to take. As the target vertex contains the set of events
we chose to observe we can define a corresponding stratefy. in

By construction oiG(A, F4) and the definition of the value of a weighted graph game, theevaf
the game is the optimal cost for the set of all observesst. A is (O, k)-diagnosable.

AssumeA hasn states andh transitions. From Theore 7 we know thatF 4 has at mos()(2”2 X
2k x 221} states andD(2"° x 2% x 22! x n2 x k x m) transitions. Hence&(A, F4) has at most
O(n x 2" x 2F x 22 vertices andD(m x 27° x 2% x 22™') edges. To make the game complete we
may add at most half the number of states and h&Wcg A, F4) has the same size. We thus obtain the
following results:

Theorem 6.3. Problems can be solved in timé(|X| x m x 27° x 2k x 22,
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We can even solve the optimal cost computation problem:

Problem 9. (Optimal Cost Observer)

INPUT: Plant modeld = (Q, qo, ™7, 6), k € N.
PrRoBLEM: Compute the least valug s.t. there exists an observer Obs sitis (Obsk)-diagnosable
andCost(Obs) < m.

Theorem 6.4. Problem9 can be solved in timé(|X| x m x 2" x 2k x 22,

A consequence of Theoref4 and Zwick and Paterson’s results is that the cost of the @pbtobserver
is a rational number.

Example 6.2. For the exampled of Fig. 8 and}‘jlr of Fig. 15, using Zwick and Paterson’s algorithm we
obtain that the optimal cost isand the optimal strategy is to use the observer Obs ofig.

7. Conclusions

In this paper we have addressed sensor minimization prablanthe context of fault diagnosis, us-

ing both static and dynamic observers. We showed that cangptiie smallest number of observable
events necessary to achieve diagnosis with a static olvdeM-complete: this result also holds in the
mask-based setting which allows to consider events thaitzgervable but not distinguishable. We then
focused on dynamic observers and proved that, for a givemaoserver, diagnosability can be checked
in polynomial time (as in the case of static observers). \We ablved a synthesis problem of dynamic
observers and showed that a most-permissive dynamic @rssam be computed in doubly-exponential
time, provided an upper bound on the delay needed to deteciitad given. Finally we have defined a

notion of cost for dynamic observers and shown how to comih&eninimal-cost observer that can be
used to detect faults within a given delay.

There are several directions we are currently investigatin

e Problem4 has not been solved so far. The major impediment to solvethiaisthe reduction we
propose in sectiob yields a Biichi game. The algorithm we give in sectioBdoes not work for
Biichi games and cannot be extended trivially. More gelyevad plan to extend the framework
we have introduced for fault diagnosis to control under dyicapartial observation and this will
enable us to solve Problem

e Problem5 is solved in doubly exponential time. To reduce the numbestafes of the most
permissive observer, we point out that onfynimal sets of events need to be observed. Indeed,
if we can diagnose a system by observing aAljrom some point on, we surely can diagnose it
using any superset’ O A. So far we keep all the sets that can be used to diagnose tegnsys
We could possibly take advantage of the previous propeibguschniques described if][
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A. Proof of Theorem5.2

The following fact holds folGy:

Fact A.1. By definition G is deterministic. Hence for any word € L£(G), there is a unique run
B(w) = sg = s’ in Gy with tr(3(w)) = w and a unique (last) state 6f; after readingw which is
A(sg,w) = s\

Notice that FacA.1 holds because transitions can only happen as the last transition of a rufn

Only If Part  Let fy be a winning strategy i (as the safety objective is fixed we omit it). Let
p € Rung(G) and letf(p) = fu(B(tr(p))). f is trace-based by its definition and Féct..

f is also winning. To prove this we use the following Lemma: &iy a run of Out(G, f), we can
build a runpy = Spoq - -+ Sy, In Gy, such thapy is the longest run that can matphlt is defined as
follows:

o So={a},

e forl1 <2i< Np, So; = NeXb(SQZ‘_l, )\22‘_1)

e for1 <2i+1< Np, Soit1 = NEXE(SQZ',O'QZ')

o eitherS,, € {11, Lo} or

— if n, = 2k, Sy, = Next(Sor_1, Aak—1),
— if Ny = 2k + 1, Snp = NeXﬁ(SQk,Uzk).

Lemma A.1. This runpg is in Out(Gp, fir) and has the properties:
Py for1 <2i <y, q3 € Sy and forl < 2i+1 < ny, q3;,; € Sait1;

Py: either (@)tgt(py) = Sp, € {11, L2} or (b) if n, = 2k, @S € Sn,,» and ifn, = 2k + 1,
D1 € Snp-

Proof:
We prove properties Lemm@a 1 by induction on the number of Player 1 movespinAssumek = 0.
Clearly the rurpy = {¢)} isin Out(G g, fir) and LemmaA.1 holds.

Assume the property holds fdr Player 1 moves. Lep be a run withk + 1 Player 1 moves
00,02, ,09;,. We write

q
o
—

3

0 T ni Al
po= G

Q
)
.

0 T T ns A1
G —q3— =gy

0 o2 1 T Mokl A2k+1
D — k+1 — oy

0 O2(k+1) 1 T T N2(k+1)+1
D+1) — " LE+1)+1 7 7 Qo)1

Letp' =¢f- - q;,j’fll. p' hask — 1 Player 1 moves and by induction hypothesispghrwe obtain:
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e oy € Out(Gy, fu) and P, and P, hold;
e asp); satisfiesPs:

— either it satisfied?,.(a) andtgt(p’;) € {_L1, L2}; in this casep’; cannot be extended i
and thusppy = p; andpy satisfiesP; and P».(a);

— or P,.(b) holds ang’;; does not contain any state.1, Lo}; Thenp, = Sp - - - Sarpook Sakt1
satisfiesP, and P,.(b) and we have in particulay), € Sy, and gy, ., € Saky1. Be-

A .
causeql, ., = oy G341y the setNexb(Soki1, A2k41) is not empty and

thus= So cee 52k02ks2k+1)\2k+152(k+1) isin Out(GH, fH) andSQ(Hl) 7& LQ.
fr(So - 02S2kr1A2k415 (k1)) = f(40 -+~ 45, 1)) by definition of f andSoo - - - 021 Sa(k11) =
Btr(gdoo - - qg(k+1))). Two cases arise:
1. eitherSy.41) RGN Lo
in this casepy = So - Sok *+* A2k +152(k+1)T2(k+1)L2 andpg € Out(Gu, fu) and
satisfiesP; and P.(a);

02(k+1)
2. 0rSy(g11) — So(k+1)+1-

This means tha$y, ;1)1 # L2. In this casezé(
arise:

kt1)+1 € So(k+1)+1- Again two cases

(a) either there is som2 < j < ny441)41 St qg( , & F and in this case

k+1)+
SQ(k+1)+1 5 11 isin A and PH = SO"'SQ(k+1)02(k+1)SQ(k+1)+1UL1 is in
Out(Gy, fu). pu SatisfiesP; and P».(a);

(b) orqg(,ﬁq)Jrl € Fforl <j <nypqn41andinthiscaspy = So -« So(ry1)T2(k+1)52(k+1)+1
is in Out(Gg, frr) and satisfied? and P,.(b).

This completes the proof of Lemmial. O

Now assumg is not winning, we can build a rum€ Out(G, f) with tgt(p) ¢ F. Applying LemmaA.1
we obtain: there is arupy € Out(Gp, frr) that satisfied?; and P;:

e eithertgt(py) € {11, L2} and in this casey is a losing run for Player 1 and thy; is not
winning which contradicts the assumption;

e Or py contains no state ifiLq, Lo}. Two cases arise depending on the parity of the lengpyof

— eitherpy = Sp - - - Sok. In this casdgt(p) € Sox (P».(b)) and thusy ends in a losing state
and f is not winning.

— orpg = Sy -+ Soxy1 @nd agairtgt(p) € Sox1 andpy is losing andf is not winning.
This contradicts the assumption that is winning.

This concludes the proof of th@nly If part.
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If Part.

Let w be a run ofGy ending inTV;-state. Ifw does not contain any action, there is a rup <
Rung(G) s.t. tr(p) = tr(w) by construction ofGy (Definition 5.8). We let f(w) = f(p). If w =
So--- Spuly, weletfy(w) = fa(So--- Sk).

fm is well defined as ip, p’ are such thatr(p) = tr(p’) thenf(p) = f(p') becausef is trace-based.

fH is winning. To prove this we use the following lemma:

Lemma A.2. Letw = Syo0Si be arun inOut(Gy, frr). Then one of two following conditions hold:

Dy: Sk € {L1, 12} and there is arugy - -- ¢ in Out(G, f) such that eitherif with ¢ ¢ F or (ii)
f(@y---q) = o ando ¢ Enabledg);

Dy: S; ¢ {1y, 1o} for0 < i < k and for anyg € S, thereis arurp = ¢f --- g in Out(G, f) s.t.
tr(p) = tr(w).

Proof:
We prove Lemmai.2 by induction of the number of Player 1 movesin If w contains) moves clearly
it holds.
Assumew is a run of Out(Gp, frr) that containst + 1 Player 1 moves. There are two possible
forms forw:

e w ends in dV,-state.w = Spoy - - - SorookSor+1. All the statesS;, 0 < i < 2k must be different
from {1, Lo}. Then eitherSy, 1 = L5 or not.

— if Sopr1 = Lo, there is some staige Sy S.t. 09, ¢ Enabledq) by definition of G. We
can apply the induction assumption on the wh= Syoy - - - S9; that contains: Player 1
moves. This leads: there is a rgh= ¢} - - - ¢ in Out(G, f) s.t.tr(p’) = tr(v’) (becauses’
does not contain any ; » state). Moreoverf(p’) = f(w') = o9, o2 ¢ Enabledq) and
and thus conditiorD; .(éi) holds forw.

— otherwiseSy 1 # L. By definition of G, this implies thatSo, 1 = Next (Sak, ook ). FOr
anyq € Soj. 1 there is som@’ € Sy, s.t.¢/ 2% ¢in G. We can again apply the induction
assumption on the rum’ = Syoy - - - Soi that containg: Player 1 moves. This leads: there
isarung = ¢gf---¢ in Out(G, f) s.t. tr(p) = tr(w’) and f(p') = f(w') = o2 Hence
p=p 25 gisarun ofOut(G, f) andtr(p) = tr(w). w satisfiesDs.

e w ends in al/;-state. Letw = Syoq - - - SokS2k-+1A2k+152(k41)- It MuUst be the case thab, | #
15. Two cases arise:

1. >\2k+1 75 u. By definition of Gy, SQ(k-H) = Nexb(SQkH_l,)\Qk_i_l). Letq € 52(k+1). By

i . r A . .
definition of Next, there is a state’ € Sopy 1 S.t. ¢/ — --- 22, 4. As in the previous

case for anyy’ € Sp.1 we can build a rurp’ = ¢)---¢ in Out(G, f) with tr(p') =
tr(So - - - Sax+1).- Hencep = o’ Az, g is arun ofOut(G, f) and satisfieds.

2. Agk41 = u. In this caseSy;41) = L1. This mean that there is a staje € Soxy1 S.t.
¢ & --- 5 gandq ¢ F. Again we can build a rup’ = ¢J---¢ in Out(G, f) with
tr(p/) = tr(Sp---Sopy1) and clearlyp = p/ 5 --- 5 gis run of Out(G, f) and thusw
satisfiesD;.(i).
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This completes the proof of LemniaZ2. O

Now assumefy; is not winning. There is a ruffy - - - Si, in Out(Gg, fir) such that eitherif Sy €
{L1, Lo} or (z7) there is some € Sy such thayy ¢ F. Applying LemmaA.2 we obtain:

e if () holds, D, holds and there is a rum € Out(G, f) s.t. either (a)gt(p) ¢ F or (b) f(p) ¢
Enabledtgt(p)). If (a) holds f is not a winning strategy. If (b) hold$ is not a strategy. In any
case this contradicts the fact thiats a winning strategy.

e if (i) holds, asSj, contains a state ¢ F, there is a runy - - - ¢ in Out(G, f) andq ¢ F which
again contradicts the fact thtis winning.

This completes the proof of Theores?.
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