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Abstract

This paper proposes a real-time, robust and effective ittfgdkamework for visual servoing applications.
The algorithm is based on the fusion of visual cues and on skiemation of a transformation (either a
homography or a 3D pose). The parameters of this transfmmate estimated using a non-linear mini-
mization of a unique criterion that integrates informattoth on the texture and the edges of the tracked
object. The proposed tracker is more robust and performkimebnditions where methods based on a
single cue fail. The framework has been tested for 2D objetian estimation and pose computation. The
method presented in this paper has been validated on seideal sequences as well as in visual servoing
experiments considering various objects. Results showniithiod to be robust to occlusions or textured

backgrounds and suitable for visual servoing applications
Keywords : Visual Tracking, Visual Servoing, Hybrid Tracki ng

1 Introduction

Development of object tracking algorithms is an importasue for applications related to visual servoing
and more generally for robot vision. A robust extraction aedl-time spatio-temporal tracking process

of image motion/object’'s pose is indeed one of the keys toesg of a visual servoing task. To consider
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visual servoing within large scale applications, it is namdamental to handle natural scenes without any
fiducial markers and with complex objects in various illuation conditions. From a historical perspective,
the use of fiducial markers allowed the validation of thdoabtaspects of visual servoing research. Even if
such features are still useful to validate new control latis, no longer possible to limit ourselves to such
techniques if the final objectives are the transfer of theskrtologies in realistic applications.

Most of the available tracking techniques can be divided imio main classes: 2D image and 3D
pose-based tracking. The former approaches mainly focusacking 2D features such as geometrical
primitives (points [33, 44], segments [5, 21, 35], circl85,[49],...) or object contours [3, 4], regions of
interest [20],. .. The latter explicitly use a 3D model of thecked objects [11, 12, 13, 14, 15, 18, 29, 32, 38,
46, 48].

Edge-based tracking. Regarding the low level information that is extracted frdme images, one can
consider edge-based information or texture-based infiilomaEdge-based trackers rely on the high spatial
gradients outlining the contour of the object or some gedoatfeatures of its pattern (points, lines, circles,
distances, splines,...). When 2D tracking is considengch sdge points enable to estimate the geometrical
features parameters whose values define the position ofbjeetd21]. Snakes or active contours can be
used to outline a complex shape [4]. If a 3D model of the ohigeatailable [12, 15], edge-based tracking is
closely related to the pose estimation problem and is tbereduitable for any visual servoing approach. In
general, edge-based techniques have proved to be veryivedfar applications that require a fast tracking

process. Nevertheless, they may fail in the presence ofyhigktured environments.

Texture-based tracking. On the other hand, texture information has been widely useddject tracking.
Contrarily to edge-based trackers, it is well adapted ttutexi objects and does usually less suffer from
jittering. However, this solution is not appropriate forgoly textured objects and is mainly exploited in
2D tracking, such as the KLT algorithm [44] or region of imst tracking [2, 20, 28]. Points or regions of
interest can also be used within a 3D model-based trackingpasted in [48] where the camera viewpoint
can be estimated by minimizing the projection errors of tifferent points of interest, or as in [27] where
the grey level values are integrated directly in the minatian process of the 3D tracking. Furthermore
these approaches usually lack of precision if there is dfsignt difference between current and reference
texture scales.

As one can note, model-based trackers can be mainly dividieebi groups, the edge-based ones and the
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textured-based ones. Both have complementary advantadesawbacks. The idea is then to integrate both
approaches in the same process. This paper addresseslharpad robust tracking of 2D and 3D objects
by closely integrating edge and texture information. Cd&sng various kind of features in a tracking

received little attention in the literature.

Hybrid tracking overview Among approaches to cue integration one can find i) a seglierse of the
available information (mainly motion and edges), ii) prbitiatic approaches such as Extended Kalman
Filter or particle filter, iii) voting approaches and iv) isfgation process of the different cues within the
same minimization process. We try to analyze these diftexpproaches.

Some methods rely on a sequential estimation of motion arDobr 3D edge-based registration in
order to combine robustness and accuracy, as in [1, 10, 36ln7ihese approaches, motion estimation
(dominant motion or optical flow) provides a prediction of tedge ice. , of the 2D object location) which
is helpful for the edge-based registration step and imgrtreeking reliability. Nevertheless, although both
motion and edges are (sequentially) considered these astrictly hybrid algorithms and these approaches
do not take benefit of several advantages from using themtsin@ously.

Most of the current approaches that integrate multiple cuestracking process are probabilistic tech-
niques. Most of these approaches rely on the well known Kalfitier, its non-linear version the Extended
Kalman filter (EKF) or particle filter. [45] fuses measurerseof the object’s center of mass using color in-
formation, edge orientations and positions and some feaisplacements obtained by a SSD minimization
of the grey level difference between the current image aagthdiction in a Kalman filter. [31] integrates
the outputs from two trackers (a 3D model-based trackergbf]a point of interest tracker) using an EKF.
[19] fuses edge-based tracking and optical-flow estimatithin an lterated Extended Kalman Filter to
update object position. Let note that many approaches relg particle filtering as [26] or Probabilistic
Multiple Hypothesis Tracker (PMHT) [43] but are usually yestow. 2D visual cues fusion using voting has
also been studied in [30] and considered for visual servapmications. However, this work is not directly
related to edge and texture fusion.

In [48] the proposed model-based approach considers botB2Bhatching against a key-frame that
represents a single pose as in a classical model-basechapgyot considering multiple hypothesises for the
edge tracking and 2D-2D temporal matching (which introducelltiple view spatio-temporal constraints in

the tracking process). A nice extension is proposed in |@ifjtegrate contribution of an edge-based tracker



similar to [12, 15]. The work of [39] extends the tracker of[dy integrating contour information in the
case of planar structures. In this latter approach a glabat &inction (that considers both distance to the
edge and difference of intensity) is defined and the Jacdhgrlinks the variation of a homography to the
variation of the feature vector is learnt using the apprqaeisented in [27].

The framework presented in this paper fuses a classical Ibaded approach based on the edge ex-
traction and a temporal matching relying on texture ansliygb a single non-linear objective function that
has then to be minimized. Tracking is formulated in terms fifllescale non-linear optimization. We will
consider within the same framework both a 2D and a 3D traékealing with the 2D tracker, our goal is to
define a unigue state vector that describes both the appeashthe template as well as its edge boundaries.
Considering this state vector, we are able to compute trepeters of a 2D transformation (a homography)
that minimizes the error between a current multi-cue tete@ad the transformed reference one. When con-
sidering a 3D tracker, estimating both pose and cameraagisplent introduces an implicit spatio-temporal
constraint a 3D model-based tracker based on edge featgales df. This general framework is used to
create a system which is capable of treating complex scenesl-time To improve robustness, an M-
estimator is integrated in a robust control law. The resglfjose or displacement computation algorithm
is thus able to deal effectively with incorrectly trackeatigres that usually degrade the performance and

result in a failure.

Figure 1: Tracking issues. (a) estimating the 2D positiormmfobject in the image : its outline can be
determined all along the sequence, (b) retrieving the iposénd the orientation of the object in the 3D
space : the frame of the scene with respect to the camerarnsaést in every image. Both problems are
addressed in this paper using the same hybrid transformasitimation framework.

In the remainder of this paper, section 2 presents the piancif the approach. Two different tracking
issues are addressed in sections 3 and 4 as illustratedureFig The section 3 deals with the estimation

of the 2D object position in the image by applying this geh&amework to the estimation of 2D trans-



formation, a homography. The pose computation issue igidescin section 4 to estimate the pose of the
object in the 3D space, once again using the same framewankll\f- in order to validate this approach
both trackers are tested on several realistic image segs@scwell as used as an input to a visual servoing

experiments. Those experimental results are reportedatioBes.

2 Tracking : general framework

This section is dedicated to the description of the genesshéwork of the algorithm. It is based on a
transformation (either a 2D homography or a 3D pose) esitimadhat exploits image information. This
transformation estimation is first described in subsecfidn After the introduction of different image
information used in this scheme in subsection 2.2, theiofus the proposed framework is explained in

subsection 2.3.

2.1 General 2D or 3D transformation estimation

Whatever the tracking considered, either the estimatioi@®D object position in the image or its pose
in the 3D space with respect to the camera, the process wgliise estimation of a transformation. The
framework presented in this section describes the esbmatiocess of this transformation, disregarding the
model of the transformation.

This transformation is parametrized By parameterg;; stored in a vector. . will be the notation for
the current transformation for the imadje Its estimation relies on the analysis of image featsyte$he
first subsection presents the basis of the estimation ppuedsmtever the image featuresthen its robust
version. Subsections 2.2 and 2.3 will describe the diffeimiage features that will be considered in this
work and their fusion in the transformation estimation psx

The value of the current image featukgs estimated according to; depends on stored dataand on
e

Spe = (e, %) 1)

The observations extracted from the imdgerovide a ground trutk* for these features. The idea is to
determine the transformation parameters that minimizeliffierence between those desired values and the

current onesi.e. to estimateu; that minimizes the erro such as:

A= Z(sit — 5*)? (2)
i=1



If each image feature is stored in a vector= (s',...,s’,... s")", it comes to minimize the error
vectore defined by:

e=s, —s 3)

If an exponential decrease of the error is specified:

é=—)e (4)
where is a positive scalar, one then has:
. Osy, dpy
= ———— == 5
© aut dt © ( )
With Js, = %S:; and% = du, a vector can be computed such as:

o= =\I,, (s —57) ©)

whereJ . Is the pseudo-inverse of the Jacobi&g;”l, in order to update the vectgps at each iteration of
H
the iterative minimization process:

pitt = g @ op (7)

with 9 = 0 until the error is minimized.® is an update operator that depends on the considered trans-
formation. It will be explained later for each case. The fipalis the vector that stores the estimated
transformation.

Since input data are extracted from the images, the prosesanisitive to outliers originating from
noise, occlusions, mismatchingtcand a robust optimization has to be performed [23, 40]. Bogn& can

be rewritten by:
A= Z p(sLt — ™) (8)
i=1

where p(u) is a robust function [23] that grows sub-quadratically asdmionotonically non-decreasing
with increasing|u|. Iteratively Re-weighted Least Squares (IRLS) is a commethod of applying the
M-estimator. It converts the M-estimation problem into guigalent weighted least-squares problem.
The error to be regulated to zero is thus defined asD(s,, — s*) whereD = diag(w1,...,w,) is a
diagonal weighting matrix. The weights;, which represent the different elements of iDematrix, reflect

the confidence of each feature. In our case these weightoameuted using the Tukey M-estimator [23].

In our case since the number of rows is greater that the nuoflmlumns the pseudo inverse of a matAxis defined by:
A+ = (ATA)"*AT" whereA " is the transpose oA.



Tukey’s estimator allows to completely reject outliers gines them a zero weight. A complete description

of the way to computey; is given in [12]. The update of the transformation paranssienow given by:
S = —)\(DJSHE ) D(s,, —s*) 9)

2.2 Visual features

Any kind of geometrical feature can be considered withingreposed framework as soon as it is possible
to compute its corresponding Jacobian malridt is easy to show that combining different features can be
achieved by adding features to vectoand by “stacking” each feature’s corresponding interactitatrix
into a large interaction matrix of sized x 6 wheren corresponds to the number of features aritheir

dimension:
st Ja

S = : = : o =Jdsu (10)
" Jon
The redundancy yields more accurate result with the cortipotaf the pseudo-inverse df as given in
equation (6). Furthermore if the number or the nature ofaligeatures is modified over time, the interaction
matrix J and the vector erras is easily modified consequently.

Two kinds of visual features will be considered in this woddge-based and texture-based features.

Their description is given in the following paragraphs.

Edge-based features In this case, the visual featuregare composed of a set of distancks(see Figure 2)
between local point featurgs; obtained from an edge-based tracker (described in appe&idand the
contours of the objedt. In this case, the desired valsgis zero. An assumption is made that the contours
of the object in the image can be described as piecewise eganents or portions of ellipses. All distances
are then treated according to their corresponding segmestiifgse.

Minimizing (2) using only such features comes to minimize:
A=Y (di(p}Cu))? (11)
i=1

whereC,,, denotes the geometrical features that outline the objettboo estimated according to the current
transformation parameters. Note that the parameters of the object contours observéiekiimage do not

need to be estimated.
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Figure 2: Edge-based tracking

Point-to-contour distances avoid a matching step thatdessary to algorithms that estimate the motion
by minimizing a point-to-point distance. As an example, hie tterative Closest Point algorithm [17],
at each iteration of the minimization process, point maighinust be performed before estimating the
transformation parameters.

An edge-based tracker is fast, effective and robust to ithation changes. However, it is mainly a
mono image process. As a consequence, if the geometricatdsacan not be accurately extracted without
any ambiguity, the tracker may lack of precision. This sinsi to the textureness of the object or the

background may lead to jittering effects or even divergence

Texture-based features Second type of features are grey levélsp) that describe the pattern of the
object in imagd;. With the constant illumination assumption, the desireldes of such features is given
by s* = I;(p.;) = lo(po) and the current value of the featuresspy = I;(p,,)-

Minimizing (2) using only such features becomes:
A=Y (L(p},) — Io(ph))* (12)
=1

The initial samples extracted from a reference imbagare chosen following the Harris criteria to select
locations that will give some reliable information aboug timotion. Indeed, the Jacobian matrix of such a

feature depends on the image spatial gradiehaind the Jacobian matrix of the point location:
Js,, = VI(pu,) Ip,., (13)
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A small camera motion with respect to the object can lead aogelimage intensity change. To avoid the
systematic elimination of the most interesting points ef plattern, the image gradient is taken into account
in the weight computation. Indeefi,VI || is a good measure of reliability of the point. The lar§ev I ||,
the more significant the measure of the intensity differefmpzt) — Ip(ph). So we prefer to consider

the intensity difference weighted by the norm of the spatiténsity gradient: the following normalized

Iy(pj., ) —To(P))
IV Io(p)ll

normalizations are used in [25, 41].

vector(. . ., ,...)T is used to compute the M-estimators instead of the ejror- s*. Similar

If only texture-based features are exploited in the framrwm estimate the transformation, the process

is relatively robust if the object is textured. It is howegensitive to scale and illumination changes.

2.3 Merging features

As already said, any kind of features can be considered iprésented framework. Using equation (10) not
only enables to consider several features but also seypes bf features of different nature. If there afg

edge-based featuresg( point-to-contour distances) amd texture-based featureisd, grey level samples),

one has:
sl
s = : (14)
SNc+Nt
where:
. [ di(®.C) if i<N,
s ‘{ Lp) if i>N, (15)

Merging two different types of features is quite simple. Hweer one must care of the order of mag-
nitude of each one. Indeed, a point-to-contour distancarisrhaller than an intensity difference and thus
the edge-based features may have not enough influence orirteization process. As a consequence, a
normalization is performed respectively on each errorargcine storing the edge-based error, the other the
texture-based error) before stacking them in equationy8h ss each of their terms belongs to the inter-
val [—1; 1]. This is done by computing the maximal absolute value of therg associated to the edge-based
(resp. texture-based) features and dividing the erroovestsociated to the edge-based (resp. texture-based)
features by this maximal value.

The tracking framework described in this section applieglitberent kinds of features as it has been said
but also for various transformation models. The two nextiees will be dedicated to two cases. Section 3

deals with the estimation of the object position in the image relies on a 2D transformation estimation,



more specifically a homography estimation, and section B thi camera pose/displacement computation.

In each case, details about the image features and thebidaaoatrix are given.

3 2D tracking: Homography estimation

Here, we consider 2D tracking and therefore the problem éstinate the position of the object in a video
sequence. We work there in the 2D space of the images, therif® process relies on the estimation of a
2D transformation.

Different types of models have been studied in the litemtpure translation, affine, homograpleyg.
The most generic transformation for a planar structure isradgraphy since it is able to account for the
full 3D motion of such a structure.

In the case of an homographic model, the points of an imagkndet to those ones of another image

of the same planar structure by a 3 matrix H :

Puy X Hp/lt—l (16)

Therefore, there are nine parameters to be estimated such as

H = (#07“'7#8) (17)
and:
Ho M1 M2
H=| p3 pa ps (18)
He M7 {8

and if Hf’“, H/ andéH; denote respectively the homography matrices obtained ﬂ{ﬁrﬁ, p¥ anddu as

defined in equation( 7), the update operator is given by:
Hi ! = HF 6H, (19)

The transformation being defined, the image features carope pnecisely described and their Jacobian

computed.

3.1 Edge-based features

Let us recall that the edge-based features are point-tgpulistances and that using only such features

comes to minimize (11). If we cal; the geometrical feature parameters describing the catuthe

10



general analytical form of the Jacobian matrixspf is:

ad 1 (pt,Cp, ) O€;
Js, = R 20
; e o (20)
The 2D tracking has been implemented for two classes of cositpiecewise linear contours, described
by lines and curved contours, described by NURBS. The approsed to extract this low level information

is described in Annex A.

Lines. Inthis case, the parametersare the three coefficients,, , b, andc,, that define the line according

to the current 2D transformation parameters by:
Ty, + Yiby, +cpy =0 (21)

wherep; = (x4, y;) is a point belonging the line. In the previous image, thisteonis represented by the
estimated coefficients;, ,, b;,_, andc;, .

The features,, is given by:

Tiay, + yib,, +c
S :dJ_(pt;Cm) _ Ty YtOp, i (22)

r
wherer =, /a2, + b2 and its Jacobian matrix:

3 _ wtr—ade_J

s a
Iz 742 Iz

Jp +-J

Y r— by, d) 1
r2 = it r Cpy (23)

withd, = d, (p¢,C,,) to simplify the notations.

Ja,,Jv,, andJ.,, are the respective Jacobian matrices,f b, andc,,. They are detailed in Annex B

Qpy ) " Op

as well as the update Gf:; along the sequence.

NURBS. In this case, the parametess are the coordinate€); = (ai,ﬂi)T and the weightsv; of the

control pointsQ; of the NURBS which is defined as follows [42]:
C(s) = Rip(s)Qi (24)
=0

R, , are the rational basis functions, they are piecewise raltimmctions ons € [0; 1] defined by:

Ni,p(s)wi

Ripls) = >0 Njp(s)w;

(25)
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N; , are the B-spline basis functions, they are piecewise polggiunctions ors € [0;1]. The NURBS are
more general curves than B-splines, their main advantaigg tieeir invariance to perspective transforma-
tion thanks to the weight associated with each control pairthe curve. A NURBS is therefore updated
from an image to another simply by applying the homograptaagformation to its control points [42]
considering the weights as their third homogeneous coatelin

The distance between a point and the curve is approximatekebgiistance between the point and the
line tangent to the NURBS. The minimization problem is thinilar to the piecewise linear outline case
since a distance between a point and a line is consideredsélbetion of the points to be tracked is such as

there is the same number of points for each span of the NUREBS|yespread.

3.2 Texture-based features

As said in section 2, the texture-based features are saropld® grey levels of the object pattern and
minimizing (2) with only such features comes to minimize)(1Phe reference image is the image in which
the initial sampling is performed in the first image of theismure.

The general form of the Jacobian matrix is given by (13) andguél6),J;,, is given by:

Jp — 1 < Lh—1 Y 1 0 0 0 TP 1Ty T Yp 1 Ty > (26)
H Wiy 0 0 0 Lh—1 Y 1 Lo Yue T Yp—1Ype
The texture-based 2D tracker is similar to the work propdsg@0] and extended to homography estimation

by various authors such as [2, 8, 28].

4 3D tracking : camera pose/displacement computation

In this section, the general framework will be applied fae flose computation problem. Now the tracking
is performed in the 3D space and requires a 3D model of thebbjbe position and the orientation of the
camera with respect to the scene has to be determimedjx parameters: three for the position and three
for the rotations of axes. It is supposed the intrinsic patansé are available but it is possible, using the
same approach, to also estimate these parameters. Onatus=-Nt,,t,,t., 72,7y, 7).

The pose matriXtM,, (obtained fromu) links the 3D feature¥'P of the object, expressed in the world

frame, to their projectiomp in the image by:

p = pre(“ My, Py) (27)
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wherepre(““M,,,"” P;) is the chosen projection model. For a point with a simple ger8ve projection
model, we have:

p =K “M, “P (28)

whereK is a projective matrix obtained from the intrinsic paramete
If «“MF+1, «M* andép denote respectively the matrices obtained fraf!, 1 anddy as defined in

equation (7), the update operator is given by:
Mt = M el (29)

whereel’"l is the exponential map of SE(3) &f computed using the Rodrigues’ formula (e.g.[34], p. 33).
du can be seen as a virtual camera velocity and the pose/dispéatt estimation as the process that
enables a virtual camera to align the observation in the @weith the projection of the scene in its image
plane [12, 37]. To illustrate the principle, consider theeaf an object with various 3D featur®&s(for
instance’P are the 3D coordinates of object points in the object frarAe)irtual camera is defined whose
position and orientation in the object frame is definedubyThe approach consists of estimating the real
pose or displacement by minimizing the ertdrbetween the observed dataand the current valug, of

the same features computed by forward-projection accgiithe current pose/displacement:
A= (sl —5") (30)
=1

In this formulation of the problem, a virtual camera (iniyaat ;) is moved using a visual servoing
control law in order to minimize this errdk. At convergence, the virtual camera reaches the pdsehich
minimizes this errory* is the real camera pose we are looking for.

As it will be seen, the edge-based features enable to pedgose computation while the texture-based

features are more suitable for a camera displacement aistimtaut it will be shown it is the same problem.

4.1 Edge-based features

When edge-based features are considered, the pose compiggierformed as in a classical model-based
tracker [12, 15, 32]. The approach consists of estimatieg¢lal camera pose by minimizing the ertor
between the observed dataand the positiors,,, of the same features computed by a forward-projection

according to the current pose:

n

A= (pre(u Py) - s*")2 =" (dL(p},Cu))” (31)
=1

i=1
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wherepr¢(u," P) is the projection model according to the intrinsic paramsegeand camera pose, s* =
d (p},C;) = 0 as said in section 2 and, = d_ (p},C,, ), C,, being computed by the projection of the 3D
model in the image according to the current pose paramgier&t convergence, the pose minimizing the
error A is assumed to be the real one.

The derivation of the interaction matrix that links the aion of the distance between a fixed point and
a moving straight line to the virtual camera motion is nowegiy12]. In Figure 3p is the tracked point and

1(w) is the current line feature position.

an

I(Mt)

y

Figure 3: Distance of a point to a straight line

The position of the straight line is given by its polar cooaties representation,
xcosl +ysinh = p,V(x,y) € 1(n), (32)

The distance between poiptand linel(x) can be characterized by the distante perpendicular to the
line. In other words the distance parallel to the segmens dme hold any useful information unless a
correspondence exists between a point on the lingpafwhich is not the case). Thus the distance feature
from a line is given by:

dy = d1(p,1(n) = p(l(w)) — pa; (33)
where

Pd = Tqcos + ygsin 6, (34)

14



with x4 andy, being the coordinates of the tracked point. Thus,
dy = p— pa=p+ab, (35)

wherea = z4sin 6 — yq cos 6. Deduction from (35) gives the Jacobian related;toJ;, = J, + aJy. Jg,

can be thus derived from the Jacobian related to a straighgliven by (see [16] for its complete derivation):

Jg = [ Xgcosf Ngsin® —XNgp PCOSy —psing -1 (36)
J, = [ AcosO Nsinf —X,p (14 p*)sing —(1+p?)cosf 0 ]

where)\y = (AQSng-BQCOSg)/DQ, )‘p = (AngOSQ—l-szSin@—l-Cz)/Dg, andAs X+ByY+CsZ+Dy =0
is the equation of a 3D plane which the line belongs to.

From (35) and (36) the following is obtained:
[ Ad,COSp
Ag;sing
—Ad,P
(14 p?)sing — apcosy
—(1 + p*)cosy — apsing
—Q

; (37)

wherelg, = A, + aXg.
4.2 Texture-based features

As said in section 2, the texture-based features are saropld® grey levels of the object pattern and
minimizing (2) with only such features corresponds to miaing (12)).

The geometry of a multi-view system (or of a moving camerajoniuce very strong constraints in
feature location across different views. In the generagctiee point transfer can be achieved considering
the epipolar geometry and the essential or fundamentaigeat(see, for example, [22]). In this paper we
restrict ourselves to the less general case where poirdféracan be achieved using a homography. Since
any kind of 3D motion must be considered, this means thatekteite lies on a plane in the 3D space. We

first suppose that the object is piecewise planar and theagelthis assumption.

Planar structure. This case is quite similar to the 2D case but the homographgviscomputed from the

camera displacement parameters [22]:

p: x K™ “H,, K pyg (38)
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with:

Ctt
“H, = %R, + dco ng (39)
0

whereny andd, are the normal and distance to the origin of the referenceeptxpressed in the camera
reference frame*R., and“t., are respectively the rotation matrix and the translaticctorebetween the

two camera frames.

Non-planar structure. Inthe case of a non-planar structure, the point transfergiy (38) becomes [22]:
p; < K™ “H,, K po + focy (40)

where“H,, is the homography induced by a reference planas seen previously, the scaldy is the
parallax relative to the homograpfyH,, andc; = K “t., the epipole projected onto the imahen pixel
coordinates 5, may be interpreted as a depth relative to the plane

_ do — ng (ZoK'po)
Zo do

Bo (41)

with Z, the depth coordinate of the 3D point associated witlexpressed in camera frame 1. Asdepends
only on parameters expressed in the camera reference fitarae be precomputed. The value4fis given

by the intersection of the 3D structure and the ray passirauth the camera center apg.

Jacobian matrix. Independent of the object shape, the Jacobian mayjxis estimated using (13) with:

[ fa 0 -+ 0
we = (60 )(F 4

From displacement estimation to pose estimation. The texture-based 3D tracker presented here relies

Ty —(1+2%) vy
WPy L) e

N[=N[&

on the camera displacement parameters. However, estgrthBrcamera displacement or its pose is similar
since a virtual camera velocity: is computed, which is equivalent if the camera p©dd,, in the reference
imagely is known, since:

“My = “M,°M,, (43)

Combining both approaches allows to introduce a spatigtead constraint in the pose estimation by
considering information in the current and past images &edunderlying multi-view geometrical con-

straints.
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Multiscale model. The displacement estimation has been presented for tweesdggndI;. In practice,
I, is the current image for which the camera pose has to be déstirmadl; a reference image of the tracked
plane. There is a reference imakyg for each planer; with texture to track on the object. In the case of a
piecewise planar structure, there are then as many reemerages as planes, such as the plane is not too far
from a fronto-parallel position with respect to the imagen@. If it is a non-planar structure, it is necessary
to cover the whole object. Such a set of images is also usetBin fiowever, the features extracted from
these images is different (points locatiorersusgrey levels). The model of the object is then composed
of the CAD model for the edge-based part of the tracker anddfexzence images for the texture-based
one. A pose computation is performed for each referenceemamg the edge-based model-based tracker
to get the plane parameters with respect to the camera fraeded in (39) and the depth computation.
The homographies needed to transfer the points are computgth step for each plane following (39).
Because of (43), they all depend on the same pose parameteby aonsequence tracking different planes
is not an issue.

If several planes are tracked, the number of grey-level t&smger plane must be updated at each im-
age since the visibility of each plane changes. If therenargrey level samples to be considered in the

minimization process, the number of grey level samplgeselonging to the plane; to be involved in the

minimization process i8;, = anai a; whereq; is the area of the plang; in the imagea; being equal to

0 if the planer; is not visible. For each reference image,points are subsampled following a trade-off

between the Harris criteria and covering as much as postiblevhole pattern to enforce the robustness
of the tracking [44]. In Figure 4, an example is given for eablfect tracked in the experiment Section.

Depending on the visibility of the plane, a set of these samplill be updated and tracked following the

rule given above.

Figure 4: Texture model for a face of: (a) a rice box, (b) a DMiX Joc) a ball

This model of the object patterns enable to depict its texiess for a given camera-to-object distance

17



interval. A pyramid of reference images will be now introdddo represent the grey levels that best describe
the object for larger distances. From the reference inlggassociated with a plang, K imagesI’gi are

built using a Gaussian filter and a sub-sampling step. In]a.g'e obtained from imagé’gi‘1 by:
I =[G (44)

where f is the sub-sampling functionG a Gaussian filter ane the convolution operator. The bottom of
the pyramid is given by the reference image = I},. Only one of the image%i will be tracked if the
planer; is visible. The choice is simply based on the current disd®tween the object and the camera. As
we assume that the reference images are not too far from tafpamallel position with respect to the image
plane, ifa is the object distance from the camera for image then the distance;, = 2*« is associated
with imageI’gi. The comparison with the current distance allows to seteztimage that is the nearest to
the current one. Figure 5 shows a pyramid obtained for a fatteedVD box. The Harris selection will be

performed for each image of this pyramid.

Figure 5: Pyramid obtained for a face. (a) Level 1, (b) Levdc?Level 3

5 Experimental Results

This section presents some qualitative and quantitatiselteefor the homography estimation and the pose
computation. In each case, experiments have been perfaonedidate the efficiency of the tracker which
is then applied to visual servoing positioning tasks [1§, 24sual servoing aims to control a robotic system

such as it realizes a given task by exploiting the inforrmaéigtracted from the images acquired by a camera.
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The precision of the tracking is therefore a key point of thecess or failure of such a task.
Each experiment is performed using i) the edge-based &atiirthe texture-based features and iii) their
integration hybrid tracker. The edge locations and/or éxéure points used in the minimization process are

displayed in the first image of each sequence.

5.1 Results on homography estimation

To begin with, experiments have been performed to validageefficiency of the tracker. The two first
experiments test the tracker on objects whose contours adeled first by lines and then by NURBS. It is
then applied to visual servoing tasks.

In each experiment red crosses are used for inliers and greenfor outliers. Blue crosses are used for
edge locations that are not sharp enough and therefore edtiushe tracking process. The object position
in each image is given by the current outline in red. During ¥isual servoing experiment, the desired

position is described by the green outline.

5.1.1 Video sequences

Tracking a piecewise linear object. In this experiment, a video sequence is captured. The tdaahect

is outlined by four lines. The edge-based tracker divergete qquickly (see Figure 6(b)), mistaken by
the neighboring sharp edges and the texture-based traokdy sirifts (see Figure 6(a)), especially when
occlusions occur. However, the complementarity of the twamlk of features and the robust estimation
process enable the hybrid tracker to succeed (see Figue 6(t Figure 7, one can see the occluded parts

are well-detected and withdrawn from the minimization bgpw tonfidence weight.

Tracking a curved-shaped picture The framework has been applied to objects outlined by a NURBS
described in this section. Figure 8 is an example of suchckdra The object to track is a picture of an
apple. The challenge here is to obtain an accurate conttigchvs quite difficult due to the background and
the shadow. Once again, the only tracker that succeed<tottra object is the hybrid one (see Figure 8(c)).
The edge-based is misled by the shadows that are very nesrathabject outline and ends to be attracted
by texture in the neighborhood and the texture-based offits dn one side. As previously, the selected
features are shown in the first image. The red crosses arbdanliers ones and the green crosses for the

features considered as outliers.
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Figure 6: Tracking a planar structure. Images for: (a) thheute-based tracker, (b) the edge-based tracker
and (c) the hybrid tracker. The green crosses are pointgiatst with features considered as outliers (due
to noise, occlusions or shadow) and the red ones are for lieesimnes. Blue crosses are used for edge
locations that are not sharp enough and therefore not usthe itmacking process. The hybrid is the only
one that succeeds to track the object, although significasiisions occur.

Figure 7: Tracking a planar structure. Example of an ocolusletection. The green crosses are points
associated with features considered as outliers (due $&nocclusions or shadow) and the red ones are for
the inliers ones. Blue crosses are used for edge locatiahaté not sharp enough and therefore not used in

the tracking process.
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Figure 8: Apple sequence: NURBS tracking. Initial and fimahges. The hybrid tracker (c) succeeds to
track the object while the two other ones fail((a) and (b)heTgreen crosses are points associated with
features considered as outliers (due to noise, occlusiosisanlow) and the red ones are for the inliers ones.
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5.1.2 Others experiments : outdoor environment and signifiant motions

The tracker presented in this paper has been tested in sarimulitions: hand-held moving objects, camera
mounted on a robogtc Outdoor environment has also been studied, for examptad& & building facade
as in Figure 9. Attention has also been paid to significanionstas shown in Figure 10 where the maximal

motion of the object during the experiment is displayed.

Figure 9: Outdoor environments. The scene, rich in contandstexture, is made of planes and therefore,
the hybrid algorithm is an effective one for such an appiicat
5.1.3 Visual servoing positioning task based on image momen

The task, here a positioning task, is specified by a set ofatb&aturesc* associated to its desired position
in the image. The velocity of a camera mounted on the endteff®ef a 6 d.o.f robot is controlled such that
the error between the desired featuxésand the current value of the featusegets minimized. The camera

velocity v that is computed to move the robot is such as:
v = - ALyt (x — x¥) (45)

whereLy is the interaction matrix related t (which links the motion ofk in the image to the camera
velocity: x = Lyv).

In this experiment, image moments are used in the controtdeachieve the task [9]. We then have:

X = (xg’ygva’vapyve) (46)

wherez, andy, are the coordinates of the center of gravity of the objedts area its orientation in the

image,p,, andp, depending of moments of order 3 as described in [9]
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Figure 10: Significant motions. The merging of contour-laaed texture-based results in an approach that
is more robust to large motions. Sudden increases or desredthe object motion in the image are also
considered in this experiment.
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The first experiment will show the accuracy of the positigniask although significant occlusions occur
when using the hybrid tracker and the second one comparasdtsacy to a single-based one when both

succeed to track the object.

Visual servoing with occlusions. In this experiment, the task is performed four times: onceesd the
output of each tracker when no occlusion occurs and once sg#ést the output of the hybrid tracker when
multiple occlusions occur.

The initial and final images of the experiment performed wuthocclusion are shown in Figure 11.
One can see the tracking was not successful in the singleamas.c Although the tracker proposed in this
paper is slower than the single-cue trackers (near videnfoatthe hybrid tracker and the texture-based
one, three time faster for the edge-based tracker), theiexpets show that it is better than the single-cue
ones. Using only intensity information is not accurate eytobecause of the object scale changes during
the experiment and because of the poor texture in the arethe q@iattern where the drift begins. In such

cases, the edge-based features are important to adjustwmnetely the object position in the image.

(a) texture-based (b) Edge-based (c) Hybrid

Figure 11: First 2D visual servoing experiments withoutlesion. Green rectangle: desired position of
the object in the image. Initial and final images. Only therty/tiracker performs a good tracking. The
edge-based tracker completely diverges and the textuwedbane lacks of accuracy.
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Some of the intermediate and the final images of the expetipenfiormed with occlusions are shown
in Figure 12. The green crosses are points associated veithrés considered as outliers (due to noise,

occlusions or shadow) and the red ones are for the inlier. oH&tden edge locations are represented in

blue. One can see that the occluded parts are well detected.

Figure 12: First 2D visual servoing experiment with ocansi. Green rectangle : desired position of the
object in the image. The green crosses are points assoeiétedeatures considered as outliers (due to
noise, occlusions or shadow) and the red ones are for tleedrnes.

The output of the hybrid tracker enables a good behavior ®fcdmera and the positioning task is
correctly achieved. In Figure 13(a), the evolution of theneea velocity is shown, as well as the error
between the desired features and the current ones in Fi§(iog TThe camera displacement is smooth and
the accuracy of our tracker enables to achieve a very goatiqmisg. In Figure 14, the desired position
and the two final ones (without and with occlusions) obtainsithg the hybrid tracker are presented. The
positioning is well achieved in both cases: the error on Hmaeara pose is below 1 degree on rotation and 5
mm on translation when no occlusion occurs and below 1.5e@egm rotation axis and 10 mm on translation

when occlusions occur.

Second visual servoing experiment. In this experiment, contrarily to the previous one two texsksuc-
ceed: the texture-based one (see Figure 15(a)) and thedhyei (see Figure 15(c)). The servo-control
task has been stopped in the case of the edge-based casthsitreeker completely diverges without any
chance to recover (see Figure 15(b)). Although the texbased tracker succeeds to track the object, the
hybrid tracker achieves the positioning task with a betteusacy. As shown in Figure 16, the final camera
position obtained with the hybrid tracker is closer to thsidel one than the one obtained by the texture-
based tracker. Furthermore, the velocity of the cameraddpénds on the output of the tracker is noisier

when using this latter one (see Figure 17).
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Figure 13: First 2D visual servoing without occlusion usmg hybrid tracker. (a) camera velocity, transla-
tion velocities are iem /s and angle velocities idegree/s, (b) error in the image of each visual feature

| Axes [t [ty |t [ v [ry [ 72 ]
\ Desired pose | 40.3| -5.1[30.0| 17.8] 0 |5.2]

Final pose without occlusion(a) 40.9|-5.1129.9|184| 0 |47
Motion from this pose to the desired one0.6 | -0.6 | -0.1 | -0.6 | -0.2 | 0.5

Final pose with occlusions (b) 41.4|-49|30.0| 18 |-0.2| 4
Motion from this pose to the desired one-1.1 | -1.1| -0.1 | -0.2 | -0.2| 1.2

Figure 14: First 2D visual servoing using our hybrid trackéesired and final positions (a) case without
occlusion, (b) case with occlusions,, t, andt, are incm while r,, r, andr, are in degrees.
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(a) texture-based

(b) Edge-based

\

(c) Hybrid

Figure 15: Second 2D visual servoing experiments. Gredanmgle: desired position of the object in the
image. Initial and final images.The texture-based and thwmidhytracker perform a good tracking. The

edge-based tracker completely diverges.

Axes ‘ ts ‘ ty ‘ t, ‘ Ty ‘ Ty ‘ T, ‘

\ Desired pose [8.0]-19.1]17.9] 90.3] 0.3 | 0.0 |
Final pose with the texture-based tracker (8.3 | -21.2| 17.5| 91 | 0.9 | 2.1
Motion from this pose to the desired one 0.3 | 2 04 |-07| 21]-06
Final pose with the hybrid tracker (b) | 7.9 | -18.7| 17.9| 90.2| 0.4 | -0.5
Motion from this pose to the desired one 0.3 | -0.3 0 0.1|-05|-01

Figure 16: Second 2D visual servoing: comparison of the finaltioning: desired and final positions: (a)
texture-based tracker, (b) hybrid trackeg, ¢, andt. are incm while r,, r, andr, are in degrees. The

hybrid tracker is more accurate than the texture-base#ldrac
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Figure 17: Second 2D visual servoing: comparison of the camelocity. (a) texture-based tracker, (b)
hybrid tracker. Translation velocities are dm /s and angle velocities idegree/s. The camera velocity
with the texture-based tracker is noisier, which is sonmgtho be avoided.

5.2 Results on pose computation

As in the 2D case, some experiments will be first performedatigate the efficiency of the tracker and then
its reliability will be shown in visual servoing experiment

Blue crosses are used for inliers and green ones for outliélexk crosses are used for edge locations
that are not sharp enough and therefore not used in thernigapkocess. The object position in each image
is given by the current outline in green. During the visualvsig experiment, the desired position is

described by the red outline.

5.2.1 Video sequences

Tracking a box. In the considered image sequence, tracking the rice box enacomplex task since
the object achieves a complete rotation. Therefore, tharkesto be tracked change as some faces appear
or disappear. If the tracking begins to drift, it may be difficto rectify the error, all the more that the
light positions lead to big specularities and the backgdoismquite complex. The object contours are
permanently partially occluded by the hands or hardly lésithe edge-based tracker ends to lose the
object (see Figure 18a). The object scale in the image iserdiit from the one in the reference images,
consequently this leads the texture-based tracker toddrack the object quite quickly (see Figure 18b).
However, even if each single-cue trackers were not suffidmma good tracking in this image sequence,
their fusion in the hybrid tracker enables to track the dlgecrectly (see Figure 18c).

The camera pose parameters evolution is shown in Figurerid®éha evolution of the number of grey
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Figure 18: Rice box sequence. Images for (a): the edge-liemsabr, (b): the texture-based one, (c): the
hybrid one. Only the hybrid tracker succeeds to track ctlgréice object all along the sequence, despite the
specularities and the misleading environment. The gresl amples are represented in the first image by
blue crosses and the edge location by red points.

level samples used in the control law per face in Figure 18les& curves are quite smooth and the output of
the tracking is not prone to jittering. Let us note that thgpobbeing hand-held, the evolution of the pose is
not regular. Figure 19c shows an example of specularityrieeér has to deal with. The grey level samples
in the concerned area are considered as outliers by theiMagsts (they are drawn in green whereas the
inliers are in blue) as well as a few ones in the top of the dlgeeered by the shadow due to the hand. The

hybrid tracker runs at an average rate of 25 Hz (see Figure 19d

Tracking aball. The difficulty of this experiment is to track a sphere whicisea some illumination prob-
lems (permanent specularities,...). The contour-baseker (Figure 20(b)) succeeds to track the contour
of the ball but gives no information about the ball orierdati One can see the frame linked to the object
remaining to the same place. The texture-based trackeur@-20(a)) succeeds to track the object for a
while but ends to lose it due to the illumination changes. Aytarid tracker gives the full information about

the ball position and orientation during the whole sequdragure 20(c)).
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5.2.2 2 1/2 D visual servoing experiment

Figure 22 presents a first example of 2 1/2 D visual servoigk. ten this case, the visual feature vectois
selected ast, =, y, fu,) wheret, expressed in the desired camera frame, is the transldtarte camera
has to realizex andy are the coordinates of an image point, #hd is the third component of vectétu
(wheref andu are the angle and the axis of the rotation that the cameraaalize).t andfu are directly
computed from the current estimated pose and the desired one

Similarly to the first VS experiment with the 2D tracker, thgbtid 3D tracker is able to perform an
accurate positioning task while the two others trackeis fai Figure 23(a), the evolution of the camera
velocity is given and Figure 23(b) shows the task error desing. This leads to a precise positioning: the
desired pose and the obtained one are given in Figure 24.ridreirethe positioning is below 1 cm for the
position parameters and 1 degree for the orientation ones.

A more complex object is considered in the next experimehe damera has to turn around the object
to achieve the positioning task, which makes some partseobltifect disappearing/appearing as illustrated
in Figure 26. The experiment has been performed with eackdravithout occlusion. The texture-based
tracker fails immediately as the robot motion is quite digant at the beginning (see Figure 25(d)). The
edge-based (see Figure 25(b)) and the hybrid tracker (geed=25(c)) both succeed to track the object and
enable a precise positioning of the robot as presented im&RB. However, when other objects occlude the
tracked one or are very near, the edge-based tracker dnifesithe edges outlining the neighborhood mistake
the pose estimation (see Figure 25(e)). However, the hytaiker is not sensitive to these occlusions and
succeeds to track the object all along the positioning tes& Figure 25(f)).

One can see in Figure 27 that the hybrid tracker enables @&propot behavior even though the robot
motion is quite fast at the beginning, and leads to an aceagitioning (see Figure 28). Whether there are
occlusions or not, the error in the positioning is below 1 emthe position parameters and 1degree for the

orientation ones.

6 Conclusion

From two classical model-based trackers, a new hybrid osdban built, exploiting both edge extraction
and texture information to obtain a more robust and accysate computation. The integration of the

texture-based camera motion estimation in the edge-basedra pose estimation process enables a robust
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Figure 19: Rice box sequence. (a) camera pose paramedeggp(btion of the number of grey level samples
per face used in the control. The hybrid approach succeadskirtg without jittering, which is illustrated
by the smoothness of these curves. (c) example of speguldtie outliers are displayed in green and the
inliers in blue for the grey level samples or red for the edgations. (d) evolution of the time tracking
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Figure 20: Ball sequence. Images for (a): the texture-btreetter that succeeds to estimate correctly the
whole pose parameters for a while, (b): the edge-basederratke reference frame remains still in the

image since the ball rotation is not observable using orgyettige information, (c): the hybrid one. Only
the hybrid tracker succeeds to track correctly the objéetlahg the sequence, despite the specularities and

the misleading environment.
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Figure 21: Ball sequence. Camera pose parameters for (a}tedged tracker, (b) hybrid tracker. As the
ball is rotated, the edge-based tracker detects no motibe.hybrid tracker can estimate fully this motion
thanks to the texture information.

(b)

Figure 22: First 2 1/2 D visual servoing experiment, inigald final images for (a) the edge-based tracker,
(b) the texture-based one, (c) the hybrid one. The desiemsp (current) position of the object in the image
is given by the red (resp green) drawing. Only the hybridkeasucceeds to track the object and achieve a
accurate positioning since the edge-based one driftdea litt
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Figure 23: First 2 1/2 D visual servoing experiment usinghilerid algorithm. (a) Evolution of the camera
velocity (mm/s and deg/s) (b) Evolution of the error.

| Axes L te [ty [ £ [ ra [ 1y [ 7 ]
\ Desired pose [ 56.1]50.8] 11.0] 10.7 | 42.9] 0.0 |
Final pose 55.4| 50.6| 10.8| 10.2| 42.8| 0.9

Motion from this pose to the desired ofjle0.1 | 0.8 | 0.5 | -0.1 | 0.2 | -0.6

Figure 24: First 2 1/2 D visual servoing experiment usinghyierid algorithm. Desired camera pose and the
obtained onet,, t, andt, are the position parameters in cm andr, andr,, are the orientation parameters
in degrees.
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Figure 25: Second 2 1/2 D visual servoing experiment, In{fisst row) and final images (second row
without occlusion, third one with occlusions) for (a) thegeebased tracker, (b) the texture-based one, (c)
the hybrid one. The desired (resp current) position of theatlin the image is given by the red (resp green)
drawing. The hybrid tracker and the edge-based trackeresdcto track the object and achieve accurate
positioning even if the object is not occluded. However wbenlusions occurs, only the hybrid tracker
enables to achieve the task with a good accuracy.
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Figure 26: Second 2 1/2 D visual servoing experiment usiadnitiorid algorithm. Evolution of the visibility
of the faces of the object. Appearance and disappearanbe tdd¢es do not disturb the tracker.
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Figure 27: Second 2 1/2 D visual servoing experiment usirghybrid algorithm. (a) evolution of the

camera velocity (m/s and rad/s) when no occlusion occujse\blution of the error when no occlusion
occurs,(c) evolution of the camera velocity (m/s and ragfsn occlusions occur, (d) evolution of the error
when occlusions occur. The hybrid tracker enables a smodbitt motion and a good positioning, whether

the object is occluded or not.

36



| Axes Lote [ty 1 te [re [ ry [ me |

\ Desired pose | -41.7] 53.0] -35.4] 21.3| 50.7 | 0.0 |

Final pose with edge-based tracker without occlusipng2.4 | 53.2| -36.2 | 21.5| 50.2| 0.2
Motion from this pose to the desired one 1.1 {01} 07 |03 05| O

Final pose with hybrid tracker without occlusions| -41.7 | 53.5| -35.5| 21.3| 50.5| 0.1
Motion from this pose to the desired one 0.1 | -04 0 0 02| O

Final pose with edge-based tracker with occlusions-41.7 | 53.7 | -43.2| 24.1| 48.6 | -1.6

Motion from this pose to the desired one 28 | 18| 81 |-16| 15| 1.8
Final pose with hybrid tracker with occlusions | -41.3| 53.3| -35.4| 21.3| 50.8| O
Motion from this pose to the desired one -0.5 | -0.3 0 0 |-01] O

Figure 28: Second 2 1/2 D visual servoing experiment usieghttbrid algorithm. Desired camera pose
and the obtained oné,, ¢, andt, are the position parameters in cm andr, andr, are the orientation
parameters in degrees. If no occlusion occurs, the edgedlzasl the hybrid trackers both enable an accurate
positioning. However, only the hybrid one remains effextivhen occlusions occur.

and real-time tracking. M-estimators are added in the tngcrocess to enforce the robustness of the algo-
rithm to occlusions, shadows, specularities and mislepdackgrounds. The effectiveness of the proposed
approach has been tested on various image sequences aimiwsitial servoing positioning tasks.

We are now interested in extending this spatio-temporaking to texture lying on other non-planar
structures to track a wider range of objects. As any impremnn the treatment of a kind of feature in the
tracking process leads also to a better hybrid tracker, s@stldy a model of the textured plane to enforce

the robustness to illumination changes.
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A Edge extraction

When dealing with low-level image processing, the contaressampled at a regular distance. At these
sample points a 1 dimensional search is performed to thealaithe contour for corresponding edges. An
orientedgradient mask [6] is used to detect the presence of a singlaoar. One of the advantages of this
method is that it only searches for edges which are alignéldeirsame direction as the parent contour. An
array of 180 masks is generated off-line which is indexeamating to the contour angle. This is therefore

implemented with convolution efficiency, and leads to figak performance.
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More precisely, the process [6] consists of searching fictirresponding point; ; in imageI‘*! for
each pointp; (see Figure 29). A 1D search intervie;, j € [—J, J]} is determined in the directiof of
the normal to the contour.For each poift in the list L, and for every entire positiofy);, we compute
a criterion corresponding to the square root of a log-li@did ratio¢’ [6]. The latter is nothing but the
absolute sum of the convolution values, computed @nd@; respectively in images’ andI**!, using a

pre-determined mask/s function of the orientation of the contour. Then the new posip,.; is given by:

Qj = arg max (; with ¢ =| Iy * Ms + I ) * M | (47)

)

v(.) is the neighborhood of the considered pixel. In this papemiighborhood is limited to ax 7 pixel
mask. It should be noted that there is a trade-off to be matigelea real-time performance and mask
stability. Likewise there is a trade-off to be made betwdmngearch distance, real-time performance while
considering the maximum inter-frame movement of the object

This low level search produces a list/opoints which are used to calculate distances from correipgn

projected contours.

100 | 100 | 100
0|0 |0
~100}-100 | -100
- (©)
0 |-100/-100
‘"“-.é‘ 100| 0 100
.
100 | 100 | ©
(a) (b) (d)

Figure 29: Determining points position in the next imagengghe oriented gradient algorithm: (a) calcu-
lating the normal at sample points, (b) sampling along thenaband searching new similar contour (c-d) 2
out of 180 3x3 predetermined madk§; (in practice 7x7 masks are used) (0° (d) 45°.
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B Case of line tracking for a homography estimation

Ja,, Iv,, andJ., are the respective Jacobian matrices of the lines coostingt, b, andc,, . With the

Ht

notations introduced in sections 2 and 3, they are such as :

1

Jo,, = _E( CayUa  CaglUaq CazUa CayUp (48)
CagUb CagUp CayUe  Cayly ca2uv)
1
Ios = =5 (nta yta coytia cp
ChryUp CpsUp  CpyUe  ChyUy Cb2uv)
1
qut = _E( CeiUg  CepyUg  Cez3Ug  CoyUp
Coplhy  CoyUp  Coplle Coplly  Coply )
with :
d = det(H) (49)
T
Ca = (Ca1 Cay Ca:;)
N
( (paps — pspr)  (pspe — paps)  (papr — pape) )
T
Cp = (Cbl Cbs )
-
( (popr — paps)  (pops — pope)  (pape — popr) )
T
C. = (cc1 Ces )
-
( (paps — popa)  (pzps — pops)  (popa — p1ps) )
¢ = (autl fit—1 Cﬂt—l)
U, = C.Cq4
up = C.Cp
U, = C.C.

Using these notations, the updateCpf along the sequencee. of the coefficientsy,,, b, andc,,, is given
by :
Ugq, Up Uc

am:F, but :E’ Cpus :E

Let note that! £ 0 since it is the determinant of a homography.
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C Notations

Table 1 gives an overview of the different notation used eghper.

| Notation Signification
It . current 2D (homography) or 3D (pose) transformation ferithagel,
s . image features exploited to estimate the transformation
s* . observed values of the image features in imhge
Su . current values of the image features in imdge
J. . Jacobian of a feature
P . image point
Po . image point extracted in the reference image
Pu . projection of an image point according jig
P¢ . image point extracted in the current imalye
d,(p,C) : distance between a poiptand a geometrical featute
Cu . geometrical feature representing the contour according t
Io(p}) . grey level at locatiomp}, in imagel,
Li(p.,) : grey level atlocatiorp}, inimagel,
K . projective matrix obtained from the intrinsic camera paeters
M, . camera pose matrix associated to imége
“Re, . camera rotation matrix between the frames respectivalgdated td, andI,
“te, . camera translation vector between the frames respecasgsiociated td, andI;
“H, . homography associated to a plane between the frames tigspeassociated té, andI;
ng, dy : normal and distance to the origin of a plane expressed inaheera reference frame

Table 1: Main notations used in the paper.

References

[1] B. Bascle, P. Bouthemy, N. Deriche, and F. Meyer. Tragldomplex primitives in an image sequence.

In Int. Conf. on Pattern Recognition, ICPR’9dages 426—431, Jerusalem, October 1994,

[2] S. Benhimane and E. Malis. Homography-based 2d visaaking and servoing.Int. Journal of

Computer Vision2007. Special IJCV/IIRR issue on vision for robots.

[3] M.-O. Berger. How to track efficiently piecewise curvedntours with a view to reconstructing 3D

objects. Inint. Conf on Pattern Recognition, ICPR’9dages 32-36, Jerusalem, October 1994.

[4] A. Blake and M. Isard Active Contours Springer Verlag, April 1998.

40



[5]

[6]

S. Boukir, P. Bouthemy, F. Chaumette, and D. Juvin. A louathod for contour matching and its

parallel implementationMachine Vision and Applicatigri0(5/6):321-330, April 1998.

P. Bouthemy. A maximum likelihood framework for detenimig moving edges.IEEE Trans. on

Pattern Analysis and Machine IntelligencEl(5):499-511, May 1989.

[7] T. Brox, B. Rosenhahn, D. Cremers, and H.-P. Seidel. Higturacy optical flow serves 3-D pose

tracking: exploiting contour and flow based constraints.AlrlLeonardis, H. Bischof, and A. Pinz,
editors,European Conf. on Computer Vision, ECCV,@lume 3952 oLNCS pages 98-111, Graz,
Austria, May 2006. Springer.

[8] J. Buenaposada and L. Baumela. Real-time tracking amuha&son of plane pose. ItAP Int. Conf.

[9]

[10]

[11]

[12]

[13]

[14]

on Pattern Recognition, ICPR’Q2olume 2, pages 697-700, Québec, Canada, August 2002.

F. Chaumette. Image moments: a general and useful settires for visual servoindEEE Trans.

on Robotics20(4):713-723, August 2004.

N. Chiba and T. Kanade. A tracker for broken and closggeed lines. InSPRS Int. Society for
Photogrammetry and Remote Sensing Gqafges 676 — 683., Hakodate,Japan, 1998.

A.l. Comport, E. Marchand, and F. Chaumette. Robustehbdsed tracking for robot vision. In

IEEE/RSJ Int. Conf. on Intelligent Robots and Systems, IRD8olume 1, pages 692-697, Sendai,
Japan, September 2004. (extended version version puthlish&dvanced Robotics, 16(10):1097—
1013, december 2005 (special issue on Selected paper frlOR'(R).

A.l. Comport, E. Marchand, M. Pressigout, and F. Chaittime Real-time markerless tracking for
augmented reality: the virtual visual servoing framewdBEE Trans. on Visualization and Computer

Graphics 12(4):615-628, july 2006.

N. Daucher, M. Dhome, J.T. Lapreste, and G. Rives. Medebbject pose estimation and tracking
by monocular vision. [British Machine Vision Conf., BMVC'93ages 249-258, Guildford, UK,
September 1993.

M. Dhome, M. Richetin, J.-T. Lapresté, and G. Rives.dbetination of the attitude of 3D objects from
a single perspective viewEEE Trans. on Pattern Analysis and Machine Intelligent®(12):1265—
1278, December 1989.

41



[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

T. Drummond and R. Cipolla. Real-time visual trackirfggomplex structuredEEE Trans. on Pattern

Analysis and Machine Intelligenc4(7):932—-946, July 2002.

B. Espiau, F. Chaumette, and P. Rives. A new approackst@lservoing in roboticdEEE Trans. on

Robotics and Automatioi(3):313-326, June 1992.

A.W. Fitzgibbon. Robust registration of 2d and 3d paets. Image and Vision Computin@1(12-
13):1145-1153, December 2003.

D.B. Gennery. Visual tracking of known three-dimemsb objects. Int. J. of Computer Visian

7(3):243-270, 1992.

M. Haag and H.H. Nagel. Combination of edge element grtital flow estimates for 3D-model-
based vehicle tracking in traffic image sequenchkg. Journal of Computer Visiqgri35(3):295-319,
December 1999.

G. Hager and P. Belhumeur. Efficient region trackinghwparametric models of geometry and il-
lumination. IEEE Trans. on Pattern Analysis and Machine Intelligen2@(10):1025-1039, October
1998.

G. Hager and K. Toyama. The XVision system: A generappge substrate for portable real-time
vision applications. Computer Vision and Image Understandir@p(1):23-37, January 1998. Also

Research Report Yale University.

R. Hartley and A. ZissermanMultiple View Geometry in Computer VisiorCambridge University

Press, 2001.
P.-J. HuberRobust StatisticsWiler, New York, 1981.

S. Hutchinson, G. Hager, and P. Corke. A tutorial on &isservo control.IEEE Trans. on Robotics

and Automation12(5):651-670, October 1996.

M. Irani, B. Rousso, and S. Peleg. Detecting and tragkitultiple moving objects using temporal

integration. INECCV’92 pages 282-287, 1992.

42



[26] M. Isard and A. Blake. Contour tracking by stochastiogagation of conditional density. European
Conf. on Computer Vision, ECCV'96, LNCS no. 1064, Springelag pages 343—-356, Cambridge,
UK, 1996.

[27] F. Jurie and M. Dhome. Read time 3D template matchingIntnConf. on Computer Vision and

Pattern Recognitionvolume 1, pages 791-796, Hawai, December 2001.

[28] F. Jurie and M. Dhome. Hyperplane approximation for p&ate matching.IEEE Trans. on Pattern
Analysis and Machine Intelligenc4(7):996—1000, July 2002.

[29] D. Koller, K. Daniilidis, and H.-H. Nagel. Model-baseaitbject tracking in monocular image sequences

of road traffic scenednt. Journal of Computer Visiqri0(2):257-281, June 1993.

[30] D. Kragic and H. Christensen. Cue integration for visservoing. IEEE Trans. on Robotics and

Automation 17(1):19-26, February 2001.

[31] V. Kyrki and D. Kragic. Integration of model-based andadel-free cues for visual object tracking in
3d. InIEEE Int. Conf. on Robotics and Automation, ICRA'@ages 1566—-1572, Barcelona, Spain,
April 2005.

[32] D.G. Lowe. Fitting parameterized three-dimensionaldels to imageslEEE Trans. on Pattern Anal-

ysis and Machine Intelligencé&3(5):441-450, May 1991.

[33] B.D. Lucas and T. Kanade. An iterative image registratiechnique with an application to stereo

vision. IniInt. Joint Conf. on Atrtificial Intelligence, IJCAI'§Jpages 674-679, 1981.
[34] Y. Ma, S. Soatto, J. KoSecka, and S. Sasém.invitation to 3-D vision Springer, 2004.

[35] E. Marchand. Visp: A software environment for eye-imAld visual servoing. IMEEE Int. Conf. on

Robotics and Automation, ICRA’9%lume 4, pages 3224—-3229, Detroit, Michigan, Mai 1999.

[36] E. Marchand, P. Bouthemy, F. Chaumette, and V. MoreaobuRt real-time visual tracking using a
2D-3D model-based approach. IBEE Int. Conf. on Computer Vision, ICCV’'99olume 1, pages
262-268, Kerkira, Greece, September 1999.

43



[37] E. Marchand and F. Chaumette. Virtual visual servomdramework for real-time augmented reality.
In G. Drettakis and H.-P. Seidel, editolsJROGRAPHICS’02 Conf. Proceedingolume 21(3) of
Computer Graphics Foruppages 289-298, Saarebriicken, Germany, September 2002.

[38] F. Martin and R. Horaud. Multiple camera tracking ofidigbjects.Int. Journal of Robotics Research

21(2):97-113, February 2002. (INRIA RR-4268, septemb@120

[39] L. Masson, F. Jurie, and M. Dhome. Contour/texture apph for visual tracking. 11.3th Scandina-
vian Conf. on Image Analysis, SCIA 20@8lume 2749 ot ecture Notes in Computer Scienpages
661-668. Springer, 2003.

[40] P. Meer, C. V. Stewart, and D. E. Tyler. Robust computeion: An interdisciplinary challenge.
Computer Vision and Image Understanding: CYR8(1):1-7, 2000.

[41] J.-M. Odobez and P. Bouthemy. Robust multiresolutistmeation of parametric motion modelour-

nal of Visual Communication and Image Representattig):348—-365, December 1995.
[42] L. Piegl and W. Tiller.The NURBS book (2nd ed3pringer-Verlag New York, Inc., 1997.

[43] C.Rasmussen and G. Hager. Joint probabilistic tectsdor tracking multi-part objecttEEE Trans.
on Pattern Analysis and Machine Intelligen@3(6):560-576, 2001.

[44] J. Shi and C. Tomasi. Good features to track.lIBEEE Int. Conf. on Computer Vision and Pattern
Recognition, CVPR’94ages 593-600, Seattle, Washington, June 1994.

[45] G. Taylor and L. Kleeman. Fusion of multimodal visualesufor model-based object tracking. In
Australasian Conference on Robotics and Automation (A@RAR Brisbane,Australia, December
2003.

[46] M. Tonko and H.H. Nagel. Model-based stereo-trackihgan-polyhedral objects for automatic dis-

assembly experimentsnt. Journal of Computer Visiqr87(1):99-118, June 2000.

[47] L. Vacchetti, V. Lepetit, and P. Fua. Combining edge sdure information for real-time accurate 3d
camera tracking. IMCM/IEEE Int. Symp. on Mixed and Augmented Reality, ISM@®t2/0lume 2,
pages 48-57, Arlington, Va, November 2004.

44



[48] L. Vacchetti, V. Lepetit, and P. Fua. Stable real-tintkt@cking using online and offline information.
IEEE Trans. on Pattern Analysis and Machine Intelliger@@(10):1385-1391, October 2004.

[49] M. Vincze. Robust tracking of ellipses at frame raRattern Recognition34(2):487 — 498, February
2001.

45



Contents

1 Introduction

2 Tracking : general framework
2.1 General 2D or 3D transformation estimation . . . . . . . . .. ... ..o
2.2 Visualfeatures . . . . . . . . e e e

2.3 Merging features . . . . . . . . . . e e e e

2D tracking: Homography estimation

3.1 Edge-basedfeatures . . .. .. ... ... ... .. .. .. .. ...

3.2 Texture-based features . . . .. ... ... ... ... ... ....

3D tracking : camera pose/displacement computation

4.1 Edge-basedfeatures . . ... ... ... . ... .. .. .. .. ...

4.2 Texture-based features . . . ... .. . . . . . . . ...

Experimental Results

5.1 Results on homography estimation . . . . . ... ... .......
5.1.1 Videosequences . . . . . . . . . it
5.1.2 Others experiments : outdoor environment and sigmfimotions
5.1.3 Visual servoing positioning task based on image mdsnen

5.2 Results on pose computation . . .. .. ... ... .. ...
5.2.1 Videosequences . . . . . . . . .o

5.2.2 21/2 Dvisual servoing experiment . . . . ... ... ...

Conclusion

Acknowledgement

Edge extraction

Case of line tracking for a homography estimation

Notations

46

10
10
12

12
13
15

18
19
19
22
22
28
28
30

30

37

37

39

40



