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Abstract

The spike detection problem is cast into a delay estimation. Using
elementary operational calculus, we obtain an explicit characteriza-
tion of the spike locations, in terms of short time window iterated
integrals of the noisy signal. From this characterization, we derive a
joint spike detection and localization system where the decision func-
tion is implemented as the output of a digital Volterra filter. Simula-
tion results using experimental data shows that the method compares
favorably with one of the most successful one in the litterature.
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1 Introduction

The equilibrum of electrical charges across the axonal membrane of a neu-
ron induces a difference of potentials known as the resting potential. When
this equilibrum is broken, either in response to an extracellular stimulus or
even spontaneously, an electrical discharge, called action potential (AP) is
emitted. It is a known fact that neurons use these electrical discharges viz
spike trains to communicate between them [1].
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1.1 Signal description and problem formulation

Figure 1(a) shows 1s data delivered by four recording1 electrodes placed in
the nervous olfactory system of a locust [2]. The data are bandpass filtered
between 300 Hz and 5 kHz. More details on these records are shown in fig-
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Figure 1: Four electrodes recording

ure 1(b), representing y1(t) and y4(t) zoomed in the interval [t0, t0 + 40ms].
Clearly, the signal from each recording site may be represented in the form

y(t) = ∑
n

∑
k

an,k pn(t − tn,k) + ̟(t), (1)

where the delays tn,k, k = 1, 2, . . . are the firing instants of neuron number
n, and pn(t) is the corresponding AP waveform. A comparison of the data
from different sites shows that the amplitudes an,k of the recorded action
potentials vary markedly with the distance of the neuron n from the record-
ing site (compare b1 and b4 in figure 1(b)). In general, such attenuations also
vary in time. Therefore, it is likely that much of the background additive
noise ̟(t) is composed of action potentials from remote neurons [3]. The
zoom in figure 1(b) also exhibits different AP waveforms, corresponding to
different neurons [4], [5] (compare a1–a4, b4 and d1–d4).

One of the most important and challenging problem in neuroscience is
the decoding of the neural information conveyed by the spike trains [1], [6].
Reliable detection of the AP and accurate estimation of the spiking instants
tn,k constitute the first mandatory step towards such neural information
processing. Distinguishing which neuron fires at a given spiking instant
is another prerequisite (see [4], [7] and also [8] for a tutorial). However,

1This experiment was realized by Ch. Pouza (see www.biomedicale.univ-paris5.fr/

physcerv/physiologie cerebrale.htm).

www.biomedicale.univ-paris5.fr/physcerv/physiologie_cerebrale.htm
www.biomedicale.univ-paris5.fr/physcerv/physiologie_cerebrale.htm
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only the detection and estimation problem is investigated here. Note that
the recordings are not always as clean as in the presented experiment. The
problem becomes difficult in such situations (low signal to noise ratio).

1.2 Local piecewise polynomial model

Since we do not require to distinguish between the spiking activities of the
neurons, the model in equation (1) may be simplified in the form

y(t) = ∑
i>0

H(t − ti) fi(t − ti) + ̟(t), (2)

where each fi(t) is a smooth segment. A change from fi−1 to fi represents
the occurrence of a transient (a spike), at time ti. Each segment fi is mul-
tiplied by the unit step (Heaviside) H(·), for causality purpose. We set
t0 = 0. Based on the observation y(t), we want to detect the transient phe-
nomena and estimate their locations ti. This is a common description of the
so-called change-point detection and estimation problem [9], [10]. It is casted
here into the estimation of the delays ti, with a local piecewise polynomial
signal representation.

From now on, x(t) will denote the unobserved noise-free signal: x(t) =
y(t) − ̟(t). Let T > 0 be given. To any τ > 0, we associate the interval
IT
τ = [τ, τ + T) and we assume that there is at most one AP in each such

interval. In the sequel, we will define

xτ(t)
△
= H(t)x(t + τ), t ∈ [0, T), (3)

for the restriction of the signal x in IT
τ and we redefine the possible spiking

instant, say tτ, relatively to IT
τ with: tτ = 0 if xτ(t) is smooth and 0 < tτ < T

otherwise. The presence of an AP is thus interpreted as a non smoothness
of xτ(t). The Nth order (generalized) derivative [11] of xτ(t) then satisfies

dNxτ

dtN
= [x

(N)
τ ](t) +

N−1

∑
k=0

(
µ0

k δ(t)(k) + µk δ(t − tτ)
(k)

)
(4)

where the superscript (k) denotes order k differentiation and where [ f ]

stands for the regular part of f . We have set µ0
N−k−1

△
= x

(k)
τ (0+)− x

(k)
τ (0−) =

x
(k)
τ (0+) and µN−k−1 is defined similarly with the origin replaced by the

point tτ.
Equation (4) is the cornerstone of the approach we are presenting. This

consists in a joint detection/estimation, based on the following observa-
tions:
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1. IT
τ is free of AP if, and only if, µ0 = · · · = µN−1 = 0.

2. If one (and only one) AP is present in IT
τ , then one can identify the

spiking instant tτ directly from equation (4).

A key step towards the estimation of tτ is to express (4) in the operational
domain (via the Laplace transform). Indeed, terms like δ(t − r)(k) are much
easier to handle using operational calculus [12]. To proceed, we henceforth
assume a piecewise polynomial model for xτ(t). However, we mention at
once that the detection/estimation method presented in the next section
does not rely on curve fitting: identifying the piecewise polynomials is not
required.

2 Spike detection and estimation

First, we derive from (4) a linear estimator for tτ. This will yield an explicit
expression which degenerates when the corresponding interval IT

τ is de-
void of an AP. Testing the consistency of that expression will thus afford a
spike detection procedure. The result of this detection process, in turn, will
allow a precise location of the spiking instant, if any.

2.1 Change-point estimation

Several change-point estimators may be devised from equation (4), de-
pending on the differentiation order N and on the assumed maximum de-
gree of the segments of xτ(t). The following estimator is based on a piece-
wise affine model. Such model is sufficient to roughly match the impulsive
shape of an AP. Let N = 2 so that the regular component [ẍτ(t)] vanishes.
Once translated into the operational domain [12], (4) becomes

s2 x̂τ(s) − sxτ(0) − ẋτ(0) = (µ0 + µ1s)e−tτs. (5)

By elementary manipulations of (5) we will annihilate the unknown and

irrelevant coefficients µi, and initial conditions x
(k)
τ (0). This will lead to a

linear estimator for tτ. Once translated back in the time domain, we will
get an explicit expression depending on integral terms as

∫ T
0 p(λ)xτ(λ)dλ.

The next algorithm describes these manipulations which stem from the es-
timation theory due to [13] (see also [14]).

Step 1 - First, we get rid of all irrelevant unknowns. For this, observe

that the right member of (5), namely û(s)
△
= (µ1 + µ0s)e−tτs, satisfies the
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differential equation û′′(s) + 2tτ û′(s) + t2
τ û(s) = 0. To simplify the nota-

tions, we will write x̂τ in place of x̂τ(s) and likewise for û(s). Noting that

û′′ = d2

ds2 (s2 x̂τ), we have for i > 2,

di+2

dsi+2
(s2 x̂τ) + 2tr

di+1

dsi+1
(s2 x̂τ) + t2

r

di

dsi
(s2 x̂τ) = 0. (6)

Step 2 - By the very classical rules of operational calculus, multiplica-
tion by s corresponds to time derivation: sx̂τ✁

d
dt xτ(t). Now, numerical

differentiation is difficult and ill-conditioned. Divide both members of (6)
by a sν, for an integer ν > 2. Only negative powers of s, and hence integral
operators, will intervene in the resulting equation. Replace the unobserved
signal xτ by its noisy observation counterpart yτ. Gathering the resulting
equations for i = κ + 2, κ > 0 and i + 1, we obtain the linear system

[
v̂κ(s, τ) v̂κ+1(s, τ)

v̂κ+1(s, τ) v̂κ+2(s, τ)

]

︸ ︷︷ ︸
P̂κ(s,τ)

[
t̃2
τ

2̃tτ

]

︸ ︷︷ ︸
Θ̃τ

= −

[
v̂κ+2(s, τ)

v̂κ+3(s, τ)

]

︸ ︷︷ ︸
Q̂κ(s,τ)

(7)

where v̂κ(s, τ) =
1

sν

dκ+2

dsκ+2

(
s2ŷτ

)
. The solution Θ̃τ of (7) is an estimator of

Θτ = [t2
τ 2tτ]T because xτ has been replaced by the noisy observation ŷτ.

Step 3 - The numerical estimates are now obtain by expressing the sys-
tem (7) back in the time domain. For this, let us first recall that differ-
entiation with respect to s corresponds to multiplication by −t: d

ds x̂τ ✁

−txτ(t), and division by sm, m > 0 maps to the mth-iterated time integra-
tion:

(m − 1)!s−m x̂✁
∫ t

0 (t − α)m−1x(α)dα.
With these rules in mind and using integration by parts, we express the
time domain analog of v̂κ(s, ·) as:

vκ(t, τ) =
(−1)κ

(ν − 1)!

∫ t

0

d2

dλ2

{
λκ+2(t − λ)ν−1

}
yτ(λ)dλ. (8)

The analog of (7) is thus in the form Pκ(t, τ)Θ̃τ(t) = Qκ(t, τ) so that we
have an estimate Θ̃τ(t) for each estimation time t 6 T. To be consistent
with the signal model in (3), we now on fix this estimation time to the width
of IT

τ : t = T. We can therefore simplify the notations above by dropping
the argument t, and write e.g. vκ(τ) instead of vκ(T, τ).
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2.2 Joint detection-estimation

Recall that in equation (5) we have µ0 = µ1 = 0 when the interval IT
τ

is devoid of an action potential. In such situation, tτ = 0 and then the
estimator Pκ(τ)Θ̃τ = Qκ(τ) degenerates into Pκ(τ) = 0 and Qκ(τ) = 0 (up
to the output noise level). Otherwise, an AP is detected in IT

τ . Thus, if an
AP happens at time t⋆, then it will be detected in all intervals IT

τ for which
t⋆ − T 6 τ 6 t⋆. This observation shows how the detection process also
leads to the estimation of the spiking instants.

It now remains to determine a decision function J along with an asso-
ciated threshold γJ , and devise a detection system,

J (τ)
H1

≷
H0

γJ (9)

to test the degeneration of the system PτΘ̃τ = Qτ (null hypothesis H0),
against the alternative H1: one AP occurs in IT

τ . In the following, we consider
the family of functions Jκ:

Jκ(τ) = [vκ+1(τ)]2 − vκ(τ)vκ+2(τ) = −det Pκ(τ), κ > 0. (10)

This also coincides with the discriminant of the quadratic equation formed
by the first line of the system Pκ(τ)Θτ = Qκ(τ). The condition Jκ(τ) > 0
is thus necessary to have real solutions while Jκ(τ) = −det Pτ must be
different from zero. The noise and the local mismodelling apart, we then
have Jκ(τ) > 0 if, and only if, an AP happens in IT

τ . Due to the noise
presence, the condition J (τ) > 0 must be replaced by J (τ) > γJ . As
the statistical properties of the noise are unknown, the threshold γJ will be
determined by experience.

2.3 Discrete nonlinear filter

All the preceding developments rely on a continuous-time setting. Al-
though this is in accordance with the true nature of the spike train, only
discrete observation is assumed in the implementation step. In this con-
nection, we show that each vκ(·), κ > 0 may be implemented as the output
of a discrete finite impulse response (FIR) filter, with the sample observa-
tion y as input. Consequently, for each κ > 0, the corresponding decision
function Jκ,n, n ∈ N, will read as the ouput of a discrete quadratic filter.
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To begin, let us define

hκ(µ) =





(−1)κ+1

(ν−1)!
d2

dµ2

{
(1 − µ)κ+2µν−1

}
, 0 6 µ 6 T

0 else.
(11)

Consider (8) with the change of variable λ = T − µ and set τ′ = τ + T.
Then, we may directly rewrite vκ in (8) as

vκ(τ) =
∫ T

0
hκ(µ)yτ(T − µ)dµ =

∫ ∞

0
hκ(µ)y(τ′ − µ)dµ. (12)

We turn now to the discrete-time setting where only time samples of the
observation, ym = y(tm), are available. We assume a uniform sampling,
tm = mTs, m = 0, 1, . . ., with sampling period Ts. Let T = MTs and ν > 2

be given and compute the finite sequence {hκ,m
△
= hκ(tm)}M

m=0. Then, by
a numerical integration method with abscissas tm and weights Wm, m =
0, · · · , M, we obtain the approximation of (12):

vκ(τ) ≈ vκ,n =
M

∑
m=0

Wmhκ,myn+M−m,

for τ = nTs (and τ′ = (n + M)Ts). In all the sequel, we use the trapezoidal
method for which W0 = WM = 0.5, and Wm = 1, m = 2, · · · , M − 1. As τ =
τn = nTs varies (sliding windows IM

n ), vκ,n reads as the output of the FIR

filter, with impulse response sequence {gκ,m
△
= Wmhκ,m}M

m=0. Accordingly,
we obtain for each κ > 0, a discrete approximation Jκ,n ≈ Jκ(nTs) of (10)
as the output of the discrete Volterra filter with input yn,

Jκ,n = [vκ+1,n]
2 − vκ,nvκ+2,n =

M

∑
m,ℓ=0

Kℓ,myn−ℓyn−m (13)

where Kℓ,m = gκ+1,mgκ+1,ℓ − gκ,mgκ+2,ℓ. In the following, a detection will
be validated if it meets the agreement of a given number, K, of elementary
decision functions Jκ,n. Therefore, the final decision function is given by
the combination

Jn =
K−1

∏
κ=0

J̃κ,n, n = 0, 1, . . . , (14)

where J̃κ,n = max(0,Jκ,n) for each κ and n. This makes the detection more
robust to fake spikes. The performance of the proposed method are inves-
tigated below, using Monte Carlo simulation.
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3 Simulation results

We compare our joint estimation and detection method with one of the
most successful spike detection method: the wavelet detection method
(WDM) presented in [5].

3.1 Simulated signal

The following simulations are based on experimental data from 20s record-
ing at 15kHz (see §1.1). Some manipulations are however necessary before
we may compute any performace measure (see [5]).

Spike templates An average of 256 spikes have been extracted from each
of the four recordings and aligned into 5 clusters using Lloyd’s algorithm
[15]. The centroids Si of the clusters are then used as spike templates. They
all have the same duration of 3.33ms and are normalized: ‖Si‖∞ = 1.

Noise template Once all the spikes have been extracted from the exper-
imental data, the remaining background noise is used as a neural noise
template. We form a single long (285000 samples) observation by concate-
nating the data from the four recording sites. As we already discuss, a
significant part of the noise is composed of remote spikes.

Noisy spike train simulation Each run is based on a signal segment of
2/3 s (10000 samples). For each run, the spike locations are first drawn
from the successes of 10000 samples Bernoulli trials with a parameter p
corresponding to a given mean firing rate FR. The experiment is repeated
until a refractory period of 2ms is reached after each spike. The number
of simulated spikes thus varies from one run to another. Next, the noise-
free spike train is generated by assigning randomly the spike templates to
the locations. The polarity of each spike template also is chosen randomly.
Finally, a randomly selected segment of the neural noise template is added.
The noise is scaled to have a variance σ, according to the desired signal to
noise ratio defined, as in [5]:

SNR =
‖Si‖∞

σ
=

1

σ
. (15)

Figure 2 displays 0.5s of such a simulated signal. The spike locations are
indicated by the vertical bars on the bottom.
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Figure 2: Noisy spike train simulation: SNR = 3.5, FR = 15 Hz.

3.2 Simulation settings and results

Throughout we set ν = 7 for the order of iterated integrals and T = 4ms
for the estimation time. The parameters of WDM are chosen so as to have
best performance for a number of scales set to 6.

Figure 3 below displays the receiver operating characteristic (ROC) cur-
ves: probability of correct detection (PCD) against probability of false alarm
(PFA). These are computed by averaging results over 500 runs, for each
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Figure 3: ROC curves: Presented method (⊲ solid line) vs WDM (• dashed
line).
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pair (FR, SNR). Given a spike, correct detection is meant when the dis-
tance between the exact location and the estimated one is less than half the
spike duration, i.e. 1.66ms. As the threshold γJ is expressed in percentage
of {Jn}, the performance of the method increase with the firing rate, like
WDM. The ROC curves of the presented method (⊲ solid line) are almost
always higher than that of the WDM (• dasehd line) for all pairs (FR, SNR).
This is more apparent at high noise level (SNR = 3, first column in figure 3)
for PCD > 0.5. The presented method thus shows good robustness to noise
perturbation. Moreover, it is easy to implement and it has low complexity:
for a firing rate of FR = 45Hz, the average time per run was 0.48s against
1.52s for the WDM, i.e. more than three times.

The threshold γJ is now determined as for WDM, by following [5]. It is
fixed and we set K = 4. The top graph of figure 4 displays PCD against PFA

for SNR = 3.5, 3.6, · · · , 4 and for FR = 15, 30 and 45 Hz (solid, dotted and
dashed line respectively). Although the two methods show quite different
behaviors, it is possible to compare their performance by considering the
ratio PFA/PCD as a function of the SNR.
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Figure 4: Comparison of the presented method (▽ mark) vs WDM (• mark).

This is displayed in the bottom graph, for FR = 15, 30 and 45 Hz. Not
only this ratio is always smaller for our method but also, it decreases faster
when the SNR increases. Finally, let us mention that typical values of K are
in the range 2..4, with very little differences for K = 3 and K = 4.
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4 Conclusion

We have presented a joint spike detection and estimation method based on
the operational calculus, a very classical tool in electrical engineering. The
method is simple and easy to implement as a discrete Volterra filter. It com-
pares favorably with one of the most successful spike detection method,
based on continuous wavelet decomposition.
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